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Assessing student learning is a cornerstone of educational practice. Standardized assessments have
played a significant role in the development of instruction, curricula, and educational spaces in college
physics. However, the use of these assessments to evaluate student learning is only productive if they
continue to align with our learning goals. Recently, there have been calls to elevate the process of science
(“scientific practices”) to the same level of importance and emphasis as the concepts of physics (“core
ideas” and “crosscutting concepts”). We use the recently developed Three-Dimensional Learning
Assessment Protocol to investigate how well the most commonly used standardized assessments in
introductory physics (i.e., concept inventories) align with this modern understanding of physics education’s
learning goals. We find that many of the questions on concept inventories do elicit evidence of student
understanding of core ideas, but do not have the potential to elicit evidence of scientific practices or
crosscutting concepts. Furthermore, we find that the individual scientific practices and crosscutting
concepts that are assessed using these tools are limited to a select few. We discuss the implications that
these findings have on designing and testing curricula and instruction both in the past and for the future.
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I. INTRODUCTION

Assessment helps us to understandwhat students knowand
are able to do after instruction, it aids us in understanding
which aspects of a curriculum are working well for students
and which are not, and it provides us with evidence of how
well students aremeeting our intended learning outcomes [1].
Taken as evidence of learning in physics, different forms of
standardized assessment have helped shape many of the
major changes that have occurred in physics education over
the past 40 years [2–4]. Standardized assessment practices in
undergraduate physics education emphasize the use of
conceptual pre- and post-tests (“concept inventories”)—the
outcomes of which have been used to inform changes to
curriculum design and instructional practices [5]. A wide
variety of studies have been conducted using concept
inventories [6–13], and student learning outcomes on such
assessments are well documented [14–21].
Physics education researchers, curriculum developers,

and instructors have used the outcomes of concept inven-
tories to inform their work. But what are these inventories

assessing? What learning goals were used to inform their
design? And how well might these concept inventories
represent an assessment of the learning outcomes in typical
physics courses?
Physics education research (PER) has begun to address a

wider variety of learning outcomes over the years [2,22,23].
Courses that were once focused heavily on conceptual
understanding now include engagement in scientific prac-
tice, development of more sophisticated epistemologies,
and achievement of positive attitudinal shifts towards
physics. Curriculum design literature argues that aligning
assessments and instruction with these goals is critical to
helping students achieve these goals (e.g., “backwards
design”). In particular, the assessments we use are meant
to develop an evidentiary argument for student learning
[1,24,25]. Arguably, the common concept inventories in
physics are insufficient to address these broader learning
outcomes. We are saddled with tools that provide some
information, but this information is becoming increasingly
incomplete for researchers, curriculum developers, and
instructors. It is reasonable to ask: what do our current
assessments tell us about student learning? That is, what are
we assessing?
In this paper, we address these questions using the

framework of three-dimensional learning (3DL), the blend-
ing of science process and content in the classroom (more
detail can be found in Sec. III) [26]. While this lens
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backgrounds a number of important issues (e.g., episte-
mological development and shifts in identity), it fore-
grounds engaging students in the process of science
(scientific practices) and helping students develop how
they organize their knowledge (core ideas and crosscutting
concepts). Our analysis makes use of the recently devel-
oped Three-Dimensional Learning Assessment Protocol
(3D-LAP) [27], a tool that evidences how well assessments
provide opportunities to engage students in 3DL. Using
the 3D-LAP, we coded the questions appearing on the
four most common concept inventories [Force Concept
Inventory (FCI), Force and Motion Conceptual Evaluation
(FMCE), Brief Electricity and Magnetism Assessment
(BEMA), Conceptual Survey of Electricity and
Magnetism (CSEM)] to determine the degree to which
they can provide evidence of 3DL. This paper provides a
brief discussion of standardized assessment in physics
(Sec. II), offers an overview of 3DL (Sec. III) with more
details in Ref. [26], reviews the 3D-LAP (Sec. IV) and its
use to analyze assessment tasks (Sec. V), but defers to
Ref. [27] for details, and analyzes the four most common
standardized assessments in physics using the 3D-LAP
(Sec. VI). We provide concluding remarks in Sec. VII.

II. STANDARDIZED ASSESSMENT IN PHYSICS

Standardized assessment is widely used in physics
education to measure learning outcomes in a variety of
physics courses [7,14,15,18] including, most recently,
upper-division courses [28–33]. It is typical to use these
standardized assessments as “summative assessments” for a
given course where they are used to gather evidence of what
students have learned at the time that they take them, with
little intention of using them to help those same students
learn physics. That is, we typically assume (even without
being explicit about it) that concept inventories attempt to
elicit, identify, and track stable cognitive elements. Because
of that stability, we neglect any learning that occurs during
the assessment itself [34,35]. Some learning may occur
when students interact with the measurement tool, but those
effects are assumed to be small compared to the learning
that has occurred over the time period that people are trying
to measure (i.e., one semester) [36].
Concept inventories have typically focused on measur-

ing “conceptual change” or “expertlike thinking.” Their
development has varied, but often follows a similar
procedure [37]. This process usually starts by developing
a large number of questions around the target concept—
using the current literature on common misconceptions or
difficulties around that concept as a guide. These initial
questions are usually open ended and are presented to the
target audience (students) under test conditions, in think-
aloud interviews, or both. The developers then use the
students’ responses to eliminate or to modify questions that
do not meet their standards (e.g., students did not interpret
the question as intended or almost everyone got the

question right). In addition, developers pay attention to
common student responses to the questions. The questions
that are deemed appropriate are then converted into
multiple-choice questions where the distractor answer
options match these most common incorrect responses.
For open-ended assessments, it is common for the grading
rubric to include the most common incorrect responses
[28,29]. The test is readministered to students and modified
as necessary until the developers are satisfied with the
results. These results might be achieving some sort of
stability in student performance, some set of appropriate
test statistics, or both. Here, we do not intend to suggest that
the development of concept inventories is straightforward
or simple; it is not. There is certainly nuance in the design
and development of specific inventories. However, the
general process described above is quite similar to the
development of the commonly used concept inventories in
introductory physics.
The Force Concept Inventory is almost certainly the

most well known and widely used standardized assessment
in introductory physics courses [38]. Both it and the
Force and Motion Conceptual Evaluation are designed to
evaluate student learning of topics commonly found in the
first semester of an introductory physics sequence [39].
Similarly, both the Conceptual Survey of Electricity and
Magnetism and the Brief Electricity and Magnetism
Assessment were developed to evaluate student learning
of topics commonly taught in the second semester of an
introductory physics sequence [40,41].
These (and other) concept inventories have provided

straightforward, off-the-shelf ways to evaluate instructional
practices and curricular materials [5]. Because of this, they
have been used routinely to evaluate student learning in
interactive environments [19,20,42], to compare student
learning in different environments [43,44], and to inves-
tigate different learning outcomes for different groups of
students within classes [10,42,45]. Using concept invento-
ries in this way aligns with backward design; evidence
should be collected to determine if instruction and curricula
are helping all students achieve the learning goals we have
for them. However, standardized assessments that gather
evidence of student learning are only useful if they align
with our learning goals. Recently, national reports have
highlighted new ways to think about what we want our
students to learn, both in K-12 and undergraduate science
education. In particular, these reports have emphasized the
idea of blending the concepts, on which concept inventories
have been focused, and practices of science together into
our learning goals [22,46,47].

III. EVOLVING LEARNING GOALS

Recent national calls have emphasized the need for
students to engage with science and engineering practices
at the same level of emphasis as they engage with science
concepts [26,46]. Changes to courses aligned with these
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calls broaden the scope of the learning goals in traditional
introductory and advanced science courses and, as such,
broaden the space for assessment. In physics, discussions
of important practices have appeared in the revised
advanced placement curriculum [47] and in white papers
describing the need for new laboratory and computational
experiences for physics students [22,23].
One national report endeavored to synthesize the years

of research on student learning in science courses into
recommendations for curricula and instruction. A
Framework for K-12 Science Education: Practices,
Crosscutting Concepts, and Core Ideas (herein referred
to as Framework) gives a comprehensive view of merging
the concepts and process of science [26]. The underlying
idea of the Framework is that having students engage
in science in the manner that scientists do while using
scientific knowledge is a more productive way to build
students’ understanding of both the process and knowledge
of science. By focusing on blending concepts and practices
together, we aim to provide our students with a deeper,
richer, more enduring learning experience that is likely to
benefit both their epistemological and identity development
(even though these ideas are backgrounded by 3DL). To be
clear, this is not the idea that we must “sacrifice” the
content to make room for the process of science; it is that
both the concepts and practices are the content. That is,
while we might sacrifice some concepts, the inclusion of
practices more than makes up for that sacrifice so that
the total amount of content is not reduced. While the
Framework was written for the K-12 education system, it
has been argued that these ideas are relevant to higher
education [46,48,49].
In this paper, we will use the ideas highlighted in the

Framework as the basis for our analysis of the concept
inventories to investigate how well our current assessments
can provide evidence of learning of these broader goals.
The Framework divides what we want students to learn into
three “dimensions” of learning, one that is practice focused
and two that are concept focused. A brief description of
each of the three dimensions is given here along with an
example. We encourage the reader to look at the
Framework if they are interested in deeper explanations
of the dimensions [26].
Scientific practices.—These are the disaggregated com-

ponents of the process of science. They involve using
scientific knowledge to model, predict, and explain phe-
nomena (e.g., developing and using models).
Crosscutting concepts.—These bridge the boundaries

between the disciplines of the physical, biological, and
geological sciences. These “ways of thinking” are used by
each discipline and can be leveraged to help students make
connections across the sciences and between their classes
(e.g., systems and system models).
Disciplinary core ideas.—These are the foundational

concepts that are fundamental to the scientific discipline.

In order to qualify as a disciplinary core idea, the concept
must (1) be essential to the study of the discipline, (2) be
required to explain a wide range of phenomena, and
(3) provide a way to generate new ideas and predictions
(e.g., energy).
The Framework emphasizes that it is vital that all three

of these dimensions are blended into instruction, curricu-
lum, and (most importantly for this article) assessments.
Herein, we refer to the blending of these ideas as “three-
dimensional learning.”
In physics, we often use concept inventories to assess the

outcomes in our courses (Sec. II), but how well do these
inventories represent our shifting goals? In particular,
(1) How well do the four most commonly used concept

inventories for introductory physics assess the goals
of three-dimensional learning?

(2) For which, if any, of the Scientific Practices, Cross-
cutting Concepts, and Core Ideas do these concept
inventories provide some evidence of student
learning?

Note that the concept inventories that we are analyzing
were developed well before the idea of three-dimensional
learning. We understand that holding them to the standard
that they should assess three-dimensional learning is not
entirely fair. However, our goal here is not to disparage
these assessments. They provide important information
regarding conceptual learning in many courses and have
helped advance PER in substantial ways. Instead, we aim to
survey the current state of standardized assessment in
physics education and use this as a step towards discussing
the next generation of standardized assessments.

IV. THREE-DIMENSIONAL LEARNING
ASSESSMENT PROTOCOL

In 2014, the National Research Council released a
document highlighting the importance and challenges of
developing assessments for the next generation science
standards and (more broadly) three-dimensional learning
[50]. To help identify and develop assessments that are
capable of eliciting evidence of students engaging with
each of the three dimensions, we developed the Three-
Dimensional Learning Assessment Protocol [27].
The 3D-LAP was designed with two central purposes:
(1) to help researchers characterize how well assess-

ments align with each of the three dimensions,
(2) to help instructors develop or modify existing

assessment tasks so that they have the potential to
elicit evidence of students engaging with the three
dimensions.

The 3D-LAP uses individual questions or clusters of
related questions (referred to herein as a “task”) as the unit
of analysis. By analyzing only the task itself, the 3D-LAP
can be used to determine if the task has the potential to elicit
evidence that a student will engage in a scientific practice,
crosscutting concept, or core idea [27].
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The 3D-LAP was developed as part of a larger project to
transform the introductory physics, chemistry, and biology
courses at Michigan State University. The development
team [made up of the authors and eight additional disci-
plinary experts, many of whom identify as discipline-based
education researchers (DBER)] initially developed a proto-
type set of criteria for each of the scientific practices,
crosscutting concepts, and core ideas based on their
descriptions in the Framework. Separately, we collected
and discussed assessment tasks that exemplified each of the
dimensions. We then compared these exemplar tasks with
the prototype criteria and used this comparison to revise
and refine the criteria [51]. The final criteria took different
forms for each dimension: scientific practices each have a
list of 2–4 criteria, all of which must be met in order for a
task to align with that scientific practice; crosscutting
concepts each have a brief description of what is necessary
to align with it; and each core idea comes with a list of
ideas, at least one of which must be included in a task to
qualify as aligning with a core idea.
Both the face and content validity of the 3D-LAP as

applied to concept inventories is evidenced by the expertise
of the development team. This team included disciplinary
experts from physics, chemistry, and biology, some of
whom identify as discipline-based education researchers
and others that identify as more traditional experts. The
development process reinforced the validity of the protocol
by continually comparing the theory (Framework, research
literature, etc.) and the on-the-ground reality (existing
assessments). Some of these comparisons included assess-
ment tasks from existing concept inventories in each of the
disciplines.
In addition to the validity of the 3D-LAP, it is important

to show that multiple coders get the same results when
applying it to assessment tasks. In order to establish the
reliability of the 3D-LAP when applied to these concept
inventories, J. T. L. coded all of the tasks, while M. D. C.
coded 25% of the tasks chosen randomly. Cohen’s κ is a
commonly used measure of interrater reliability for two
coders and it does well when looking for levels of agree-
ment in many cases [52]. However, Cohen’s κ does yield
unexpected and uninformative values when the code
appears in almost none (or almost all) of the cases, which
is often the case when using the 3D-LAP [53]. It is
precisely because of these cases that Gwet’s AC1 was
introduced [54]. Gwet’s AC1 is an alternative, more stable
measure of agreement, even in cases where the codes
appear very (in)frequently.
Our interrater reliability was established using Gwet’s

AC1 statistic, obtaining a value of 0.93, 0.79, and 0.91,
respectively, for the scientific practices, crosscutting con-
cepts, and core ideas [54]. These values are typically
considered good to very good agreement. For these
purposes, we only check to see if both coders agreed that
the task elicited a dimension or not, without regard to which

component of the dimension was coded (i.e., if there is a
scientific practice or not, not necessarily which scientific
practice). This choice was made because we do not have
the sufficient number of tasks needed to investigate the
reliability of all 19 components of the 3D-LAP (7 scientific
practices, 7 crosscutting concepts, and 5 core ideas).

V. APPLYING THE 3D-LAP

Here, we demonstrate how the 3D-LAP can be applied
to assessment tasks in our data set, one that aligns with
three-dimensional learning and one that does not. Because
concept inventories require significant effort to develop and
that effort can be compromised by making the inventories
available to the public, we will not reprint any part of them
here. Instead, we will describe two questions from the
BEMA and refer the interested reader to the original exams
for the exact questions [41].

A. Example 1: Alignment with one dimension

Question 19 of the BEMA asks students about the
difference in electric potential between any two points in
a metal. The answer options all include a declaration of
what that potential difference is and a few words that are
about either the value of the electric field (answer) or a
common incorrect response.
Using the 3D-LAP, we characterize question 19 of the

BEMA as providing no evidence that a student has engaged
in a scientific practice or crosscutting concept; however, it
does elicit the core idea of “interactions are mediated by
fields.” The most closely associated scientific practice is
constructing explanations and engaging in argument from
evidence. Column 2 of Table I shows an analysis of the task
to determine if it elicits this practice. As shown in Table I,
question 19 of the BEMA does ask the student to make a
claim about the described situation, but does not present an
event, observation, or phenomenon, or ask the student to
select evidence or reasoning to support their claim. A
student certainly might engage in the practice, but the
question as written does not provide any evidence that they
are being asked to do so. Similarly, this task does not elicit
any of the crosscutting concepts as determined by the
3D-LAP. The most closely associated crosscutting concept
is cause and effect: mechanism and explanation. The
3D-LAP criteria for this crosscutting concept is

To code an assessment task with cause and effect:
mechanism and explanation, the question provides at
most two of the following: (1) a cause, (2) an effect, and
(3) the mechanism that links the cause and effect, and
the student is asked to provide the other(s).

Question 19 of the BEMA does not ask the student
to explain the mechanism that connects the cause to the
effect. Unlike with the scientific practices and crosscutting
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concepts, the task does elicit evidence that a student has
engaged with the core idea of interactions are mediated
by fields, as the task asks the student specifically about
the electric potential (and the correct answer includes the
electric field).

B. Example 2: Alignment with three dimensions

Question 7 of the BEMA asks about the interactions
between a charged object (wall) and a neutral object (rubber
sheet). Each answer option includes a description of what
will happen to the rubber sheet and a possible reason
why. In contrast to question 19, question 7 of the BEMA
does provide evidence that students can engage in a
scientific practice, crosscutting concept, and core idea (at
least as well as can be done in a multiple-choice question).
Column 3 of Table I shows the analysis of this task and
gives a brief explanation of why it does align with the
criteria for the scientific practice of constructing explan-
ations and engaging in argument from evidence. This task
also elicits a crosscutting concept: structure and function.
The 3D-LAP criteria for this crosscutting concept is

To code an assessment task with structure and function,
the question asks the student to predict or explain a
function or property based on a structure, or to describe
what structure could lead to a given function or
property.

Question 7 asks the student to use the atomic structure of
the rubber sheet to predict the behavior of the sheet in
response to the charged wall. Like question 19, question 7
also elicits evidence that a student has engaged with the
core idea of interactions are mediated by fields.

VI. RESULTS OF CODING CONCEPT
INVENTORIES

Looking at the results of coding each question on a
concept inventory in aggregate allows us to understand
for which aspects of student learning the assessments are
eliciting evidence. We have weighted the results of coding
with the 3D-LAP using the percentage of points assigned
to each question by the inventory authors to address our
first research question: How well do the four most
commonly used concept inventories for introductory phys-
ics assess the goals of three-dimensional learning? We first
provide an overview and then discuss results for each
concept inventory in turn.
Figure 1 shows that few of the tasks on the concept

inventories address all three dimensions. However, most
of the tasks do assess at least one of the three dimensions,
and few assess no dimensions.
Figure 2 provides a clearer picture of what the current

concept inventories are assessing in terms of 3DL. In each
concept inventory, the majority of tasks have the potential
to elicit evidence of core ideas. Given that these tests were
designed to assess conceptual learning, this is what we
would expect to find. This also suggests that the 3D-LAP is
capable of identifying the kinds of questions that assess
important concepts in physics. Crosscutting concepts are
assessed significantly less frequently than the core ideas
and scientific practices are almost never assessed by these
concept inventories. This suggests that concept inventories
are assessing students’ knowledge about physics concepts
(a worthy goal, to be sure), but not necessarily their ability
to do physics with those concepts.
a. FCI.—Our coding of the FCI demonstrates that few

items have the potential to engage the student with more

TABLE I. An analysis of question 19 and question 7 of the BEMA using the 3D-LAP criteria for the scientific practice of constructing
explanations and engaging in argument from evidence. An assessment task must meet all of the criteria in order for it to be considered to
elicit that dimension.

3D-LAP criteria for aligning with
constructing explanations and engaging
in argument from evidence

Characterization of BEMA question 19
with 3D-LAP criteria

Characterization of BEMA question 7
with 3D-LAP criteria

1. Question gives an event, observation,
or phenomenon.

✗ 1. The question does not present a
real-life situation (it takes place
in an idealized model).

✓ 1. This question is about a real-world
scenario.

2. Question gives or asks student to select
a claim based on the given event,
observation, or phenomenon.

✓ 2. Question asks student to claim
that the potential difference is
zero or nonzero.

✓ 2. Question asks student to claim
whether or not the rubber sheet is
affected by the wall.

3. Question asks student to select
scientific principles or evidence in the
form of data or observations to support
the claim.

✗ 3. Most answer options do not
include scientific principles
(charge, electric field).

✓ 3. Most answer options include
scientific principles (charge,
repulsion, polarization).

4. Question asks student to select the
reasoning about why the scientific
principles or evidence support the
claim.

✗ 4. Answer options do not include
the reasoning linking the principle
and the claim.

✓ 4. Most answer options include
reasoning that connects the
principles to the claim.
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than one dimension. In fact, no items of the FCI were coded
as three-dimensional (Fig. 1). Most of the points that can be
awarded to students on the FCI are for one-dimensional
questions (63%). There are a small fraction of points
awarded for two-dimensional questions (17%) with the
rest of the points awarded for answer questions with no
dimensions (20%). A close look at Fig. 2 shows why this is
the case, 73% of the points can be awarded for questions
focused on core ideas. Only a minority of the points are
awarded for answering questions that can elicit a cross-
cutting concept (17%) or scientific practice (7%), so there is
very little chance of overlap between the dimensions.
b. FMCE.—The FMCE provides more evidence of 3DL

than the FCI (Fig. 1). A small fraction of points on the
FMCE (9%) are awarded for answering three-dimensional
questions and the majority of points awarded on the FMCE

are available for answering two-dimensional questions
(51%). The FMCE has few points awarded for questions
with no dimensions (6%), but a fair percentage for one-
dimensional questions (34%). Figure 2 illustrates that the
larger percentage of points for two- and three-dimensional
questions stem from the greater number of points allotted
to assessing Crosscutting Concepts (60%) and Science
Practices (28%)—leading to greater overlap with the Core
Ideas (74%).
c. CSEM.—For the CSEM (Fig. 1), we again find the

greatest number of points available is allotted to one-
dimensional questions (69%). Questions with no dimen-
sions (6%) and three-dimensional questions (3%) comprise
a minority of the test. Nearly one-quarter of points (22%)
are available for answering two-dimensional questions.
We find that the majority of points available (94%) appear
on questions that contain a core idea (Fig. 2). This result
coupled to the low percentage of questions containing a
crosscutting concept (22%) or scientific practice (6%)
explains the large number of one-dimensional questions
on the CSEM.
d. BEMA.—The BEMA is quite similar to the CSEM and

FCI (Fig. 1) in that it has a large fraction of points allotted
to one-dimensional questions (67%) with few points given
for answers to zero-dimensional (13%), two-dimensional
(13%), and three-dimensional questions (7%). This result is
explained similarly to the CSEM by the observation that the
majority of points available on the BEMA are for answer-
ing questions with a core idea (83%) while the points
available for answering questions aligning with a cross-
cutting concept (17%) and scientific practice (13%) are
low (Fig. 2).
e. Comparing common assessments.—The FCI and

FMCE are often used in introductory courses to test
students’ conceptual understanding of classical mechanics.
We have found that these assessments differ in the degree
to which they assess three-dimensional learning. In fact, a
contingency table analysis of this result shows that the
frequency of tasks aligning with zero, one, two, and three
dimensions is notably different between the two exams
(χ2 ¼ 42.2, p ≪ 0.05, ν ¼ 3). We interpret this as sugges-
tive that the FMCE is a better, albeit incomplete, measure
of three-dimensional learning in physics when compared
to the FCI. We find a similar, but not quite significant,
association for the CSEM and BEMA (χ2 ¼ 6.5, p ¼ 0.08,
ν ¼ 3). However, here it is less clear which may be the
better measure of 3DL, as the CSEM has a higher
percentage of points aligning with crosscutting concepts
and core ideas, while the BEMA has a higher percentage
aligning with scientific practices.
f. Presence of specific components of 3DL.—While the

analysis above provides an indication of the presence or
absence of the potential to elicit evidence of a student
engaging with scientific practices, crosscutting concepts,
and core ideas, identifying the specific components that

FIG. 1. Percentage of points for each concept inventory that
have the potential to elicit evidence of zero, one, two, or all three
dimensions.

FIG. 2. Percentage of points for each concept inventory
assigned to items that have the potential to elicit evidence of
a scientific practice (SP), crosscutting concept (CC), or core
idea (CI).
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appear in each concept inventory requires that we delve
more deeply into the coded data. Here, we identify which
scientific practices, crosscutting concepts, and core ideas
appear on each concept inventory at least once. Through
this analysis we aim to answer our second research
question: For which of the Scientific Practices,
Crosscutting Concepts, and Core Ideas do these concept
inventories provide some evidence of student learning?
Table II lists which dimensions appear at least once on

each of the concept inventories. Only three (of seven)
scientific practices, three (of seven) crosscutting concepts,
and three (of five) core ideas are potentially assessed by
these four concept inventories. Within the scientific prac-
tices, “using mathematics and computational thinking”
came up in three of the concept inventories. The cross-
cutting concept of scale, proportion, and quantity appeared
on all four, and the core idea of interactions can cause
changes in motion appears on all of them.

VII. CONCLUSION AND DISCUSSION

We used the lens of three-dimensional learning to
analyze four of the most common concept inventories used
by the physics community to see how well they can assess
both students’ knowledge of physics concepts and students’
abilities to use those concepts to do physics [26,46]. Using
the 3D-LAP, we found that almost all of the tasks on these
assessments align with at least one of the three dimensions
originally defined by the Framework, but very few align
with all three (< 10% on each concept inventory). Further
analysis suggests that the alignment with dimensions is
biased towards traditional conceptual goals, with evidence
of eliciting the core ideas being much more common
(>70% on each) than the scientific practices (<25% on
each). Evidence of the crosscutting concepts being elicited
was also low, though the FMCE does have notably more
tasks aligned with crosscutting concepts than the other
three conceptual inventories.
Each concept inventory did align with each of the three

dimensions on at least one task. Across the four concept

inventories, three of them included at least one task that
aligned with the scientific practice of using mathematics
and computational thinking. All four contained at least one
task that aligned with the crosscutting concept of scale,
proportion, and quantity, and the core idea of interactions
can cause changes in motion.
While our analysis reveals a number of shortcomings with

the most widely used assessments for introductory physics,
the work is not without shortcomings. Analyzing these
concept inventories using the 3D-LAP means we are looking
at whether or not the tasks align with each of the dimensions
of 3DL and almost nothing else. We take for granted that it is
important for students to be assessed on both the practices
and concepts of physics. We do not analyze aspects such as
how students interpret the questions, the context in which the
assessments are given, or other ways to analyze questions
that are known to influence how students respond to them,
such as bias and readability [1].
Nevertheless, these results suggest that concept inven-

tories are not productive for gathering evidence of student
learning that aligns with three-dimensional learning, par-
ticularly with regard to scientific practices and crosscutting
concepts. Again, our goal here is not to disparage concept
inventories; they were designed to measure students’
conceptual understanding and not to align with three-
dimensional learning. Our goal was to determine how
productive these existing assessments are from the lens of
assessing three-dimensional learning, which came along
later. This study suggests that there is room for improve-
ment when it comes to aligning standardized assessments
in college-level physics with modern learning goals such as
engagement in scientific practices. Further, this study
suggests that the ability of concept inventories to obtain
evidence that students are meeting modern learning goals
are tenuous at best.
As discussed in Sec. II, concept inventories have played

a vital role in changing the way introductory physics
courses are taught and the curricula used for those courses.
However, another perspective is that the changes to

TABLE II. The scientific practices, crosscutting concepts, and core ideas that are potentially being assessed by each of the four
concept inventories.

Scientific practices Crosscutting concepts Core ideas

FCI Analyzing and interpreting data Scale, proportion, and quantity Interactions can cause changes in motion

FMCE Using mathematics and computational thinking
Constructing explanations and engaging in

argument from evidence

Scale, proportion, and quantity
Stability and change

Interactions can cause changes in motion
Energy is conserved

CSEM Using mathematics and computational thinking Scale, proportion, and quantity Interactions can cause changes in motion
Interactions are mediated by fields
Energy is conserved

BEMA Using mathematics and computational thinking
Constructing explanations and engaging in

argument from evidence

Scale, proportion, and quantity
Structure and function

Interactions can cause changes in motion
Interactions are mediated by fields
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curriculum and instruction that have proliferated in physics
education would not have succeeded if they did not
improve students’ scores on concept inventories. It is hard
to imagine any of these reforms being successful if the
students’ gains on the relevant concept inventory were
lower in the new environment than in a traditional envi-
ronment. In the PER community, researchers have devel-
oped other methods to investigate student learning as part
of their research (e.g., affective measures, interviews, etc.),
which might temper this sentiment, but for traditional
physics faculty who use these assessments, we may be
driving them toward “maximizing” a kind of learning that
does not necessarily align with our modern understanding
of what we want students to learn [26,46]. It is important to
improve standardized assessments in the near future
because they can drive curricular and pedagogical change
in physics and, thus, have a significant impact on student
learning at a large scale.
Given all of this, one question likely jumps to mind:

What does a test that assesses scientific practices, cross-
cutting concepts, and core ideas look like? We do not claim
to know the answer to this question, but we will speculate.
Such an assessment will likely include all three dimensions
in most, but perhaps not all, of its questions. There are
certainly things we may want to assess about the dimen-
sions that do not quite rise to the level of being a
three-dimensional question. These assessments may also
necessarily include tasks that are not multiple choice. For

example, it is hard to imagine a task that can assess
“constructing explanations” if the task only requires stu-
dents to select an explanation. This has the unfortunate
side-effect of making the assessment much more difficult
to administer and grade, but there may be ways to turn
them back into multiple-choice questions by coupling them
together [55].
In the future, we aim to develop standardized assessments

that align more fully with three-dimensional learning. There
is certainly work being done that such assessments should
inform the design of these future assessments [56,57]. Such
assessments should be more capable of assessing students’
abilities to use the centrally important ideas of physics to
model, investigate, analyze, predict, and explain real-world
phenomena. Additionally, we intend that such assessments
communicate to the larger physics community that our
learning goals are shifting to include both concepts and
practices.
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