Abstract—Motivated by applications to delivery of dynamically updated, but correlated data in settings such as content distribution networks, and distributed file sharing systems, we study a single source multiple destination network coded multicast problem in a cache-aided network. We focus on models where the caches are primarily located near the destinations, and where the source has no cache. The source observes a sequence of correlated frames, and is expected to do frame-by-frame encoding with no access to prior frames. We present a novel scheme that shows how the caches can be advantageously used to decrease the overall cost of multicast, even though the source encodes without access to past data. Our cache design and update scheme works with any choice of network code designed for a corresponding cache-less network, is largely decentralized, and works for an arbitrary network. We study a convex relation of the optimization problem that results form the overall cost function. The results of the optimization problem determines the rate allocation and caching strategies. Numerous simulation results are presented to substantiate the theory developed.

I. INTRODUCTION

In this paper, we study a single source multiple destination network coded multicast problem in a cache-aided network, where the source observes a sequence of correlated frames. The source encodes each frame individually and only has the access to the current frame, and knowledge of the correlation model while encoding. The source does not have any cache to store old frames. We consider transmission over an arbitrary network, where a certain subset of nodes (excluding the source) has access to local caches with a certain cost model. The cache is simply a local storage box that can be used to store a part of previously received packets, and is used while generating the output coded packets for the future rounds. Each node has the flexibility to update its cache after each round. We are interested in devising strategies for source encoding, intermediate node processing including caching, and destination nodes’ processing, including decoding and caching such that the overall communication and caching costs are optimized.

The setting, in one direction, is a natural generalization of the standard coded multicast problem studied in [1], with the main difference being the presence of caches in a subset of the nodes. Instantaneous encoding (frame by frame) is an important requirement in delay sensitive applications such as video conferencing, online gaming. Network coding is widely recognized as a superior alternative to routing in delay sensitive applications [2], [3], [4], [5]. Network coding [6], [7] specifically, random linear network coding [8] avoids the need for dynamically constructing multicast trees based on latency tables as needed for multicast routing, and permits a decentralized mode of operation making optimal use of network resources.

Caching for content distribution in networks is an active area of research with several works studying the cache placement and delivery protocols [9], [10], [11], [12], [13], [14]. In the traditional caching settings, users are often interested in a specific subset of the popular files. With limited cache sizes, the question of interest is what to store in the various caches such that as many users’ requests can be served while minimizing download from the backend (a distant cloud). We note that in this work, we are exploring a slightly different problem that arises in the context of caching. Firstly, we restrict ourself to multicast networks, in which case, the problem of cache placements as studied in the above works becomes trivial (since all destinations are interested in the same message). Secondy, our focus is on identifying efficient schemes for updating the content of the distant caches over a network when there is limited cache available at the source itself. We also note that the above works pay little attention to the cache placement cost or updating the caches once content changes, which is the key focus of this work. Furthermore, in the above works, the network topologies considered are simplistic, like a direct shared link from the edge caches to the backend or tree topology. In this context, our problem can be considered as one of efficient cache placement for multicasting in arbitrary networks.

We note that presence of a cache at the source means that the source can automatically compute the differences across frames, and only need to transmit the difference frames. In our model, the assumption of lack of cache at the source is motivated more by a practical point of view rather than the need to construct a theoretical problem. This is because, in content distribution network, it is easy and efficient to place caches closer to the destinations than deeper within the network.

Our model is also applicable in distributed file storage systems shared by several users who want to update the stored content. Distributed storage systems like those used in Apache Cassandra, Amazon Dynamo DB, often replicate every user file across several servers in the network, and allow these files to be updated by one of several users. For updating a file, any of the users contact a proxy client at the edge of the network, and this proxy client then takes the job of multicasting the user file to the target replica servers. When compared to our setting, the replica servers act as the destinations, and have caches. The proxy client acts as the source. The sequences of frames multicast by the source correspond to the various file versions
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updated by various users. Systems like Apache Cassandra, Amazon Dynamo DB handle several hundred thousands of files, any proxy client is used for updating several of these files. It is inconceivable from a storage cost point of view for the proxy client at the edge to cache the latest version of every file that it ever sees. In this context, the proxy client is best modeled via a source which only has access to the current frame that it wants to multicast.

In this work, we present a novel scheme for the cache-aided multicast problem that works with any choice of network code designed for a corresponding network without any caches. Given the network code for the corresponding network without caches, our solution for cache design is largely decentralized. The only coordination needed is for any node to inform its incoming neighbors about the coding coefficients, and whether caching is used or not. Our solution works for an arbitrary multicast network, and is capable of utilizing presence of caches at any of the nodes in the network. Finally, our solution for cache design is one that permits an overall cost optimization study as in [1]. The result of the optimization determines rate allocation for each link, and also whether a cache is to be used or not (assuming it is available).

In the rest of the introduction, we present our system model, summary of contributions and other related works.

A. System Model

We consider the problem of multicasting in a directed acyclic network having a single source and \( L, L \geq 1 \) destinations. We let \( \mathcal{N} = \{ V_1, \ldots, V_N \} \) to denote the nodes in the network. Without loss of generality, we let \( V_1 \) to denote the source node, and \( V_{N-L+1}, \ldots, V_N \) to denote the \( L \) destination nodes. The remaining nodes \( \{ V_2, \ldots, V_{N-L} \} \) are intermediate nodes in the network. The source node generates data, the destinations consume data, and the intermediate nodes simply transmit, to the various outgoing links, an appropriate function of data received thus far. Example networks appear in Fig. 6; for instance in Fig. 6a, there are two destinations, and four intermediate nodes in addition to the source node. The source node shall also be denoted as \( S \), and the destination nodes by \( D_1, \ldots, D_L \) with \( V_{N-L+i} = D_i, 1 \leq i \leq L \). We assume node \( V_i \) to have \( \alpha_i \) incoming edges and \( \beta_i \) outgoing edges. For any node \( V_i \in \mathcal{N} \), we refer to \( i \) as the index of the node. For any node \( V_i \), we write \( \mathcal{N}_{in}(i) \) and \( \mathcal{N}_{out}(i) \) to respectively denote the indices of nodes corresponding to the incoming and outgoing edges of \( V_i \). The source has no incoming edge, and the destinations have no outgoing edge. We assume that there is at most one edge between any two nodes. We use \( \mathcal{E} \) to denote the set of all edges in the network. Any element of \( \mathcal{E} \) is of the form \((i,j)\), and will indicate the presence of a directed edge from \( V_i \) to \( V_j \). We also write \( V_i \rightarrow V_j \) to indicate an edge \((i,j)\) \( \in \mathcal{E} \).

The source is expected to multicast a sequence of \( M \) frames \( m^{(1)}, \ldots, m^{(M)} \in F_q^B \) to the \( L \) destinations in \( M \) rounds. Here \( F_q \) denotes the finite field of \( q \) elements, and \( F_q^B \) denotes the \( B \)-dimensional vector space over \( F_q \). The elements of \( F_q^B \) are assumed to be column vectors. In round \( i, 1 \leq i \leq M \), the source has access to (only) \( m^{(i)} \) during the encoding process. The frames are correlated; specifically, we assume that any two adjacent frames differ in at most \( \epsilon \) symbols, i.e., Hamming weight(\( m^{(i+1)} - m^{(i)} \)) \( \leq \epsilon \), \( 1 \leq i \leq M - 1 \). We are interested in zero-error decoding at all the \( L \) destinations. Further, we assume a worst-case scenario model, where the scheme must work for every possible sequence of the input frames that respect the correlation model described above.

Each node, except the source node, has access to local storage that can be used to cache (coded) content from previous rounds. The data encoded by a node \( V \in \mathcal{N} \) during round \( i \) is a function of its incoming data during the \( i \)-th round, and the cache of node \( V \) after round \( i - 1 \). We assume that all caches to be empty, initially. The cache content of node \( V \) after round \( i \) is also possibly updated; if so, this is a function of its incoming data during the \( i \)-th round and the cache of node \( V \) after round \( i - 1 \). We associate the cost function \( f_i : \mathbb{N} \rightarrow \mathbb{R} \) with each cache of node \( V_i \in \mathcal{N} \). where \( f_i(s), s \geq 1 \) denotes the cost to store \( s \) bits for one round. Since we calculate cost per bits cached, the cost function definition is not tied to the specific finite field \( F_q \) that is used to define the source alphabet.

We further associate the cost function \( f_{ij} : \mathbb{N} \rightarrow \mathbb{R} \) with the directed edge from node \( V_i \) to node \( V_j \). The quantity \( f_{ij}(s), s \geq 1 \) shall denote the cost to transmit, in a single round, a packet of size \( s \) bits along the directed edge \( V_i \rightarrow V_j \). If the directed edge \( V_i \rightarrow V_j \) does not exist in the network, we simply assume \( f_{ij}(s) = \infty, s \geq 1 \).

B. Summary of Contributions

We are interested in devising strategies for source encoding, intermediate node processing including caching, and destination node processing, including decoding and caching such that the overall communication and storage costs are optimized.

We present a novel achievable scheme for the above problem that takes advantage of the correlation among the source frames. We show that even though the source does not have any local storage, it is still possible to encode at the source and the various intermediate nodes in a way that takes advantage of the local storage capabilities at the various intermediate nodes. In the special case where the cost due to storage is negligible when compared to cost due to communication, the overall cost - which is simply the cost due to communication - is significantly better than any scheme that does not utilize the caches. The overall cost computation is posed as an optimization problem such that any solution to this optimization problem can be mapped to an instance of the achievable scheme that we present here. We also present explicit and numerical solutions to the optimization problem for three different network topologies in order to demonstrate the benefits of our scheme.

In our achievable scheme, cache of any node is used with an aim to decrease the communication cost on the incoming links on that node. Our achievable scheme relies on the work in [15], where the authors present a coding scheme for updating linear functions. We review the relevant results in the next section, before presenting our achievable scheme in Section III. We also discuss two straightforward variations of the setting in [15], including new achievability results for the variations,
that are needed for constructing an achievable scheme for our problem.

Remark 1: An approach where cache of a node is used to decrease the communication cost on the outgoing links is also conceivable; for example if the source itself has unlimited cache, the source can simply cache $m^{(i)}$ during round $i$, and then multicast the difference vector $m^{(i+1)} - m^{(i)}$ in round $(i + 1)$. This simple solution works as long as the all the destinations have the ability to cache $m^{(i)}$ during round $i$. Further, even if the source does not have any cache like in our model, the source can divide the frame to be sent to several sub-frames and perform multiple-unicast transmissions to a bunch of nodes that have caches whose total cache size exceeds the size of the frame. Each of these nodes, having access to the sub-frame from the past rounds, computes the difference for the sub-frame and multicasts the sub-frame difference to the destinations. While the strategy is reasonable in situations when there are a few large-sized-cache nodes near the source, and caches at the destinations, its merits are not immediately clear when the cache sizes are only a fraction of the frame size $B$, and if the nodes with such caches are distributed throughout the network. A study of approaches along this direction is left for future work. Furthermore, in this work, our focus is on networks where the communication cost of the incoming links of a node is positively correlated with the size of its cache. In such networks, it is intuitive to consider schemes (as discussed in this work) where the cache of a node is used to minimize the communication cost on the incoming links of the node.

C. Other Related Work

1) Network Coding for Multicasting, Optimization Problems: Cost minimization for multicast, either based on routing or network coding, involves assigning costs to each link and minimizing overall cost of multicast. These costs usually characterize bandwidth costs. For example, see works [1]. The cost can also represent delay of the link, and this can be a secondary cost metric in addition to the primary bandwidth cost metric. For example, while formulating the optimization problem, one can impose a QoS requirement by restricting the maximum number of hops in a path from source to destination, and thus addressing the delay requirement. Works that address delay requirements for multicast appear in [2], [16]. The authors of [2] propose a delay sensitive multicast protocol for MANETs. The protocol is based on routing packets, and does not use either network coding or caching. In [16], the authors propose new methods for monitoring and updating latency information of links for delay sensitive multicast routing.

2) Caching for Serving Popular Demand: As noted above there are several works in the literature that study the problem of cache placement for serving popular data [9], [10], [11]. It is an interesting problem to explore how the solution in this work can be used to update caches when using schemes are in [9], [10], [11] for non-multicast demands. The setting of [12] is related in which the authors study a setting where there are edge caches, users requests are served based on the content of the caches and a coded multi-cast packet that is obtained from the backend. The back-end is assumed to connected to the various destinations via a network. Thus while emphasis is placed on minimizing delivery cost over an arbitrary network via network coding, the cost of cache placement is ignored, and also the setting does not consider the problem of updating caches.

Recently, there have been efforts to generalize the setting of edge caching to the setting where there is correlation among the various files [13], [14]. The traditional setup in [9] assumes that the various files at the distant source are independent. In the generalized setting, a correlation model is assumed to capture file dependencies. Both placement and the delivery phases are designed accounting for this correlation. We note that this generalization of the caching problem is one step closer to our model than the model of [9]. In our model, we also assume correlation among the various packets that need to be multicast to the destinations. It is an interesting future problem to see if our technique in this work can be used to provide alternate solutions to the delivery phase of a setting as in [13], perhaps by restricting to a correlation model as in this work.

The rest of the document is organized as follows. In Section II, we review the necessary results from [15] for function updates for the point-to-point setting. We also generalize some of these results towards constructing a scheme for our problem. Our scheme for the multicast problem will be then presented in Section III. The expression for the overall cost associated with the scheme will be obtained in Section IV, and posed an optimization problem. A convex relaxation is then presented, whose solution is obtained via primal-dual algorithms. We also show how to relate solutions to the original problem from the solutions of the relaxed problem. In Section V, we present simulation results of our scheme for three networks namely the butterfly network, service network and the CDN network. For each of these networks, we show how caching at or near the edge improves the cost significantly when compared to the case of no caching. We present results for various caching cost metrics like no caching cost, linear or quadratic caching costs.

II. CODING FOR FUNCTION UPDATES

In [15], the authors consider a point-to-point communication problem in which an update of the source message needs to be communicated to a destination that is interested in maintaining a linear function of the actual source message. In their problem, the updates are sparse in nature, and where neither the source nor receivers are aware of the difference-vector. The work proposes encoding and decoding schemes that allow the receiver to update itself to the desired function of the new source message, such that the communication cost is minimized.

The “coding for function updates” model used in [15] that is relevant to the work here, is shown in Fig. 1. The $B$-length column-vector $x \in \mathbb{F}_q^B$ denotes the initial source message. The receiver maintains the linear function $Ax$, where $A$ is a $\theta \times B$ matrix, $\theta \leq B$, over $\mathbb{F}_q$. The updated source message is given by $x + e$, where $e$ denotes the difference-vector, and is such that Hamming wt$(e) \leq \epsilon$, $0 \leq \epsilon \leq B$. 
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Encoding at the source is linear and is carried out using the $\gamma \times B$ matrix $H$. The source is aware of the function $A$ and the parameter $\epsilon$, but does not know the vector $e$. Encoding at the source is such that the receiver can update itself to $A(x + e)$, given the source encoding and $Ax$. Assuming that the parameters $n, q, \epsilon$ and $A$ are fixed, the communication cost of this problem is defined as the parameter $\gamma$, which is the number of symbols generated by the linear encoder $H$. The authors in [15] assume a zero-probability-of-error, worst-case-scenario model; in other words, the scheme allows error-free decoding for every $x \in F_q^B$ and $\epsilon$-sparse $e \in F_q^B$.
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Fig. 1: The model used in [15] for linear function updates.

The scheme in [15] is one which has optimal communication cost $\gamma$. The authors show an achievability and a converse for the above setting. In our problem, we are only interested in the achievability part of their result. We state this explicitly in the following lemma.

**Lemma 2.1 ([15]):** For the function-updates problem in Fig. 1, there exists a linear encoder $H$ of the form $H = SA, S \in F_q^{\gamma \times \theta}$, and a decoder $D$ such that the output of the decoder is $A(x + e)$ for all $x, e \in F_q^B$. Hamming $wt.(e) \leq \epsilon$, whenever $q \geq 2\epsilon B^{2\gamma}$ and $\gamma \geq \min(2\epsilon, \text{rank}(A))$.

**Proof:** See Section III, [15].

In the above lemma, the quantity $F_q^{\gamma \times \theta}$ denotes the set of all $\gamma \times \theta$ matrices whose elements are drawn from $F_q$.

### A. Variations of the Function Updates Problem Needed in this Work

We now present two variations of the function-updates problem (see Fig. 1) that we need to construct an achievable scheme for our problem in this paper. For both variations, we are interested in achievable schemes, and these follow directly from Lemma 2.1.

In the first variation (see Fig. 2), the source input is changed to $P(x + e)$ (instead of $x + e$), where $P$ is a $\theta' \times B$ matrix such that $A = CP$ for some $\theta' \times \theta'$ matrix $C$. The following lemma guarantees an achievable scheme for this variation.

**Lemma 2.2 ([15]):** For the function-updates problem in Fig. 2, there exists a linear encoder $H$ of the form $H = SC, S \in F_q^{\gamma \times \theta}$, and a decoder $D$ such that the output of the decoder is $A(x + e)$ for all $x, e \in F_q^B$. Hamming $wt.(e) \leq \epsilon$, whenever $q \geq 2\epsilon B^{2\gamma}$ and $\gamma \geq \min(2\epsilon, \text{rank}(A))$.

**Proof:** If the input had been $x + e$, instead of $P(x + e)$, then we know from Lemma 2.1 that there exists a linear encoder $H'$ of the form $H' = SA, S \in F_q^{\gamma \times \theta}$, and a decoder $D'$ such that the output of the decoder is $A(x + e)$ for all $x, e \in F_q^B$. Hamming $wt.(e) \leq \epsilon$, whenever $q \geq 2\epsilon n^{2\gamma}$ and $\gamma \geq \min(2\epsilon, \theta)$. Since $A = CP, H' = SCP$, and thus $H'(x + e) = H(Px + Pe)$, where the candidate encoder $H$ in Fig. 2 is chosen as $H = SC$. The candidate decoder $D = D'$.

**Remark 2:** One can convert the problem in Fig. 2 to the same form as in Fig. 1, by letting $x' = Px$ and $e' = Pe$ in Fig. 2, so that the input becomes $x' + e'$ and the decoder side-information becomes $C'x'$. However, there is no natural relation between the sparsity of $e$ and $e'$; in fact we only know that Hamming $wt.(e') \leq \theta'$. As a result, a direct application of Lemma 2.1 to the converted problem only guarantees an achievability scheme whose communication cost is given by

\[
\gamma' = \min(2\theta', \text{rank}(C)) \\
\geq \text{rank}(C) \\
\geq \text{rank}(A) \\
\geq \min(2\epsilon, \text{rank}(A)) = \gamma,
\]

where $\gamma$ is the communication cost guaranteed by Lemma 2.2. As a result, we will use the scheme guaranteed by Lemma 2.2 instead of the obvious conversion discussed here.
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Fig. 2: A variant of the function updates problem shown in Fig. 1.

The second variation that we need is a multi-source variation of the model in Fig. 2 (see Fig. 3). In this model, there are $\alpha$ sources, $\alpha \geq 1$. The $i$th, $1 \leq i \leq \alpha$ source input is given by $P_i(x + e)$ where $P_i$ is a $\theta'_i \times B$ matrix. The decoder side-information is $A = CP$, where $C = [C_1 C_2 ... C_{\alpha}], C_i \in F_q^{\theta' \times \theta'}$ and

\[
P = \begin{bmatrix}
P_1 \\
P_2 \\
\vdots \\
P_{\alpha}
\end{bmatrix}, \quad P_i \in F_q^{\theta'_i \times B}.
\]

The following lemma guarantees an achievable scheme for this variation.

**Lemma 2.3 ([15]):** For the function-updates problem in Fig. 2, there exists encoders $\{H_i, 1 \leq i \leq \alpha\}$ of the form $H_i = SC_i, S \in F_q^{\gamma \times \theta}$, and a decoder $D$ such that the output of the decoder is $A(x + e)$ for all $x, e \in F_q^B$. Hamming $wt.(e) \leq \epsilon$, whenever $q \geq 2\epsilon B^{2\gamma}$ and $\gamma \geq \min(2\epsilon, \text{rank}(A))$.

**Proof:** The matrix $S$ is chosen using Lemma 2.2 as though we are designing an encoder for the single source problem whose input is $P(x + e)$. The decoder as a first step uses all the inputs to compute

\[
\sum_{i=1}^{\alpha} H_i (P_i (x + e)) = S \sum_{i=1}^{\alpha} C_i P_i (x + e) = SCP(x + e),
\]

and as a second step uses the decoder that is guaranteed by Lemma 2.2 for the single source problem whose input is $P(x + e)$. It is clear that the such a scheme works for the problem in Fig. 3.
We assume that $G_i$ has a form given by
\[ G_i = [G_{i,1} \ G_{i,2} \ldots \ G_{i,\alpha_i}], \quad (12) \]
such that $y_i^{(1)} = \sum_{t=1}^{\epsilon_i} G_{i,t} x_{i,t}$. Note that (8) and (9) do not apply at the source and the destination(s), respectively. The quantity $x_i^{(1)} = m^{(1)}$, the input frame for round 1. Further, the quantity $y_{N-L+i}^{(1)}$, $1 \leq i \leq L$ denotes the decoded output at the destination node $D_i$. The LNC $C$ is chosen such that
\[ y_{N-L+i}^{(1)} = m^{(1)}, 1 \leq i \leq L. \quad (13) \]
Note that such an LNC always exists since, a trivial solution for the LNC $C$ is to simply pick $y_{i,j}^{(1)} = x_{i,j}$, $1 \leq j \leq \beta_i$, $1 \leq i \leq N$. Of course, as we shall see, our goal is to pick the LNC (along with the strategy for the other rounds) so as to optimize the cost of communication and storage for the entire $M$ rounds.

As for the caching policy during round 1, we assume that each node $V_i, i > 1$ either caches the entire output vector $y_{i}^{(1)}$ or does not cache anything \(^1\). We use the indicator variable $\delta_i$ to determine if node $V_i$ caches or not; $\delta_i = 1$ if $V_i$ caches; else $\delta_i = 0$. We note that the decision to cache or not is be chosen (see Section IV) so as to optimize the cost of communication and storage for the entire $M$ rounds.

**B. Rounds $2, \ldots, M$**

The basic idea is to continue using the same LNC $C$ for every round after the first as well, but we take advantage of the cache content, if any, to decrease the communication requirement. To implement the code $C$ at any node $V_i \in N$, in round $r$, $2 \leq r \leq M$, we perform encoding at the various in-neighbors of $V_i$ such that given the input vector and the cache content (if present), node $V_i$ manages to generate the output vector $y_i^{(r)}$ given by
\[ y_i^{(r)} = G_i x_i^{(r)}, \quad (14) \]
where the quantity $y_i^{(r)}$ is defined analogously as in (9) (by simply replacing the superscript (1) with (r)). The quantity $x_i^{(r)}$ is the input that node $i$ would receive in the absence of cache from previous rounds\(^2\), and is defined like in (8). If there is no cache, we further know that
\[ x_{i_{e,j}}^{(r)} = y_{e,j}^{(r)}, e_j \in N'(i). \quad (15) \]
When there is a cache at node $i$, node $e_j, e_j \in N(i)$ instead of sending $y_{e,j}^{(r)}$ as it is, encodes $y_{e,j}^{(r)}$ using the scheme described by Lemma 2.3, so that we have a lower the communication requirement, between the in-neighbors of $V_i$ and $V_j$, than what we need during round 1 (so as to satisfy (14) in round r). Before describing the usage of Lemma 2.3, we note that the

\[^1\] In this work, we focus on a single connection form a single source. In practice, it is likely that a certain intermediate node, or even the destination node is simultaneously involved in multiple connections. In this scenario, one strategy is to divide the available cache at a node to a whole number of simultaneous connections, such that each connection either gets all the necessary cache or gets nothing.

\[^2\]The quantity $x_i^{(r)}$ does not represent the actual input to node $i$, if node $i$ employs a cache. We avoid a general notation for input to node $i$ for round $r$, since this is not needed for the discussion.
caching policy for any round is same as that of round 1, i.e., if \( \delta_i = 1 \) after the first round, the node simply replaces existing cache content with the new output vector for that round, and \( \delta_i = 0 \), the after the first round, the node does not cache anything after any round.

We now describe the usage of Lemma 2.3. Toward this, we note that \( y_i^{(r)} \) can be written as
\[
y_i^{(r)} = A_i m^{(r)}, 1 \leq i \leq N,
\]
where the matrix \( A_i \) is uniquely determined given the LNC \( C \).
We assume that matrix \( A_i \) has the form
\[
A_i = \begin{bmatrix}
A_{i,f_1} & A_{i,f_2} & \cdots & A_{i,f_{|f|}}
\end{bmatrix}, \{f_1, f_2, \ldots, f_{|f|}\} = N_{out}(i),
\]
where \( A_{i,f} \) is such that \( y_i^{(r)} = A_{i,f} m^{(r)}, f \in N_{out}(i) \). Consider the indices \( N_{in}(i) = \{e_1, e_2, \ldots, e_{|e|} \} \) of in-neighbors of \( V_i \). If \( \delta_i = 0 \), in-neighbor \( V_{e, e} \in N_{in}(i) \) simply sends, like in round 1, \( y_i^{(r)} \) to \( V_i \). However, if \( \delta_i = 1, V_{e, e} \in N_{in}(i) \) encodes \( y_i^{(r)} \) using scheme of Lemma 2.3 assuming destination side-information \( y_i^{(r-1)} \). The function-updates coding problem that arises here is shown in Fig. 4. It is straight forward to see that the problem in Fig. 4 is an instance of the one in Fig. 3, and thus the scheme guaranteed by Lemma 2.3 can be applied to possibly reduce communication cost needed to compute \( y_i^{(r)} \) at the node \( V_i \). This completes the description of the scheme. An overview of the various steps at node \( V_i \) that uses its cache is pictorially shown in Fig. 5.

Remark 3: In our discussion, we ignore the issue of how the encoder and decoders are designed for the various nodes in the network. A simple approach is to assume that every node has global knowledge of the LNC \( C \), and in addition, each node also knows whether any of its out-neighbors uses its cache or not. Both these assumptions ensure that each node can independently design the encoder and decoders necessary for using the function updates scheme. We note that the assumption is not a harsh one, since the same LNC is reused for \( M \) rounds. In practice, it might take a few initial rounds of network gossip (via different paths that are not available for data transmission) for establishing global knowledge of \( C \), and we can make use of the function updates scheme after these initial rounds. Note that in the current discussion, we assume that the function updates scheme is usable right from round 2.

IV. OPTIMIZING THE STORAGE AND COMMUNICATION COST FOR THE SCHEME

We now discuss the storage and communication cost associated with the scheme in Section III. We compute the costs separately for the first round, and for any round beyond the first. We use \( \rho_S(r) \) and \( \rho_C(r) \) to respectively denote the storage and communication cost of round \( r, 1 \leq r \leq M \). We are interested in optimizing the overall cost for round \( r \), given by \( \rho(r) = \rho_S(r) + \rho_C(r) \).

Cost of Round 1: For any edge \((i,j) \in \mathcal{E}\), we define \( \sigma_{i,j} \) as the number of bits sent by node \( V_i \) to node \( V_j \), i.e.,
\[
\sigma_{i,j} = \text{length} \left( y_i^{(1)} \right) \log_2 q.
\]
There is no storage cost in round 1 since caches are initially empty. The overall cost for round 1, which is the total communication cost, is given by
\[
\rho(1) = \rho_C(1) = \sum_{(i,j) \in \mathcal{E}} f_{i,j}(\sigma_{i,j}),
\]
where recall that \( f_{i,j}(s), s \geq 1 \) denotes the cost to transmit, in a single round, a packet of size \( s \) bits along the directed edge \( V_i \rightarrow V_j \).

Cost of Round 2 \( r, 2 \leq r \leq M \): We first calculate cost incurred to calculate the output at a single node \( V_i, 2 \leq i \leq N \). If \( \delta_i = 0 \) (i.e., \( V_i \) does not use cache), cost of calculating the output of \( V_i \) is simply the cost associated with the incoming edges of \( V_i \). This is given by \( \sum_{j \in N_{in}(i)} f_{j,i}(\sigma_{j,i}) \), where \( \sigma_{j,i} \) is defined as in (18). If \( \delta_i = 1 \) (i.e., \( V_i \) uses cache), cost of calculating the output of \( V_i \) includes cache cost as well as communication cost associated with the incoming edges of \( V_i \) for sending encoded updates. The cache cost of \( V_i \) for round \( r \) is upper bounded by \( f_i(\sigma_i) \), where
\[
\sigma_i = \text{length} \left( y_i^{(r-1)} \right) \log_2 q.
\]
Note that \( f_i(\sigma_i) \) is only an upper bound on the cache cost, since the entries of \( y_i^{(r-1)} \) may be linearly dependent (for example the same linear combination may be sent to two output links). Also, note that \( \sigma_i \) is the same for any \( r, 1 \leq r \leq M \). Furthermore, \( \sigma_i \) in (20) is also given by
\[
\sigma_i = \sum_{e \in N_{out}(i)} f_{i,e} 2^\epsilon,
\]
where \( \epsilon = \text{Hamming wt} \left( m^{(r-1)} \right) - 3 \).

Note that length of the output vector of any node remains the same for any round. This is because, we effectively use the same LNC \( C \) for all \( M \) rounds. The function update scheme should be thought of as an alternative method, when compared to the first round, to enable the usage of the code \( C \).

We do not bother compressing \( y_i^{(r-1)} \), by eliminating linear dependence, since it complicates the objective function for our cost optimization problem.
Fig. 5: An overview of the steps performed by a non-source node that uses its cache storing its vector after each round.

\( m^{(r-1)}, 2 \leq r \leq M \). Note that the communication cost in this case is only an upper bound, since we ignore the min-function calculation in Lemma 2.3. Thus the overall cost of round \( r, 2 \leq r \leq M \) is upper bounded as follows:

\[
\rho(r) \leq \rho * (r) \triangleq \sum_{i=2}^{N} \left( 1 - \delta_i \right) \sum_{j \in N_{in}(i)} f_{i,j}(\sigma_{i,j}) + \\
\delta_i \left( f_i(\sigma_i) + \sum_{j \in N_{in}(i)} f_{j,i}(2\epsilon) \right). \tag{22}
\]

The overall cost \( \Psi_S \) of the scheme \( S \) for all \( M \) rounds is given by

\[
\Psi_S = \sum_{r=1}^{M} \rho(r) \tag{23}
\]

\[
\leq \sum_{(i,j) \in \mathcal{E}} f_{i,j}(\sigma_{i,j}) + (M - 1) \rho * (r) \tag{24}
\]

\[
\triangleq \Psi^*(\Sigma, \Delta), \tag{25}
\]

where \( \rho * (r) \) is as defined in (22) and \( \Sigma \) is the multi-set \( \{\sigma_{j,i}, 2 \leq i \leq N, j \in N_{in}(i)\} \), and \( \Delta \) is the multi-set \( \{\delta_{i,2 \leq i \leq N}\} \).

A. The Optimization Problem of Interest

Recall that the scheme \( S \) is designed for a given directed acyclic graph \( (\mathcal{N}, \mathcal{E}) \) and for fixed values of \( B, \epsilon, M \). The scheme involves 1) picking an LNC \( C \) such that (13) is satisfied, and 2) deciding the values of the elements of \( \Delta = \{\delta_i, 2 \leq i \leq N\} \). Note that the LNC \( C \) automatically fixes the values of the elements of \( \Sigma = \{\sigma_{j,i}, 2 \leq i \leq N, j \in N_{in}(i)\} \). The cost of the scheme is upper bounded by \( \Psi_S \leq \Psi^*(\Sigma, \Delta) \).

**Theorem 4.1:** Let \( \tilde{\Sigma} \) and \( \tilde{\Delta} \) denote the multi-sets \( \{\tilde{\sigma}_{j,i} \in \mathbb{R}, 2 \leq i \leq N, j \in N_{in}(i)\} \) and \( \{\tilde{\delta}_i \in \{0,1\}, 2 \leq i \leq N\} \). Consider the following optimization problem for given values

\[
\minimize \Psi^*(\tilde{\Sigma}, \tilde{\Delta}) \tag{26}
\]

subject to

\[
\tilde{\sigma}_{i,j} \geq \tilde{\mu}_{j,i}(t) \geq 0 \tag{27}
\]

\[
\sum_{j \in N_{out}(i)} \tilde{\mu}_{j,i}(t) - \sum_{j \in N_{in}(i)} \tilde{\mu}_{j,i}(t) = \theta_i(t), \tag{28}
\]

\[
1 \leq i \leq N, t \in \{N - L + 1, \ldots, N\} \tag{29}
\]

where

\[
\theta_i(t) = \begin{cases} 
B_i, i = 1 \\
-B_i, i = t \\
0, \text{ else}
\end{cases} \tag{31}
\]

Then corresponding to any feasible solution \( \tilde{\Sigma}, \tilde{\Delta} \), there exists an achievable scheme \( S \) (for the given system parameters) operating over \( \mathbb{F}_q, q \geq 2eB^{2\epsilon} \) such that

1) the number of symbols per round generated by node \( V_i \) for node \( V_j \) is given by \( \sigma_{i,j} = [\tilde{\sigma}_{i,j}/\log(q)] \)

2) the number of symbols per round sent by node \( V_i \) to node \( V_j \) is given by \( 2\delta_j \epsilon + (1 - \delta_j)\sigma_{i,j} \), where \( \delta_j = \delta_j \).

3) the number of symbols cached per round by node \( V_j \) is upper bounded by \( \delta_j \sigma_j \), where \( \sigma_j \) is given by (21), and

4) the cost of the scheme is upper bounded by \( \Psi_S \leq \Psi^*(\Sigma, \Delta) \).

**Proof:** Follows by combining the proof of Theorem 1 of [1] with the properties of our scheme in Section III.

It is worth noting that in the optimization problem (26), condition (29) ensures that the rate of per-terminal virtual flows, denoted by \( \tilde{\mu}_{j,i}(t) \), for all \( t \in \{N - L + 1, \ldots, N\} \), are no more than \( \delta_{j,i} \), the rate of coded flow which is transporting packets to all terminals in session. In addition, condition (30) enforces that a solution to the optimization problem satisfies the per-terminal flow conservation at each intermediary node. That is, no amount of flow is moving in or out of intermediary nodes.

B. Optimization Relaxation

The optimization problem given in (26) is a mixed-integer problem, and hence, solving for it directly is NP-Hard. To
construct a convex relaxation of the (26) problem, we use a technique known as multi-linear relaxation [17], [18], in which, we suppose that variables $\delta_i$ are independent Bernoulli random variables, with joint probability distribution $\nu$ defined in $\{0, 1\}^N$. Let $\kappa_i$ be the marginal probability that node $i$ chooses to cache. We have

$$\kappa_i = \mathbb{E}_\nu[\delta_i].$$

We further note that since $\Psi$ is linear in $\Delta$, it can be verified that

$$\mathbb{E}_\nu[\Psi(\Sigma, \Delta)] = \Psi(\Sigma, \mathbb{E}_\nu[\Delta]) = \Psi(\Sigma, K),$$

where $K = \{\kappa_i\}_{i \in N} \in [0, 1]^N$.

Using multi-linear relaxation, the mixed-integer problem is turned into a continuous one, in which we seek to minimize $\mathbb{E}_\nu[\Psi(\Sigma, \Delta)]$ subject to the feasibility constraints.

In addition to this relaxation, we further relax the max constraint given in (29) using $\ell^p$-norm approximation. That is, we use $\tilde{\sigma}_{j,i} = \left(\sum_{t \in T} (\mu_{i,j}^{(t)})^n\right)^{1/n}$ as an approximation of $\sigma_{j,i}$.

We note that a code with rate $\tilde{\sigma}_{j,i}$ on each link $(j,i)$ exists for any feasible solution of $\sigma_{j,i}$, since we have $\tilde{\sigma}_{j,i} \geq \sigma_{j,i}$ for all $n > 0$. Also, $\tilde{\sigma}_{j,i}$ approaches $\sigma_{j,i}$, as $n \to \infty$. Hence, we assume that $n$ is large in (26).

Thus, the relaxed optimization problem follows

\begin{align*}
\text{minimize} & \quad \Psi(\Sigma, K) \\
\text{subject to} & \quad \kappa_\ell \in [0, 1], 2 \leq \ell \leq N \\
& \quad \sum_{j \in N_{out}(i)} \mu_{i,j}^{(t)} - \sum_{j \in N_{in}(i)} \mu_{j,i}^{(t)} = \theta_i^{(t)}, \\
& \quad 1 \leq i \leq N, t \in \{N - L + 1, \ldots, N\} \\
& \quad \mu_{i,j}^{(t)} \geq 0
\end{align*}

where

$$\Psi(\Sigma, K) := \sum_{(i,j) \in E} f_{i,j} \left(\sum_{t \in T} (\mu_{i,j}^{(t)})^n\right)^{1/n} + (M - 1) \sum_{i=2}^N (1 - \kappa_i) \sum_{j \in N_{in}(i)} f_{j,i} \left(\sum_{t \in T} (\mu_{j,i}^{(t)})^n\right)^{1/n} + \kappa_i \left(f_i(\tilde{\sigma}_i) + \sum_{j \in N_{in}(i)} f_{j,i}(2\tilde{\sigma}_j)\right),$$

and, $\tilde{\sigma}_i = \left(\sum_{t \in T} (\mu_{i}^{(t)})^n\right)^{1/n}$.

The relaxed problem is now a convex problem which can be solved using any standard optimization algorithm. In the next section, we describe primal-dual algorithms to solve this problem, which can be implemented in an offline or online setting. We later discuss how to recover solutions with integer $\kappa_i$ from the fractional solutions.

C. Primal-Dual Algorithms

Following the scheme used in [1], we apply primal-dual scheme to obtain optimal solutions for the relaxed optimization problem. We note that $\Psi(\Sigma, K)$ is strictly convex in $\mu$’s, but linear in $\kappa$’s.

The Lagrangian function of $\Psi(\Sigma, K)$ is established as

$$L(\Sigma, K, P, \Lambda, \Gamma) = \Psi(\Sigma, K) + \sum_{i \in N, t \in T} p_i^{(t)} (y_i^{(t)} - \theta_i^{(t)})$$

$$- \sum_{(i,j) \in E, t \in T} \lambda_{i,j}^{(t)} (\mu_{i,j}^{(t)} - \sum_{k \in N_{out}(i)} \kappa_k \gamma_k^- + \sum_{k \in N_{in}(i)} \kappa_k (1 - 1) \gamma_k^+). \quad (37)$$

where $\gamma_k^-, \gamma_k^+, \rho_i^{(t)}$ and $\lambda_{i,j}^{(t)}$ are, respectively, the Lagrange multipliers associated with constraints (34), (35), and (36). In addition,

$$y_i^{(t)} := \sum_{j \in N_{out}(i)} \mu_{i,j}^{(t)} - \sum_{j \in N_{in}(i)} \mu_{j,i}^{(t)}. \quad (38)$$

Let $(\Sigma, \tilde{\kappa}, \tilde{P}, \tilde{\Lambda}, \tilde{\Gamma})$ be a solution for the relaxed problem, then the following Karush-Kuhn-Tucker conditions can be verified to hold:

$$\frac{\partial L(\Sigma, \tilde{\kappa}, \tilde{P}, \tilde{\Lambda}, \tilde{\Gamma})}{\partial \mu_{i,j}^{(t)}} = \frac{\partial \Psi(\Sigma, \tilde{K})}{\partial \mu_{i,j}^{(t)}} + (\tilde{p}_i^{(t)} - \rho_i^{(t)}) - \tilde{\gamma}_i = 0, \quad \forall (i,j) \in E, t \in T, \quad (39)$$

$$\frac{\partial L(\Sigma, \tilde{K}, \tilde{P}, \tilde{\Lambda}, \tilde{\Gamma})}{\partial \kappa_i} = \frac{\partial \Psi(\Sigma, \tilde{K})}{\partial \kappa_i} + \gamma_i^+ - \gamma_i^- = 0, \quad \forall i \in N, \quad (40)$$

$$\sum_{j \in N_{out}(i)} \tilde{\mu}_{i,j}^{(t)} - \sum_{j \in N_{in}(i)} \tilde{\mu}_{j,i}^{(t)} = \theta_i^{(t)}, \quad \forall i \in N, t \in T \quad (41)$$

$$\tilde{\mu}_{i,j}^{(t)} \geq 0, \quad \gamma_i^j \geq 0, \quad \forall (i,j) \in E, t \in T, \quad (42)$$

$$0 \leq \tilde{\kappa}_i \leq 1, \quad \tilde{\gamma}_i \geq 0, \quad \tilde{\gamma}_i^+ \geq 0, \quad \forall i \in N \quad (43)$$

$$\tilde{\mu}_{i,j}^{(t)} \gamma_i^j = 0, \quad \forall (i,j) \in E, t \in T, \quad (44)$$

$$\tilde{\gamma}_i \tilde{\gamma}_i^j = 0, \quad (\tilde{\kappa}_i - 1)\tilde{\gamma}_i^j = 0, \quad \forall i \in N. \quad (45)$$

The derivatives of $\Psi$ with respect to $\mu$’s and $\kappa$’s can be, respectively, obtained by

$$\frac{\partial \Psi(\Sigma, K)}{\partial \mu_{i,j}^{(t)}} = \left(\frac{\tilde{\sigma}_i}{\tilde{\sigma}_{j,i}}\right)^{n-1} \left(f_{i,j}(\tilde{\sigma}_{i,j}) + (\Sigma - 1) \left[\kappa_i f_i'(\tilde{\sigma}_i) + (1 - \kappa_i) f_j'(\tilde{\sigma}_{j,i})\right]\right), \quad (46)$$

$$\frac{\partial \Psi(\Sigma, K)}{\partial \kappa_i} = (M - 1) \left[f_i(\tilde{\sigma}_i) + \sum_{j \in N_{in}(i)} \left[f_j(2\tilde{\sigma}_j) - f_{j,i}(\tilde{\sigma}_{j,i})\right]\right]. \quad (47)$$

We can now specify the continuous-time primal-dual algorithm which is proved in Theorem 4.2 to converge to the globally optimal solution of the relaxed problem, for any initial choice of $(\Sigma, K, P)$.

$$\mu_{i,j}^{(t)} = \kappa_{i,j}^{(t)} (\mu_{i,j}^{(t)}) - \frac{\partial \Psi}{\partial \mu_{i,j}^{(t)}} - \theta_{i,j}^{(t)} + \lambda_{i,j}^{(t)}. \quad (48)$$
\[ \dot{k}_i = h_i(k_i) \left( -\frac{\partial \Psi}{\partial k_i} - \gamma_i^+ + \gamma_i^- \right). \]  
(49)

\[ \dot{p}_i(t) = g_i(t) (p_i(t) - \theta_i(t)). \]  
(50)

\[ \dot{\lambda}_{i,j} = m_{i,j}(\lambda_{i,j}) \left( -\mu_{i,j} + \gamma_i^- \right) \]  
(51)

\[ \dot{\gamma}_i^- = \alpha_i(\gamma_i^-) \left( -\kappa - \gamma_i^- \right). \]  
(52)

\[ \dot{\gamma}_i^+ = \beta_i(\gamma_i^+) \left( \kappa - 1 \right)^{\gamma_i^+}. \]  
(53)

where \( k_{ij}(\mu_{ij}), h_i(k_i), g_i(t)(p_i(t), m_{ij}(\lambda_{ij}), \alpha_i(\gamma^-_i), \beta_i(\gamma^+_i) \) are positive, non-decreasing continuous functions of \( \mu_{ij}, k_i, p_i(t), \lambda_{ij}, \gamma_i^-, \gamma_i^+ \), respectively, and

\[ \dot{q}_{i,j} = \dot{p}_i(t) - p_j(t). \]  
(54)

\[ (y)_x^+ := \begin{cases} y, & \text{if } x > 0, \\ \max\{y, 0\}, & \text{if } x \leq 0. \end{cases} \]  
(55)

In the next theorem, it is shown that the primal-dual algorithm converges to a globally optimal solution of the relaxed problem, for any initial choice of \( (\Sigma, K, P) \), provided that we initialize \( \Lambda, \Gamma^- \) and \( \Gamma^+ \) with non-negative entries.

**Theorem 4.2:** The primal-dual algorithm described by eqs. (48)-(53) converges to a globally optimal solution of the relaxed problem, for any initial choice of \( (\Sigma, K, P) \).

**Proof:** See Appendix A

---

**D. Recovering Integer Solutions**

As shown in previous sections, the primal-dual algorithm converges to a globally optimal solution of the relaxed problem. In this section, we describe a randomized rounding scheme in which an integral solution for \( \Delta \) is recovered, such that \( E_{\Sigma}[\Delta] = K \). Since the \( \delta_i \)’s are assumed to be independent Bernoulli random variables with parameter \( k_i \), each node can simply construct such an integer solution in a distributed manner by setting \( \delta_i = 1 \) with probability \( k_i \), and \( \delta_i = 0 \) otherwise. Hence, each node, independently from other nodes, can decide to cache or not based on the solution obtained by the primal-dual algorithm.

**E. Distributed Implementation of the Primal Dual Algorithm**

The continuous-time primal-dual algorithm given in (48)-(53) can be easily discretized. We omit the discrete-time versions for brevity. The algorithm can be also implemented in a distributed manner as follows: as shown in (46) and (47), respectively, the derivatives of \( \Psi \) with respect to \( \mu \) and \( \kappa \)’s can be computed at each node using only local information. Hence, node \( i \) can update variables \( \mu_{i,j}(t), k_i, p_i(t), \lambda_{i,j}(t), \gamma_i^- \), \( \gamma_i^+ \), for \( j \in N_{out}(i), t \in T \) at each iteration. After the convergence of the algorithm, then each node can use the rounding scheme, described in the previous section, to obtain \( \delta_i \). Using random linear coding in a distributed manner [1], will result in a fully distributed approach.

---

**V. Simulation Experiments**

In this section, we present our simulation results of the proposed Primal-Dual algorithm for various network topologies and scenarios. These results are based on the implementation of the described scheme in MATLAB environment. We note that since, to the best of our knowledge, there are no competing schemes for the oblivious file update problem, we are not able to compare the performance of the proposed scheme with that of any competing schemes. Hence, we focus on the performance of our scheme under different network scenarios. In particular, we consider caching at the edge or at the peers, and compare the results in the case of 1) no caching (No Caching), 2) only at the edge (Edge Caching), 3) caching at the terminals (Peer Caching), 4) caching at both terminals and edge nodes (Edge+Peer Caching).

In addition, we consider different types of cost functions associated with caching functionality. We focus on caching with a) no cost, b) linear cost function, c) quadratic cost function. In all these cases, we consider the link costs to be of form

\[ f_{ij}(\sigma_{ij}) = \frac{\sigma_{ij}}{c_{ij} - \sigma_{ij}}, \text{ for } \sigma_{ij} < c_{ij}, \forall (i, j) \in E, \]  
(56)

which gives the expected number of packets waiting for or under transmission at link \( (i, j) \in E \) under an \( M/M/1 \) queuing model.

**A. Simulation Details**

We consider three topologies for our experiments, as depicted in Fig. 6. We note that the capacity of each link in the illustrated topologies are shown next to the links. In the Butterfly Network (Fig. 6a), the source node \( s \) is sending packets to terminals \( t_1 \) and \( t_2 \). Nodes 3 and 4 have local storage, in addition to the terminals. In the Service Network (Fig. 6b) the source node \( s \) wishes to multicast coded packets to terminals \( t_1, t_2, t_3 \). In this topology, node 2 as well as the terminals have local storage. Finally, in the CDN Network (Fig. 6c), the source node \( s \) is sending packets to terminals \( t_1 \) and \( t_2 \). In this topology, nodes 5 and 6 have local storage, in addition to the terminals.

In all the network scenarios, we assume the number of rounds \( M = 100 \). Also, at the rounds \( 2 \leq r \leq M \), the amount of change in the files is limited to 1% of the file size, \( B \).

**B. Simulation Results**

Figure 7 shows the convergence of the Primal-Dual Algorithm under different caching scenarios and different caching cost functions when \( B = 3.6 \). Fig. 7a shows the convergence of the algorithm when there is no cost associated with caching functionality. In this case, the No Caching scenario has the highest total network cost, and the Peer+Edge Caching has the lowest. This is unsurprising, as caching will reduce the total network cost. Furthermore, the Peer Caching case has a lower cost comparing to the Edge Caching.

Figures 7b, and 7c shows the convergence of the algorithm under linear and quadratic caching cost functions, respectively. In both cases, it can be verified that the caching at the edge
is prevented due to the increased caching costs. That is why the performance of the No Caching case is similar to that of the Edge Caching one. Similarly, the performance of the Peer+Edge Caching case resembles that of the Peer Caching one. We note that as the $B$ increases and approaches the max-flow min-cut, the caching cost will be justified by the increasing link costs. Hence, it will be more likely to have caches in the edge.

This trend is similarly seen in Service Network and CDN Network, as seen in Figures 8 and 9, respectively. That is, edge caching is often prevented under low to medium traffic rate, when a (linear or quadratic) cost function associated with caching functionality is taken into account. However, as traffic is increased, the caching cost is justified to keep the link costs under control.

In Fig. 8a, the performance of the proposed scheme on the Service Network under no caching cost function is illustrated. Similar to that on the Butterfly Network, the network cost under Peer Caching is lower than that under Edge Caching. Similarly, the network cost under the No Caching is the highest, while the it is the lowest under the Peer+Edge Caching. This is also true for the CDN Network, depicted in Fig. 9a. However, it can be seen that the network cost under the Edge Caching is lower than that under Peer Caching. This behavior is the opposite of that for the Butterfly and Service Networks.

C. Cache Placement Experiments

In the simulation experiments explained in the previous section, it was assumed that the nodes with local storage are fixed. However, choosing the most effective placement of these caches in terms of cost reduction in an arbitrary network topology is not a simple task. We tackle this problem by allowing all the nodes in the network, except the source node, to cache and choose the one(s) with highest caching variables. To reduce the randomness, the caching variables are averaged over 40 independent run of the simulation with different random generator seeds. We look at linear and quadratic caching cost functions as examples to study the cache placement problem. Clearly, the case where there is no cost associated with caching functionality will lead to have all caching variables equal to 1. The results are reported in Table I for CDN Network and Service Network topologies. For the Service Network, as reported in Table I, we note that the average caching variable of node 2 is 0 while, that of node 1 is equal to 1. Hence, it is preferred to cache closer to the source node rather than the edge. This is likely because the number of outgoing link of node 2 is three time greater than that of node 1. Hence, the required packets to be stored at node 2 is three times larger than that at node 1. For the quadratic caching cost function, we note that the caching variables for both nodes 1 and 2 are zeros. For the both cases, the caching variables for the terminals remain equal to 1. This inertia demonstrates the importance of peer caching in our model.

For CDN Network, as shown in Table I, the solution of the caching variables for the edge nodes in the network (nodes 5 and 6) are very close to 1 for linear cost functions, while they are equal to 0 for the quadratic cost functions. Furthermore, it can be seen that the solutions for the caching variables of nodes 1, 2, 3, and 4 are quite similar to each other for both cost functions. This is expected due to the symmetry of the topology. We also note that the solutions for these nodes are all lower for the quadratic case than that for the linear case. This results, along the ones for the Service Network, indicate that depending on the choice of the caching cost function and the topology, we might be better off caching closer to the source vs. at the edge of the network. In particular, in the case of quadratic caching cost functions for the CDN Network, the total network cost is minimized when there are caches at node 1-4.

VI. CONCLUSION

In summary, we considered a natural generalization of the standard coded-multicast problem [1] where a subset of the nodes have local caches. We were interested in settings where the source had no cache, and where there was a need for
frame-by-frame encoding. The setting was motivated by delay-sensitive applications as well as the need to update replicas in distributed object storage systems. We introduced a novel communication scheme for the cache-aided multicast problem, by taking advantage of recent results from the coding theory literature on a problem in function updates [15]. We first provided natural extensions of the function updates problem and used these extensions to construct the communication scheme for the cache-aided coded multi-cast problem. The scheme had three important features. Firstly, the scheme is applicable to any general network. Secondly, the scheme works along with any linear network code designed for the same network but without any caches. Finally, the scheme is largely decentralized with respect to encoder design to take advantage of caches. The second and third features are important in practice, and they together handle the temporary nature of caches in the network. For example, in a 1000 round scheme if the cache of a certain node is not available after 500 rounds, the current scheme only requires encoding changes at the in-neighbors of node $i$ without any change elsewhere. Further, the overall linear network code also does not need to change because node $i$’s cache is unavailable.

Given the link and caching costs, we obtained expressions for the overall cost function for multicast problem. The resultant mixed integer optimization problem was relaxed to a convex problem, whose solution was obtained via primal dual methods. Simulation results were provided for practical settings such as CDN and service networks. In general, when compared to the no caching scenario, the benefits are proportional to the number of nodes having caches. For instance, in the service network, this means that it is beneficial to cache at the destinations (peers) than at the edge.

Two interesting questions remain at the end of this work,
and both of these relate to possibly improving the overall cost function for problem. Firstly, it is unclear if the function updates coding problem variant in Lemma 2.3 has a better achievability result than what is presented here. The setting of Lemma 2.3 is MAC variation of the problem in [15], and this by itself is an interesting coding theory problem, especially given the importance in network context as identified in this work. Secondly, it is interesting to explore if the linear network code (LNC) itself can be obtained to take advantage of the caches. In the current work, we first fix the the global LNC, and then use local encoding technique (at the in-neighbors) to take advantage of cache. While this approach provided practical advantages as mentioned above, it might be possible to reduce the overall cost by considering a joint design of the LNC and caching scheme. In this regard, it is an interesting exercise to explore if algebraic framework in [19] can be suitably modified to directly handle the presence of any cache in the network.
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APPENDIX A

PROOF OF THEOREM 4.2

To prove the convergence of primal-dual algorithm to a globally optimal solution of the relaxed problem, we use Lyapunov stability theory, and show that the proposed algorithm is globally, asymptotically stable. This proof is based on the proof of Theorem 3.7 of [20], and Proposition 1 of [1].

Following the equilibrium point \((\Sigma_0, K, P, \Lambda, \Gamma)\) satisfying KKT conditions in (39)-(45), we consider the function given in (59) as a candidate for the Lyapunov function. Note that \(V(\Sigma_0, K, P, \Lambda, \Gamma) = 0\). Since \(k^{(l)}_{ij}(x) > 0\), if \(\mu^{(l)}_{ij} \neq \mu^{(l)}_{ij}\), we have
Similarly, we can extend this argument to the other terms in $V$, hence, we have $V(\Sigma, K, P, \Lambda, \Gamma) > 0$ whenever $(\Sigma, K, P, \Lambda, \Gamma) \neq (\Sigma, K, P, \Lambda, \Gamma)$. Proceeding to the $V$ in (60), let us first prove the following.

$$
\left( -\mu^{(t)}_{i,j} \right)^+ \lambda^{(t)}_{i,j} (\lambda^{(t)}_{i,j} - \hat{\lambda}^{(t)}_{i,j}) \leq -\mu^{(t)}_{i,j} (\lambda^{(t)}_{i,j} - \hat{\lambda}^{(t)}_{i,j}).
$$

The above inequality is an equality if either $\mu^{(t)}_{i,j} \leq 0$ or $\lambda^{(t)}_{i,j} > 0$. On the other hand, when $\mu^{(t)}_{i,j} > 0$ and $\lambda^{(t)}_{i,j} \leq 0$, we have $\left( -\mu^{(t)}_{i,j} \right)^+ = 0$, and since $\hat{\lambda}^{(t)}_{i,j} \geq 0$, it follows $-\mu^{(t)}_{i,j} (\lambda^{(t)}_{i,j} - \hat{\lambda}^{(t)}_{i,j}) \geq 0$. Hence, (57) holds. Similarly, it can be verified that

$$
(1 - \kappa_i)^+ \gamma^{(t)}_i - \hat{\gamma}^{(t)}_i \right) \leq -\kappa_i (\gamma^{(t)}_i - \hat{\gamma}^{(t)}_i),
$$

and

$$
(\kappa_i - 1)^+ \gamma^{(t)}_i \leq (\kappa_i - 1) (\gamma^{(t)}_i - \hat{\gamma}^{(t)}_i).
$$

Thus, we get the (a) inequality. By applying KKT conditions (39)-(45) and noting that

$$
p' y = \sum_{t \in T} \sum_{i \in N} \mu^{(t)}_{i,j} - \sum_{j \in N_{e_{i}(t)}} \mu^{(t)}_{i,j} = \sum_{t \in T} \sum_{(i,j) \in E} \mu^{(t)}_{i,j} (p^{(t)}_i - p^{(t)}_j) = q' \mu,
$$

and further re-arrangement of the terms, equation (b) and then (c) follows. Since $\Psi(\Sigma, K)$ is strictly convex in $\Sigma$, and linear in $K$,

$$
\left( \nabla_{\Sigma} \Psi(\Sigma, K) - \nabla_{\Sigma} \Psi(\Sigma, K) \right)' (\Sigma - \hat{\Sigma}) \leq 0,
$$

and

$$
\left( \nabla_{K} \Phi(\Sigma, K) - \nabla_{K} \Phi(\Sigma, K) \right)' (K - \hat{K}) = 0,
$$

and thus, $\dot{V} \leq -\Lambda' \hat{\Sigma} - (1 - \hat{K})' \Gamma^+ - (\hat{K})' \Gamma^-$, with equality if and only if $\Sigma = \hat{\Sigma}$.

Note that, if the initial choice of $\Lambda$, $\Gamma^-$ and $\Gamma^+$ are element-wise non-negative, that is, $\Lambda(0), \Gamma^-(0), \Gamma^+(0) \geq 0$, it can be verified from the primal-dual algorithm, that $\Lambda(n), \Gamma^-(n), \Gamma^+(n) \geq 0$, where $n = 0, 1, 2, \ldots$ represents the algorithm iteration. Assuming $\Lambda, \Gamma^-, \Gamma^+ \geq 0$, it follows that $\dot{V} \leq 0$ since $\Sigma \geq 0$ and $0 \leq \hat{K} \leq 1$. Therefore, the primal-dual algorithm is globally, asymptotically stable, and hence, it converges to a globally optimal solution of the relaxed problem.

Muriel Médard is the Cecil H. Green Professor in the Electrical Engineering and Computer Science (EECS) Department at MIT and leads the Network Coding and Reliable Communications Group at the Research Laboratory for Electronics at MIT. She has co-founded three companies to commercialize network coding, CodeOn, Steinwurf and Chocolate Cloud. She has served as editor for many publications of the Institute of Electrical and Electronics Engineers (IEEE), of which she was elected Fellow, and she has served as Editor in Chief of the IEEE Journal on Selected Areas in Communications. She was President of the IEEE Information Theory Society in 2012, and served on its board of governors for eleven years. She has served as technical program committee co-chair of many of the major conferences in information theory, communications and networking. She received the 2009 IEEE Communication Society and Information Theory Society Joint Paper Award, the 2009 William R. Bennett Prize in the Field of Communications Networking, the 2002 IEEE Leon K. Kirchmayer Prize Paper Award and several conference paper awards. She was co-winner of the MIT 2004 Harold E. Edgerton Faculty Achievement Award, received the 2013 EECS Graduate Student Association Mentor Award and served as Housemaster for seven years. In 2007 she was named a Gilbreth Lecturer by the U.S. National Academy of Engineering. She received the 2016 IEEE Vehicular Technology James Evans Avant Garde Award, the 2017 Aaron Wyner Distinguished Service Award from the IEEE Information Theory Society and the 2017 IEEE Communications Society Edwin Howard Armstrong Achievement Award.

Milad Mahdian received his B.S. in Electrical Engineering from Sharif University of Technology, Tehran, Iran, in 2012, and his M.S and Ph.D. in Electrical and Computer Engineering from Northeastern University, Boston, MA, USA, in 2014 and 2017. His main research interests are on network optimization, algorithm development and performance evaluation of caching and transport mechanisms for caching systems. He is currently an Associate in Technology at Goldman Sachs Group, Inc., developing the new low-latency electronic trading platform for Goldman Sachs.

N. Prakash received his Bachelors (Electronics and Communication Engineering), Masters (Electrical Engineering) and PhD degrees (Electrical Communication Engineering) from College of Engineering, Thiruvananthapuram, Indian Institute of Technology (IIT) Madras, and Indian Institute of Science (IISc), Bangalore in 2004, 2006 and 2015, respectively. He received the 2006 Siemens prize for the best academic performance, Masters Electrical Engineering, IIT-Madras. His industry experience includes role as an algorithm design engineer, Beecomm Communications (2004-2006), and multiple internships with the Advanced Technology Group of NetApp, Bangalore. He is currently a postdoctoral associate at the Department of Electrical Engineering and Computer Science, Massachusetts Institute of Technology (MIT), Cambridge, USA. His current research is broadly focused on the design and implementation of algorithms for networked-storage and distributed computing platforms. Specifically, he is interested in the design of algorithms for consistent object storage in asynchronous platforms, erasure coding for fault-tolerant storage, data compression and security.
\[
V(\Sigma, K, P, \Lambda, \Gamma) = \sum_{i \in T} \sum_{(i,j) \in E} \left( \int_{\mu_{i,j}}^{\hat{\mu}_{i,j}} \frac{1}{\tilde{K}_{ij}^{(t)}} (x - \hat{\mu}_{i,j}^{(t)}) dx + \int_{\hat{\Lambda}_{i,j}^{(t)}}^{\Lambda_{i,j}^{(t)}} 1 \frac{1}{m_{i,j}^{(t)}} (s - \hat{\Lambda}_{i,j}^{(t)}) ds \right) + \\
\sum_{i \in N} \int_{\tilde{p}_{i}^{(t)}}^{p_{i}^{(t)}} \frac{1}{g_{i}^{(t)}(z)} (z - \hat{p}_{i}^{(t)}) dz \right) + \sum_{i \in N} \left( \int_{\tilde{\kappa}_{i}}^{\kappa_{i}} (1 - \hat{\kappa}_{i}) d\kappa + \int_{\hat{\gamma}_{i}}^{\gamma_{i}} \frac{1}{\alpha_{i}^{(v)}} (v - \hat{\gamma}_{i}) dv + \int_{\hat{\gamma}_{i}}^{\gamma_{i}^{+}} \frac{1}{\beta_{i}^{(w)}} (w - \hat{\gamma}_{i}^{+}) dw \right).
\]

\[
\dot{V} \leq \sum_{i \in T} \sum_{(i,j) \in E} \left( \frac{-\partial \Psi(\Sigma, K)}{\partial \mu_{i,j}} \right) \left( \mu_{i,j}^{(t)} - \hat{\mu}_{i,j}^{(t)} \right) + \sum_{i \in N} \left( (\tilde{\gamma}_{i} - \hat{\gamma}_{i}) + (\kappa_{i} - 1) (\gamma_{i}^{+} - \hat{\gamma}_{i}^{+}) \right) \right) + \sum_{i \in N} \left( \frac{-\partial \Psi(\Sigma, K)}{\partial \kappa_{i}} \right) \left( \kappa_{i} - \hat{\kappa}_{i} \right)
\]
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