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Abstract

Programmable microfluidic laboratories-on-a-chip (LoCs) offer
automation and miniaturization to the life sciences. This paper
updates the BioCoder language and introduces a fully static
(offline) compiler which can target Digital Microfluidic Biochips
(DMFBs), one type of programmable LoC. The language and
runtime leverage sensor integration to execute bio-assays which
feature online decision-making based on sensory data. The
compiler employs a hybrid intermediate representation (IR) that
interleaves fluidic operations with computation on sensor data.
The IR extends traditional notions of liveness and interference to
fluidic variables and operations to target the DMFB, which has
abundant spatial parallelism. The code generator converts the IR
into: (1) electrode activation sequences for each basic block in
the control flow graph; (2) a set of computations performed on
sensor data, which dynamically resolve control flow operations;
and (3) electrode activation sequences for control flow transfers.
The compiler is validated using a simulator which produces
animated videos of bioassay execution.
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1 Introduction

Microfluidics is the science of controlled liquid transport at
the microliter scale (and below). One application of microfluidics
is fully integrated laboratories-on-a-chip (LoCs), which
miniaturize laboratory functions previously carried out in wet
laboratories, and reduce the volume of costly biological samples
and reagents consumed during a chemical reaction; other
benefits include automation and reduced human error, as fluidic
actuation is often controlled by a computer interface, as opposed
to direct human manipulation within a larger laboratory setting.

Software-programmable LoCs (SP-LoCs), encompassing a
wide variety of technologies, have existed for more than 10 years
[1-8]. The earliest generation of SP-LoCs accepted commands
from a computer controller, but provided no direct feedback;
these SP-LoCs could execute assays (biochemical reactions) that
were arbitrarily complex in terms of the number of biochemical
steps that were performed, but otherwise lacked control flow
(i.e., dynamic decision-making).

SP-LoCs can provide online feedback to the computer
controller through integrated sensors [9-23] and/or online video
monitoring [24-29]; we refer to these SP-LoCs as being “cyber-
physical” because the online sensing creates a closed feedback
loop. Thus far, cyber-physical capabilities have primarily been
used for monitoring (e.g., precise positioning) [12, 15, 18, 23, 25-
29], and online error detection, and recovery [29-39].

Cyber-physical integration enables SPLoC programmability.
Without sensory feedback, a host PC controlling an SP-LoC can
issue commands, but cannot interpret their outcomes. With
sensory feedback capabilities, the host PC obtains the ability to
process sensory data in real-time and make decisions about
which commands to execute next. For all intents and purposes,
this is the difference between programming model with and
without control flow. In terms of compiler design, the former
permits specification of assays limited to one basic block: it may
be possible to extract parallelism among fluidic operations, but
once a schedule has been computed, the executed sequence of
fluidic operations is fully deterministic and is known statically.
In contrast, the dynamic decision-making facilitated by cyber-
physical integration is naturally encapsulated as a control flow
graph (CFG). This paper describes how to statically compile a
bioassay specified as a CFG, where fluidic operations and
computations on sensory data are interleaved.
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1.1 SP-LoC Technology: Digital Microfluidics

A Digital Microfluidic Biochip (DMFB) is an SP-LoC
comprising a 2D array of electrodes [1, 40-47] (Fig. 1). A droplet
sits between a bottom substrate containing the array of control
electrodes and a top plate containing a single ground electrode.
Fig. 2. demonstrates droplet transport. On the far left, the droplet
is centered over control electrode 2 (CE2), but overlaps with
neighboring electrodes CE1 and CE3. As CE3 is activated, a
change to the electric field causes a phenomenon known as
electrowetting to stretch the droplet over the newly activated
electrode [1]. Deactivating CE2 allows the droplet to center on
the one remaining activated control electrode (CE3). DMFBs as
large as 16,800 electrodes have been reported [47].

The DMFB instruction set consists of five operations:
transport, split, merge, mix, and store (Fig. 3), as well as input
(dispense) and output (disposal, collect) operations (not shown).
Integration of sensors and actuators (e.g., heaters) extends the
instruction set, but only at locations on the chip where these
devices have been physically placed. From the perspective of
programmability and compiler design, the DMFB can be
understood as a dynamically reconfigurable spatial computing
device [50]; reconfiguration refers to the fact that different
(groups of) electrodes can perform different functions (e.g.,
mixing and storage) at different times during bioassay execution.

At the lowest level of abstraction, a DMFB is programmed
by generating a sequence of electrode activations. For example,
Fig. 4 shows a sequence that transports two droplets, originally
centered on electrodes #1 and #16, toward one another. This
sequence can be modeled as a linear synchronous finite state
machine, where the system remains in each state for a fixed
amount of time (e.g., 10ms), which, at a minimum, must be long
enough to transport the droplet from one electrode to its
neighbor. This is akin to programming a processor in binary.

The electrode actuation sequence for each operation shown
in Fig. 3 is deterministic once the electrode(s) that will perform
the operation is(are) known. Given a large bioassay, the job of
the compiler is to determine when and where each operation
occurs. From there, producing the electrode actuation sequence
is trivial, like the translation from assembly code to binary.

1.2 Motivating Example

Fig. 5 depicts an opiate detection immunoassay which is
organized as a hierarchical decision tree. The process begins
with broad spectrum immunoassays for the opiate and
benzodiazepam drug classes. A positive test branches into
specific immunoassays to differentiate morphine from heroin
and codeine and identify oxycodone [51] and fentanyl [52] with
a ciprofloxacin [53] immunoassay serving as a false positive
control. If cross-reactivity between drugs is observed, then one
can differentiate among them through their kinetic binding
parameters. We would like to specify this immunoassay using a
high-level language. Each individual test is a basic block, while
the internal control flow takes the form of a decision tree. The
positive or negative outcome of each test (sensory feedback,)
determines the next test (basic block) to execute. This paper
describes how to compile the decision tree, including the
acquisition and processing of sensory data, and how to statically
compile control flow transfers.
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Figure 1. (Left) A Digital Microfluidic Biochip (DMFB) is a 2D
array of electrodes [1]. (Right) A cross sectional of a DMFB
shows a bottom layer of control electrodes and a top layer
containing a ground electrode [48, Fig. 2(a),(b); 49, Fig. 1].
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Figure 2. A droplet is moved by activating (white) control
electrode 3 (CE3) and deactivating (black) CE2 [49, Fig. 2].
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Figure 3. DMFB instruction set: transport, split, merge, mix, and
store. Each operation can be executed by an appropriate
electrode actuation sequence [48, Fig. 2(c); 49, Fig. 3].

— "
Sequence 1 )

anaernsos | |[EKEE | - EEE BEED
1000000000000001 e CoNK . . )

C2: Activate Pins 5, 12 [ [ofufeflfo]o]: U - G -
0000100000010000 )

C3: Activate Pins 9, 11
Cycle 1 Cycle 2 Cycle 3

0000000010100000
State @ State
cee
@ :

N
Figure 4. Droplet transport via electrode actuation, similar to
machine language (0’s and 1’s) [48, Fig. 4].
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Figure 5. Motivating example: opiate-biased immunoassay
organized as a hierarchical decision tree. Feedback occurs at
decision points (+ and —), which represent different paths to
take if the outcome of each specific test is positive or negative.
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Each + or - symbol in Fig. 5 represents a sensor reading
which is compared against a control. This notation, which was
provided by a collaborator in biomedical engineering, can be
converted to conditional statements in a programming language.
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Since the aforementioned immunoassays require an antigen
to be baked onto the top plate [54], the top plate must either be
replaced after each immunoassay is run, or a larger chip must be
used where all the enzymes are attached to a single top plate.
Replacing the top plate is straightforward and can be done by
hand, or autonomously with the help of a robotic arm; these
issues are beyond the scope of this paper.

1.3 Contribution

As a proof of concept, we extended BioCoder, a domain-
specific language for programmable biochemistry [48, 49, 55],
with control flow operations and specialized it to target DMFB
technology. We built a compiler for BioCoder, based on the
which targets a DMFB
simulator and execution engine that produces animated videos

principles outlined in this paper,
depicting real-time bioassay execution, including real-time
decisions based on sensory feedback [56]. This decouples our
exploration of fluidic compiler design principles from the
formidable challenges associated with obtaining working results
on a DMFB in a wet lab, which we leave open for future work.

(1) We
introduce a new syntax for BioCoder’s conditional operations,

This paper makes the following contributions:

which improves programmability and readability; (2) we define a
hybrid computational-fluidic intermediate representation (IR)
which is employed by our compiler; and (3) we describe the steps
that the back-end of our compiler performs to convert assays
into an executable format appropriate for execution on a DMFB.

/*
* restartExperimentDAG drains PCR mix and restarts
* refreshDAG holds replenish PCR Mix Instructions
* finishThermocycleDAG holds thermocycler instrs.
*/

//conditional expression for if
e = new BioExpression(WeightSensor,
OP_LT, MinVolumeTolerance);

//if branch
bioCond =

"if volume is to low,
bcg->
addNewCondition(e, restartExperimentDAG);
bioCond->addTransferDroplet (InitializationDAGOutputs,
restartExperimentDAGInputs);

restart experiment"

//else branch "Move to the else if branch”

bioCond = bcg->addNewCondition(NULL, elseIfDAG);

bioCond->addTransferDroplet(InitializationDAGOutputs,
elseIfDAGInputs);

//else if branch conditional
e = new BioExpression(WeightSensor,
OP_LT, VolumeTolerance);

//else if branch "if volume is low, replenish volume"

bioCond = bcg->addNewCondition(e,refreshDAG);

bioCond->addTransferDroplet(InitializationDAGOutputs,
refreshDAGInputs);

//true else branch "Finish the thermocycle”

bioCond = bcg->addNewCondition(NULL,

finishThermocycleDAG);

bioCond->addTransferDroplet(InitializationDAGOutputs,
finishThermocycleDAGInputs);

bioCoder.IF(WeightSensor,

bioCoder.ELSE_IF(WeightSensor,
VolumeTolerance);

CGO’18, February 2018, Vienna, Austria

2 BioCoder Language

BioCoder is a C/C++ library designed to eliminate
ambiguities that occur when biochemical experiments are
disseminated in peer-reviewed literature [55] BioCoder was
refactored to target microfluidic technologies, including DMFBs
[48, 49]. BioCoder sufficed as a proof-of-concept language, but
was far too awkward for practical use. For example, fluidic
operations, and control flow constructs were specified as
programmer-allocated data structures, as shown in Fig. 6, left.
This paper updates BioCoder’s syntax to introduce the
aforementioned statements as language features (Fig. 6, right).
The programmer no longer must explicitly allocate conditions
and conditional expressions and link them to their targets. The
updated syntax supports constant-bounded loops:

bioCoder.LOOP(const) ... bioCoder.ENDLOOP()
and loops controlled by conditions

bioCoder.WHILECcond) ... bioCoder.ENDWHILEQ)
Programmers can name sensors as variables and use the name in
computational expressions and as part of conditions, if desired.

3 Supported Operations

Fig. 7 summarizes the operations supported by the
BioCoder language (as specialized for DMFBs) and our compiler.
Many of these operations, such as mixing, sensing, and detection
are often timed (e.g., “detect for 30s”), and the length of the
operation is included explicitly as a constant-valued parameter.

LESS_THAN, MinVolumeTolerance);

/* Drain current PCR mix and restart experiment
Replaces restartExperimentDAG */

LESS_THAN,

/* Preheat new PCR Mix add it to current mix
Replaces refreshDAG */

bioCoder.ELSEQ);

/* Finish thermocycle instructions.
Replaces finishThermocycleDAG */

bioCoder.END_IF();

Figure 6. An if statement using the original (left) and new (above)
BioCoder syntax. In the new syntax, all instructions and fluids are
tracked implicitly within the scope of the if statement.
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Figure 7. Operations supported by our hybrid computational-
fluidic intermediate representation. Dry operations exclusively
operate on data (represented by dashed arrows); all other
operations are wet and are performed on the DMFB.
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Many assays operate on multiple timescales; for example,
splitting and merging typically execute on the millisecond
timescale, while mixing, sensing, and detection operations may
take tens of seconds to complete. Droplet transport and storage
operations, depicted earlier in Fig. 3, are not explicitly part of the
high-level bioassay specification; the compiler inserts them as
needed as part of the back-end optimization process.

Cyber-physical integration of sensors and actuators enables
computation to be performed concurrently with assay
operations, although at a much faster timescale. As shown in Fig.
8, assay operations are performed on the DMFB, while
computation can be offloaded to the host PC controller. In Fig. 7,
sensing operations form the link between assay operations and
computation. The input to a sensing operation is a droplet; its
output is the droplet (usually unmodified) and a scalar data
value, which is obtained from the sensor. The computational
portion of the assay specification is language-independent and
Turing-complete; BioCoder’s is based on C/C++ [48, 49, 55] and,
in principle, should be used primarily to process sensor data.

In a bioinformatics application, sensor data may be output
to the host PC for offline processing, effectively terminating the
portion of the bioassay running on the DMFB. Somewhat more
generally, we envision that the output of the data processing is
the online resolution of a conditional operation that affects
program control flow. This imposes the property that the only
operations reachable from a data edge are either (1)
computations; (2) conditions (noting that the T/F result may be
treated as subsequent data edges if desired), or (3) data output.

The sense and actuate operations depicted in Fig. 7 are
generic for the purpose of discussion. In actuality, appropriate
naming would be used, e.g., “Colorimetric Detection” or
“Heat/Cool;” moreover, DMFBs may integrate different types of
sensors and/or actuators, each of which will have its own name.
When new sensor and actuator technologies are introduced in
the future, it will be necessary to update the BioCoder language,
intermediate representation, and runtime execution engine to
accommodate them; thus, the system has been designed for
extensibility and is expected to continuously evolve over time as
new technological advances are introduced at the device-level.

Droplets cannot be replicated via copies due to
conservation of matter. A droplet copy operation d’ « d could
be used to rename a droplet from d to d’, but doing so would
effectively kill the original name d. If a second copy of droplet d
is needed, then either: (1) the program slice that computed d
must be replicated; or (2) the assay must be rewritten to compute
d with twice its volume, after which it can be split into d and d'.

4 Preliminaries

The front-end of our compiler converts a BioCoder assay
specification into a Control Flow Graph (CFG), which we denote
Gerg = (a,2,B,Ecpg): B is the set of basic blocks, a,z € B are
the unique entry and exit nodes, and Ecp; € BXB is the set of
directed control flow edges; every basic block b; € B exists on at
least one path from a to z in G¢pg. Each basic block b; can be
represented by a DAG Gjp, = (Vbi,Ebi); the subscript is dropped
for assays consisting of one basic block b without control flow.
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Figure 8. Cyber-physical integration provides a closed feedback
loop between the DMFB and a host PC controller. In our system,
a microcontroller interfaces directly with the DMFB [49, Fig. 4].
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Figure 9. The back-end of a DMFB compiler for a single basic
block must solve three interdependent NP-complete problems:
scheduling, placement, and routing [48, Fig. 3].

Consider an M XN DMFB, which is represented by a 2D
array of electrodes ¥ = {l/)i,jll <isM1<j< N}; where
each electrode is a Boolean);; — {0,1}, where 0/1 indicates
whether or not the electrode is activated. An electrode activation
sequence of length Tis represented the set £ = {W,|1 < k < T},
where W}, denotes the state of each electrode in the array at time
k.

The compiler produces an executable A, . = {AB,AECFG},
where Ag= {Zbill <i< |B|} is the set of activation sequences

for each basic block, and Ap = {E(bi,bj)l(bi: b]-) € ECFG} is the set
of sequences for each control flow edge (bl-, bj) € Ecpg: 24, 25,

{Z(a'bj)l(a, b]-) € ECFG}, and {E(bi’z)|(bi,z) € Ecpg} are empty.

As noted earlier, the compiler computes the time and
location of each assay operation on the array; generating the
electrode activation sequence from that information is
deterministic.

5 Compiling a Single Basic Block

We consider the degenerate case of compiling an assay that
consists of one basic block (represented as a DAG without
control flow), a problem that has been studied extensively by
others. In this case, the assay may produce sensory data output
for offline processing, but otherwise features no online sensory
data processing. Fig. 9 shows the three algorithmic stages of the
back-end. This assay dispenses two droplets, mixes them
(implicitly merging them), and outputs the resultant droplet.

The compiler must solve three interdependent NP-complete
problems, scheduling, placement, and droplet routing, in order to
produce the electrode activation sequence. The scheduler
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computes the start/finish times for each operation [50, 57-62];
the placer determines the location on the DMFB at which each
scheduled operation will execute [63-66]; the router computes
paths for each droplet when transported between operations [67-
76], and introduces wash droplets to clean residue left behind
[77-79]. Techniques have also been proposed to solve several of
these problems in conjunction with one another [80-85].

Let v; € V), be an assay operation, with start and finish
times s(v;) and t(v;) respectively. The scheduler computes
s(v;) and t(v;), under the assumption that droplet routing times
are negligible [58, 67], using a conservative approximation of the
available spatial resources on the DMFB, while adhering to
fluidic dependence constraints, i.e., for edge (vi,vj) € E;, the
schedule must ensure that t(v;) < s(vj). Ift(v;) = S(vj), then
the droplet produced by v; is used immediately; otherwise, it
must be stored for all time steps between t(v;) and S(Uj). Our
scheduler explicitly inserts storage operations into the DAG,
ensuring that t(v;) = s(vj), for each DAG edge (v;, v}-) € Ep,

The placer determines an on-chip location q(v;) for each
assay operation v;; one unit of unused grid space is required
between concurrently placed operations, to prevent inadvertent
mixing of fluids. Reconfigurable operations (e.g., mix, store) can
be placed anywhere. Non-reconfigurable operations (sensing,
heating, I/0) must be placed on regions of the chip that feature
sensing and/or actuation devices capable of executing them.

The router inserts fluid transport operations, which are
encoded into the electrode activation sequence Ag= {Z,}.
Consider DAG edge (v;, vj) € E,: Ifq(v;) # q(vj), the router
computes a path from q(v;) to q(v;); otherwise no path is
needed. Droplets are routed concurrently and wash operations
may be interleaved with routing.

6 Compiling a CFG

Now, we consider the more general case of compiling an
assay that is specified as a CFG, rather than a single basic block.
A BioCoder programmer declares fluids as variables, which are
then defined and used, no different in principle than digital
variables in traditional software programming. Fluidic variable
lifetimes can span multiple basic blocks. A compiler can build
data structures and representations for fluidic variables, such as
Def-Use trees and SSA Form [86-88] with no modifications being
made to the canonical construction algorithms.

Fig. 10 shows a BioCoder specification of an assay that
executes the polymerase chain reaction (PCR), which amplifies
DNA, using a weight sensor to detect evaporation of the droplet
(not the DNA); when the droplet volume falls beneath a
threshold during the thermocycling procedure, a new droplet is
brought in to replenish the volume [89]. Fig. 11 shows the assay
converted to Static Single Information (SSI) Form [90-92].

6.1 Liveness Analysis for Fluids

Liveness analysis for fluidic variables is no different in
principle than liveness analysis as performed by a traditional
compiler [93]. We define LiveIn(b;) and LiveOut(b;) to be the
live-in and live-out sets computed for basic block b;. We assume
that a post-processing pass marks all uses that kill each variable.
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6.2 Basic Block Scheduling

Next, we compute a schedule for each basic block. This is
essentially the same as the scheduling described in Section 5,
with the exception that the scheduler must account for liveness
information involving fluidic variables:

If fluidic variable f; € Liveln(b;), then the scheduler treats
the basic block entry point as a pseudo-definition. The scheduler
inserts storage operations for f; until it is used by an operation.
Subsequent operations that may use f; are scheduled normally.

If f; € LiveOut(b;), then the scheduler treats the basic
block exit point as a pseudo-use. It inserts storage operations for
fj following the last scheduled definition or use of f; to the end
of the schedule for b;.

The scheduler does not insert storage operations following
any use that kills f;.

It is simple to add these rules/constraints to existing single
basic block/DAG schedulers for DMFBs [50, 57-62].

6.3 Placement

6.3.1 Placement for a Single Program Point

We first consider the placement problem for a program
point p in basic block b. Let V, = {v € V},|p € L(v)} be the set of
operations live at p. Each operation in v; € V, uses a rectangular
m;Xn; subset of electrodes on the DMFB. The dimensions of an
operation that holds a droplet in-place (e.g., storage, sensing,
heating, etc.) depend on the droplet volume. The dimensions of
mixing operations can vary in size (e.g., 2X2, 2X3, etc.), based
on the observation that mixers with greater dimensions often
converge faster when sensing and/or imaging is used to detect
mixing completion [94] g Split operations are typically 1X3.

A unit-size droplet is slightly larger than one electrode; as
shown in Fig. 2, this is necessary to induce droplet transport. As
noted earlier, placed operations must maintain a separation of at
least one electrode-width (grid cell) between them to prevent
inadvertent merging [63]. Let M and N be the length and width
of the DMFB. A placement solution assigns a position q(v;) =
(x4, ¥;) to each operation v; € V,, representing the upper-left-
hand corner of its position; when placed, v; consumes a subset of
cells

Ci = {XL' WX tm;— 1}X{yl WY tng — 1} (1)

A legal placement solution satisfies the following constraints:

xi=21lLx;+m;—1<MVv; €Vp (2)
}/izl,yi+ni—1SN,VUiEVP (3)
xj>xi+mivxi>xj+mjv (4)

y}>yl+nlvyl>yj+n] VU{,UjEVP,iij

! Prior work on DMFB scheduling has accounted for mixers with varying mixing
times [61, 81-84]; on the other hand, these approaches have not been reconciled
with assay specifications in which mixing operations are timed (e.g., “Mix for 2s”).
These specifications are typically non-device specific, and it remains an open
question as to when it is acceptable to change the assumptions (e.g., 2s mixing for a
2x3 mixer, 3s mixing for a 2X2 mixer, etc.; it is beyond the scope of this work to
attempt to reconcile these issues here.
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void PCRDropletReplenishement (int TotalThermo) {

int TotalThermo = 9;
BioSystem bioCoder;
Fluid *PCRMix = bioCoder.new_fluid("PCRMasterMix",
Volume(MICRO_LITER,1@));
Fluid *Template = bioCoder.new_fluid
("Template", Volume(MICRO_LITER,1@));
Container* tube = bioCoder.new_container
(STERILE_MICROFUGE_TUBE2ML);

bioCoder.measure_fluid(PCRMix, tube);
bioCoder.vortex(tube,Time(SECS,1));
bioCoder.measure_fluid(Template,tube);
bioCoder.vortex(tube, Time(SECS,1));
bioCoder.store_for(tube,95,Time(SECS,45));

bioCoder.LOOP(TotalThermo);
bioCoder.store_for(tube,95,Time(SECS,20));
bioCoder.weigh(tube, "weightSensor");
bioCoder.IF("weightSensor",LESS_THAN, 3.57);
bioCoder.measure_fluid(PCRMix, tube);
bioCoder.store_for(tube, 95, Time(SECS,45));
bioCoder.vortex(tube, Time(SECS,1));
bioCoder.END_IF();
bioCoder.store_for(tube,50,Time(SECS,30));
bioCoder.store_for(tube,68,Time(SECS,45));
bioCoder.END_LOOP();

bioCoder.store_for(tube,68,Time(MINS,5));
bioCoder.drain(tube, "PCR");
bioCoder.end_protocol();

}

Figure 10. BioCoder specification of a bioassay that features
user-specified control flow. When the droplet weight falls
beneath a threshold, a new droplet is dispensed to replenish the
volume [89]. The integer parameters in storage operations
represent temperatures, converting them to heating operations.

Constraints (2) and (3) ensure that each operation is placed fully
within the M XN confines of the DMFB. Constraint (4) ensures
appropriate spacing between modules, as illustrated by Fig.12(a).
Additional constraints may be added, for example, to ensure that
placed modules do not block I/O ports, that sensing operations
are placed on top of electrodes that feature sensors, etc. Fig.
12(b). depicts a placement violation and a legal placement.

IPﬂl 1

(%, vi) Placement Violation

xj > xp+my

Legal Placement

Interference Region

Safe to place

P>yt - "
YNt m operations

() (b)

Figure 12. (a) lllustration of placement Constraint (4). (b) the
difference between an illegal and a legal placement result.
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{f1, fro} — m(fyg)

It

f,3 < Dispense PCR Mix
f14 < Merge(fy,, f;3)

f,5 < Heat(f,,, 95°, 45s)
f16 < Mix(fys, 1s)

f17 < @lfie f12)
L f,g < Heat(f,,, 50°, 30s)

f,9 < Heat(f,q, 68°, 45s)
i—i+1

f,o «— Heat(f;, 68°, 5m)
Output f,,

Figure 11. The BioCoder program in Fig. 10 converted to Static
Single Information (SSI) Form [90-92].

6.3.2 Basic Block Placement

The placement technique described in the preceding section
can be easily extended to a scheduled DAG G, = (V}, Ep) for
basic block b. The start and finish times of all of the vertices in
V}, are sorted in non-decreasing order and processed. Each time
a new operation v; starts, the compiler invokes a greedy
heuristic [66, 95] to select a free location on the DMFB to place
v;. Each time an active operation v; finishes, the compiler
reclaims the space that was allocated to it. This approach steps
through each program point, as per the schedule of the basic
block, and ensures that Constraints (2)-(4) are satisfied.

6.3.3 CFG Placement

Placement for a CFG must account for interferences that
cross basic block boundaries; these interferences can only occur
for droplet live ranges, which have been converted to storage
operations by the scheduler. This necessitates the construction of
an interference graph G,y = (Vint, Eine), defined as follows.

Let Vj, be the set of scheduled operations in basic block b;
then Ve = UL .

For operation v € Vj,;, let L(v) denote the set of points
where v is live; then Ej,, = {(v;, vj) eV|Lw)n L(vj) # 0}

Placement for a CFG is similar to placement for a program
point, but with Constraint (5) replacing Constraint (4):
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xi>xj+mjvxj>x,-+miv (5)
Vi > y] +TL]VyJ > Vi +ni V(Ui,'l]j) € EITLt

One approach to the algorithmic construction of a placer would
be to modify a Chaitin-Briggs style register allocator [96, 97] that
eschews spilling and coalescing. When a register allocator would
select a “color” for each vertex, a placer could instead call a
heuristic to place the corresponding operation.

6.3.4 Placement for a CFG with Live Range Splitting

Our approach to placement for a CFG sidesteps the
construction of an interference graph, instead relying on live-
range splitting. The basic premise, borrowed from Elementary
Form [98], is to split the live ranges of all variables that are live-
in to each basic block using @-functions, and to split the live
ranges of all variables that are live-out from each basic block
using m-functions, before basic block scheduling (Subsection 6.2).
Using this representation, a legal CFG placement can be obtained
by placing each basic block independently (Subsection 6.3.2).

6.4 Droplet Routing

Droplet routing is the final algorithmic step that must be
performed prior to producing a DMFB executable. Recall that a
DMFB executable has the form Ag, . = {AB,AECFG}, where Ag is
the set of activation sequences for each basic block, and Ay is the
set of activation sequences for each control flow edge.

6.4.1 Droplet Routing for Basic Blocks

Given a scheduled and placed basic block b;, a legal droplet
routing solution can be achieved using established algorithms
[67-76] (with or without washing [77-79]); the electrode
activation sequence Zj, is computed deterministically. Routing

all basic blocks yields Ag= {Zbill <i< |B|}

6.4.2 CFG Placement without Live Range Splitting

Ap will be empty if CFG placement is performed without
live range splitting, e.g., as described in Subsection 6.3.3. This is
because each operation will be placed at the same spatial
location on the DMFB at all program points in the CFG. Thus,
there is no need to transport any droplets in response to a
transfer of control. The case where live range splitting is
permitted is discussed next.

6.4.3 Droplet Routing for CFG Edges

Consider a CFG edge (bi, bj)A Assume that there exists a
fluid f such that f € LiveOut(b;) and f € Liveln(b;). After
inserting @- and m-functions and scheduling b; and b;, assume
that f has been renamed to f; at the end of b; and is stored in
operation v, and that f has been renamed to f; at the beginning
of bj and is stored in operation v;. After placement, if q(vy) =
q(vy), there is nothing to do, as v, /v; are already in the correct
positions. On the other hand, if q(v;) # q(v;), then a droplet
routing procedure must be invoked to transport the droplet from
q(vy) to q(v;); multiple droplets may need to be transported
concurrently. The corresponding electrode activation sequence
Z(bi,bj) is computed deterministically. Processing all CFG edges

yields Ag = {5(y,.5,)] (b, by) € Ecra -

Fig. 13 shows a few examples, taken from a fragment of the
CFG shown in Fig. 11. Fig. 13(a) shows the CFG fragment. Fig.
13(b) illustrates CFG edge (b, b,), which includes a copy
operation f;;, < fio via the m-function at the end of b;. At the
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end of by, fiois placed on an (optical) detector to perform a
sensing operation. Since f € Liveln(bj), the scheduler inserts a
storage operation for f;,; since storage is reconfigurable, this
operation could be placed anywhere. We assume that the placer
chose to place the storage operation on the sensor, eliminating
the need for droplet transport. In this case, it suffices to rename
fio to f141 in-place (Z(b1,b2) = ¢).At the beginning of b,, a new
droplet, f;3 is dispensed; f;3 is merged with f;;, producing a
new droplet fi, which is heated. Fig. 13(b) depicts the
subsequent droplet transport operations after renaming.

Fig. 13(c) illustrates CFG edge (b, b3). A m-function at the
end of by includes a copy operation f;, < fio; the @-function at
the start of b; performs a subsequent copy f17 « fi,; it suffices
to implement a single copy operation f;; < f;,. At the end of b,
fio is placed on a detector, while the first use of f;; in by is a
heating operation, which necessitates placement on a heater. The
droplet router computes a path to transport the droplet from the
sensor to the heater; the resulting activation sequence is Z(p, j.)-

Fig. 13(d) illustrates CFG edge (b,, b3), which includes a
copy operation f;; < fis via the @-function at the start of bs.
The last use of fi¢ in b, is a mixing operation, while the first use
of fi7 in bz is a heating operation. In this case, the mixing
operation is not placed by the heater, so the droplet router is
once again called to compute a path, and the resulting activation
sequence is Z(, p,)-

6.4.4 Critical Edge Splitting (or not)

In a traditional software compiler, CFG edges do not
contain instructions, by definition. If an instruction needs to be
placed on a CFG edge, then the edge must be split, with a basic
block inserted, as is the case in the transformation out of SSA
Form [93-97]. In contrast, our DMFB executable definition allows
the association of electrode activation sequences with CFG
edges. This is permissible because the DMFB operates under
computer control, in essence, necessitating a runtime interpreter.
Since an activation sequence and its association with a basic
block or CFG edge is part of a data structure that the interpreter
will process, including control flow transfers, it is non-
problematic to associate electrode activation sequences with
control flow edges, despite the fact that this is not possible in a
more traditional setting.

As a potential optimization, consider a CFG edge (bi, bj),
critical edge splitting can be avoided if b; is the sole successor of
b;, and/or b; is the sole predecessor of b;. In either case, it may
be beneficial to move the droplet transport operations associated
with Z(bi,bj) into X, or X as appropriate: these transport
operations could be carried out concurrently with other droplets
being routed. To get the best solution, it may be necessary to
recompute the routing solutions for b; and b; to include the
additional droplets. Doing so has the potential to reduce droplet
transport latency, although we do not explore this option here.

6.5 Discussion

The preceding subsections intentionally described the stages of
the compiler in a manner that was not tied to any specific
algorithms for scheduling, placement, or routing. This decision
was made because numerous papers have been published already
that describe algorithms that could be integrated into our
compiler with minimal modification. The objective of this work
is to outline the software architecture of the compiler, not to
determine which optimization algorithms yield the best results.
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Figure 13. (a) A fragment of the SSI Form CFG taken from Fig. 11. The droplet transport operations inserted for the following CFG

edges: (b) (by, by), (c) (by,b3), and (d) (b, b3).

6.6 Technological Constraints

Unlike a CPU, a DMFB does not contain a fluidic memory
hierarchy or any form of off-chip storage. In principle, this may
change as liquid handling robots emerge, but for now, we
assume that the status quo will persist. Unlike a register allocator
for a traditional compiler, this constraint means that a DMFB
compiler cannot spill excess fluid off-chip. DMFB compilation
may fail, especially at the scheduling stage [58, 59, 66], if demand
for spatial resources exceeds on-chip capacity.

These constraints have also influenced our design of the
BioCoder language. For example, we do not support function
calls because we cannot push fluids that are live across the call
onto a non-existent stack; or arrays, which provide the
abstraction of (near-)infinite storage, whereas realistic DMFBs
are limited to tens of drops on-chip. Attempts to address these
issues are left open for future work.

7 Simulation Results

7.1 Compiler and Simulator

The BioCoder compiler described in this paper was built as
a set of extensions to an open source and publicly available
research infrastructure for programmable microfluidics, released
by the University of California, Riverside [58, 98]. The core of
the infrastructure is a framework for the evaluation of DMFB
scheduling, placement, and routing algorithms, built using
common data structures and interfaces. The framework includes
a cycle-accurate DMFB simulator that can estimate the execution
time of a bioassay. The simulator includes a visualizer that
produces an image for each cycle of execution (1 cycle = 10ms);
images can then be stitched together to produce animated videos
of the DMFB under simulation. The current framework release
compiles one basic block, specified as a DAG, at a time.

For testing and debugging purposes, the simulator’s
execution engine can produce a trace that lists the CFG nodes
that were executed, in-order, along with the evaluation of each
conditional statement. This way, if something goes wrong, the
user can determine precisely which conditions led to the
problem, which can help with error diagnosis. For example, an
incorrect result could occur because of a faulty sensor or a
contaminated sample, among other possible causes.

We modified the compiler and simulator extensively to
produce the results reported in this paper. First, we built a front-
end parser for the BioCoder Language, which produces an
abstract syntax tree (AST). We then convert the AST to a CFG,
representing each basic block as DAG. We then compile the
CFG, as described in Section 6 of this paper, yielding electrode
activation sequences for each basic block and CFG edge, which
are then passed to the simulator. We extended the simulator’s
execution engine to produce videos for CFGs, in addition to
DAGs. The simulator also reports total bioassay execution time.

The simulator’s execution engine generates pseudo-random
numbers as a proxy for sensor readings: the maximum and
minimum value for each sensor is specified as part of the
configuration file; we do not assume any statistical distribution
of sensor values beyond whatever inherent bias may exist in the
pseudo-random number generator.

7.2 Methodology

We compiled each benchmark using the heuristics outlined
in a previous paper by Grissom and Brisk [66]. These heuristics
tend to be fast and greedy, with the added benefit that placement
and routing are guaranteed to be successful as long as a legal
schedule can be found. As noted earlier, the compiler has been
designed to be compatible with any scheduler, placement, and
routing heuristic; prior work has already engaged in extensive
comparisons among heuristics for these problems [50, 57-85].
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For each benchmark, we simulated a 15x19 DMFB with
four integrated sensors, two integrated heaters, and fourteen I/O
reservoirs placed on the perimeter of the chip (five on the left
side, five on top, four on the right side). These resources are
sufficient to execute all of the benchmark assays, described next.
We assume a 10ms cycle time [70], the time required to transport
a droplet from one electrode to its neighbor. We assume that
droplets can move horizontally/vertically, but not diagonally.

7.3 Benchmarks and Results

Benchmarking microfluidic technologies is challenging
because public repositories of readily usable, relevant, and
executable benchmarks simply do not exist. Researchers in the
life sciences typically summarize assays in the Materials and
Methods sections of peer-reviewed literature, but often do so at a
coarse granularity, under the assumption that experts
understand and can infer the details, which are learned through
training and apprenticeship, further complicating matters.

We performed a thorough literature survey on the design
and use of digital microfluidics in the life sciences. In addition to
the hierarchical opiate detection immunoassay [51-53] shown in
Fig. 5, we obtained two feedback-driven assays that were shown
by others to be compatible with cyber-physical DMFB
technology. The first is a probabilistic implementation of the
polymerase chain reaction (PCR) which terminates early when it
senses that a droplet has insufficient initial product to amplify
[99]; the second, which was shown in Figs. 10 and 11, is a PCR
implementation that performs droplet replenishment to
periodically replace fluid volumes lost due to evaporation [89].
We also report results for three assays which do not feature
online feedback: image probe synthesis, neurotransmitter
sensing, and (vanilla) PCR [3]. The simulator produced animated
videos of the simulated execution of the seven bioassays. Source
code of the assays and animated videos are online as ACM
Digital Library supplementary material.

Table 1 summarizes these assays along with the execution
times reported by the simulator. Execution times for a given
assay will vary, depending on sensor readings (in real-life),
which we simulate with random number generation. For
example, we see almost a 4x difference in runtime for the
hierarchical opiate detection immunoassay, depending on
whether or not the result is positive or negative; similarly, we
observe a faster runtime when probabilistic PCR terminates
early, failing to amplify DNA. We report only one data point for
PCR with droplet replenishment; in practice, the runtime
depends on environmental conditions that affect the evaporation
rate: faster evaporation increases the replenishment rate, which
adds overhead to the assay. The execution times of the three
assays that do not feature control flow are presented as-is.

PCR, Probabilistic PCR, and PCR w/droplet replenishment
assays come from three distinct sources. The setup and runtimes
reported here are based on data from the papers that introduced
them. PCR and Probabalistic PCR take ~11 minutes to execute,
while PCR w/droplet replenishment takes around 40 minutes.
These differences are due to variations in experiment design: the
number of thermocycles and the time spent at each temperature.

These results validate the correctness of the compiler and
simulator. Our objective was never to evaluate the performance
of the various optimization algorithms that are presently built
into the compiler. We also do not have any evidence that these
assays were particularly challenging to compile, or that they
stressed the optimization algorithms; they were chosen because
they have been validated in wet laboratory settings by others.
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Table 1. Benchmark assays and simulated execution times.
(P/N: positive/negative Opiate detection outcome)
(F/EE: full/early-exit Probabilistic PCR outcome)

Benchmark Source Simulated
Exec. Time
Opiate detection | [51-53] P 405m 30s
immunoassay N 101m 48s
[99] F 11m 19s
Probabilistic PCR EE 7m 21s
[89] 40m 44s
PCR w/droplet replenishment
Image probe synthesis [3] 8m 45s
Neurotransmitter sensing [3] 05m 59s
PCR [3] 11m 43s

Providing a programming language and compiler for DMFB
technology will lower barriers to entry for practitioners, and will
ease the process of designing and validating assays of
increasingly complexity, which one day may present a greater
challenge to the compiler and its optimization algorithms.

8 Related Work

Many of the languages that have been developed for
programmable  biochemistry address the $28 billion
reproducibility crisis in the life sciences [100]. A widely accepted
standardized language with unambiguous syntax could evolve
into a de facto standard for dissemination of laboratory
procedures. We are hopeful that (1) domain specific
programming languages, including but not limited to BioCoder,
will improve accessibility to LoC technology among
practitioners and lower barriers to entry; and as a side effect, (2)
standardize dissemination of LoC-compatible assays, which
aligns with the objectives of BioCoder’s original development
team [55]. For now, there is a wide, arguably insurmountable,
chasm between the public sharing of source code in the domain
of computing, and standard practices in the biological sciences.

BioCoder is another entry into a much larger domain,
although its unique emphasis on DMFB execution distinguish it
from prior efforts. Dissemination of laboratory procedures can
complement peer-reviewed scientific manuscripts; however, this
approach will not make sense if it becomes an extra writing
burden on already-overworked scientists. The advantage of a
language like BioCoder is that the unambiguous specification
also automates the execution of the laboratory procedure.

8.1 Languages for Laboratory Automation

Aquarium [101] is a language for the specification and
composition of laboratory workflows using a standard inventory,
combining formal and informal statements with photographs.
The researcher devises protocols, which are combined to form
processes, which are parallelized and scheduled on the available
laboratory equipment. BioCoder could integrate with Aquarium.
Aquarium’s inventory would need to be expanded to include a
programmable LoC such as a DMFB, and BioCoder assays could
be included as Aquarium processes. Aquarium could then
schedule assays on the DMFB in the lab and instruct the
technicians which assay to perform on each device.

Cloud-based laboratory automation allows scientists to
remotely execute biological experiments in a robot-run
laboratory over the Internet. The experiments are described
using DSLs that are tailored to the laboratory.
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Two companies operating in this space are Transcriptic and
Synthace, whose languages Autoprotocol [102] and Antha [103]
are based on Python and Go. In principle, these languages could
be extended to encompass programmable LoCs such as DMFBs
as laboratory components; however, they still need to interact
with another language such as BioCoder to execute the assay.

8.2 Device-Specific Languages for SP-LoCs

Programming languages have been designed for specific SP-
LoCs which have specialized instruction set architectures (ISAs).
BioStream [104], for example, targeted an SP-LoC based on
integrated microvalve technology [2], which coupled a fluidic
mixer to a fluidic memory. This SP-LoC was performed assays,
which dilute one (or more) samples of fluid down to a user-
specific concentration. The BioStream language was expressive,
but lacked extensibility; to the best of our knowledge, its
specification and compiler were never formally released.

Aquacore is an SP-LoC that features a set of fluidic
components connected to a centralized bus, and is programmed
in an assembly language called the Aquacore Instruction Set
(AIS) [3]. AIS instructions activate and deactivate components,
and control fluid transfers. Like BioCoder, AIS is highly tied to
the device architecture; however, it provides a much lower level
of abstraction, as the programmer needs to know precisely how
many components exist in the chip in order to program it. In the
context of DMFBs, BioCoder’s compiler abstracts these low-level
details away. It is feasible to create a new variant of BioCoder
that targets AquaCore instead of DMFBs and to write a compiler
whose back-end emits AIS code, rather than a DMFB executable.

Several other SP-LoCs have been designed and evaluated [4-
6, 8], also based on microvalve technologies, but lack high-level
language support or a workable software stack. These devices
are effectively programmed at the binary level of abstraction:
each valve is turned on/off over time, similar to the electrode
activation sequences of a DMFB. These devices are controlled in
wet laboratories using LabView. Much like AquaCore, it is more
than feasible to create a new version of BioCoder and its
compiler that is specialized to these targets.

8.3 BioCoder Interpreter

This paper builds on an earlier version of the BioCoder
software infrastructure, which was interpreted, rather than
compiled [48, 49]. A rudimentary front-end compiler compiled
the BioCoder specification to a CFG, and then passed the CFG to
the interpreter. As depicted in Fig. 14, the interpreter just-in-
time (JIT)-compiles each basic block on-the-fly prior and then
executes it immediately; resolving the condition at the end of the
basic block determines the next one to execute.

The foremost limitation of this approach is that the assay is
paused during each call to the JIT compiler, which forces it to
execute low-overhead scheduling, placement, and routing
heuristics, which produce relatively poor solution qualities.
Moving compilation offline enables the usage of more aggressive
and longer running optimization methods that yield higher
solution quality. Examples from prior literature include
metaheuristics such as simulated annealing [63, 80], evolutionary
algorithms [57, 58, 81, 82], tabu search [83, 84] integer linear
programming [50, 58, 62, 64], and SAT/SMT formulations [74-76,
85], which have already been compared to greedy heuristics. Our
objective is not to re-evaluate these methods in the context of
our compiler, but to demonstrate the feasibility of static
compilation for cyber-physical DMFBs.
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Figure 14. Dynamic interpretation scheme with an integrated
JIT-compiler targeting a cyber-physical DMFB [49, Fig. 5].

8.4 Optimization for Cyber-physical DMFBs

Software for cyber-physical DMFBs has emphasized online
error detection and recovery for scheduled, placed, and routed
DAGs [27, 29-39]. Prior work has shown that soft error detection
can be integrated into the high-level assay specification using
BioCoder [48]. In contrast, hard errors render portions of the
device unusable and require (1) re-execution of any program
slices that produced droplets that were lost due to the error; and
(2) dynamic re-compilation of the new slices, and any remaining
unexecuted portion of the assay, to avoid the unusable portions
of the device [27, 32, 33, 35, 36]. In the future, these techniques
could be generalized from DAGs (basic blocks) to CFGs and
integrated into the BioCoder runtime execution engine.

9 Conclusion and Future Work

This paper introduced an updated version of the BioCoder
language, specialized for DMFBs, and established the feasibility
of compiling programs that feature control flow operations. The
next step in this research is to connect the compiler and
execution engine to a real-world device, a conceptually
straightforward, but technically challenging, engineering task.
As noted in Section 8.4, a real-world platform will likely require
online error detection and recovery schemes that are cognizant
of the CFG, rather than the basic block, execution model.

Another important task is to promote the technology
among life science practitioners. This may lead to refinements to
the BioCoder syntax, or perhaps a replacement language. More
importantly, we hope that expanding the user base will lead to
new applications which are larger and more complex in scope
than the assays that were used for evaluation here; they could
drive the development of more extensive back-end optimization.

Future work will explore language design issues, such as a
fluidic type system and supporting functions, arrays, and
threads; it is unclear how to support these abstractions, given the
relatively small fluid capacity of a DMFB compared modern
computing systems. Longer-term, we hope to integrate BioCoder
into a larger cloud laboratory system, which can couple a DMFB
(or other fluidic LoC) to a refrigerated storage system, managed
by liquid handling robots, i.e., an off-chip fluid storage hierarchy.
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