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Abstract—Pervasive content caching is one of the information-
centric networking (ICN) fundamentals. Although advantageous,
pervasive caching introduces new challenges. In particular, the
high possibility of content providers losing control over their
published contents, which clients can access without authenticating
themselves. The approaches that constitute the state-of-the-art in
access control either have high computation overhead or require
an always-online authentication server, thus suffering in terms of
scalability for large number of end devices.

In this paper, we propose TACTIC, a lightweight access control
mechanism for the ICN wireless edge, which allows legitimate
clients to utilize the cached content without per-request authen-
tication at the providers. TACTIC delegates the authentication
and authorization tasks to the (semi-trusted) routers in an ISP’s
network to eliminate the need for an always-online authentication
server. It prevents delivery of the encrypted content to unautho-
rized users; a bandwidth-wasteful practice, which may lead to
Distributed Denial of Service (DDoS) attack. Experimental results
demonstrate the scalability and effectiveness of TACTIC in pro-
viding low-overhead access to legitimate clients while preventing
malicious users’ access.

Index Terms—Information-centric networking, access control,

authentication, authorization, wireless edge, IoT.

1. INTRODUCTION

The number of wireless devices and connections are growing

faster than the world population and Internet users. As per

Cisco, major drivers of this growth are smartphones and various

machine to machine (M2M) applications, such as smart meters,

asset tracking, and video surveillance [1]. This immense num-

ber of mobile devices and connections, which will grow from

8 billion to 11 billion by 2021, calls for a scalable architecture

that can accommodate the corresponding large traffic volume

from heterogeneous devices [2].

Information-centric networking (ICN) has been proposed

for shifting the existing TCP/IP “host-centric” model to a

connection-less “content-centric” paradigm to improve the

clients quality of experience (QoE) and overall network quality

of service (QoS). In a TCP/IP network, a mobile user has a

unique connection between itself and a server (data source). The

data transmitted by the network cannot be reused for satisfying

requests from other clients. Further, if the user moves, the

connection has to be re-initiated. In ICN, however, the mobile

client seamlessly resumes its content retrieval when it connects

? This work was supported in part by the US National Science Foundation
Grants 1248109, 1345232, and 1719342. The information reported here does
not reflect the position or the policy of the federal government.

to its new base station (or access point) and caching and content

reuse are ubiquitous, thus helping speed up content retrieval. Th

characteristics help reduce communication overhead, latency,

and device energy consumption.

Despite several advantages, such as pervasive caching, built-

in security, and lower content retrieval latency, ICN introduces

a few challenges that need attention. Efficient access control

enforcement is among these challenges; resulting from per-

vasive content caching. A content object, when published by

its publisher, can be cached at every node in the network

allowing subsequent requests for the content to be fulfilled from

these in-network caches. However, these cache hits prevent

the content providers from receiving the requests, and hence

authenticating and authorizing the requester. This calls for

efficient mechanisms that provide strong authentication and

authorization to prevent unauthorized entities with insufficient

privileges from accessing cached content.

Motivation: The contemporary access control approaches,

in which a client authenticates herself to the provider for

obtaining the content decryption key, are not desirable due to

their host-centric communication model and their dependency

on an always-online authentication server. If used in ICN, these

approaches prevent a client that can obtain the encrypted cached

content from the network from decrypting and consuming it,

particularly if the authentication server is not available. More

importantly, even if an authentication server is always-online,

after each client revocation the providers have to re-encrypt and

re-disseminate the content into the network, to prevent revoked

users from accessing the cached content. A practice that incurs

computation and communication overheads.

As a solution, a class of ICN-based access control mech-

anisms [3]–[5] suggests the delegation of the authorization

process to the end clients themselves. That is, in these mech-

anisms all users can retrieve the content from the network.

However, only legitimate clients with sufficient authorization

information (provided during a prior authorization process) can

decrypt and consume the content. Despite the feasibility, such

mechanisms are prone to wasting of network bandwidth and

potential network Distributed Denial of Service (DDoS) attack

by unauthenticated or revoked users.

To overcome the aforementioned shortcomings, in this paper

we propose TACTIC, an access control mechanism for the

ICN wireless edge. In TACTIC, providers delegate access



control enforcement to the routers, allowing cache utilization

and promoting content availability with negligible computation

and communication overhead. A client registers herself at a

content provider and receives an authentication tag, which

she includes in her requests to prove her access privilege. A

router, on receiving such a request, validates the integrity and

provenance of the tag and returns the content if the tag is valid.

TACTIC is designed to be relevant for a wide range of clients,

which will make up tomorrow’s mobile edge devices (e.g., cars,

smartphones, and other IoT/CPS devices).

In a nutshell, our contributions include: (i) Detailed design

of TACTIC, an efficient ICN-based access control mechanism,

in which authorization is delegated to the network entities to

eliminate the need for an always online authorization server

or client-end authorization. (ii) Discussions on TACTIC’s de-

sign and implementation issues in the NDN architecture. (iii)

Comparison of TACTIC with the state-of-the-art in ICN access

control and discussion on its efficiency for constrained devices.

(iv) Implementation of TACTIC in the ndnSIM simulator, with

simulation results validating its scalability.

The paper is organized as follows. Section 2 presents the

related work. In Section 3, we explain our models and as-

sumptions. Section 4 presents TACTIC’s features and its brief

overview. In Section 5, we elaborate on TACTIC’s implementa-

tion in an ICN architecture. We discuss the security implications

of our mechanism in Section 6 and present our simulation

results in Section 7. Finally, we draw our conclusion and

present our future work in Section 8.

2. RELATED WORK

In this section, we first introduce Named-Data Networking

(NDN), one of the popular ICN architectures, which is the ICN

architecture we use in this paper, and then review the state-of-

the-art in ICN access control.

In NDN, network entities are equipped with a Forwarding

Information Base (FIB), Pending Interest Table (PIT), and

a Content Store (CS). Upon receiving an Interest (an NDN

named-request) from a client for some content, the receiving

router performs a CS (cache) lookup and returns the content

if it is available. Otherwise, the router performs a PIT lookup

to check whether there is an in-flight Interest for the content

or not. If a PIT entry exists, the router aggregates the received

Interest, by adding its incoming face (interface) to the existing

PIT entry, and drops it. Otherwise, the router creates a new PIT

entry for the Interest, consults the FIB to select an outgoing

face, and forwards the Interest towards the content provider

over the chosen face. NDN employs reverse path forwarding

for the content packets; a router receiving a content packet

searches the content name in its PIT to find the face(s) over

which it needs to forward that content packet.

Existing research in ICN access control management include

approaches using encryption-based, attribute-based, identity-

based, and proxy re-encryption techniques. In what follows,

due to limited space we review the best approaches, and refer

the interested readers to a survey on ICN access control [6].

Misra et al. [3], [7] proposed a broadcast encryption-based

access control framework, which leverages Shamir’s secret

sharing. Although it has effective client revocation, this frame-

work incurs a non-trivial communication and computation over-

head every time a client requests a content. Chen et al. proposed

a probabilistic access control mechanism in [8], in which

routers use Bloom filters for storing a valid client’s public key

that allows early request filtration. The main drawbacks of this

mechanism are the need for an always-online publisher and the

impact of Bloom filter false positives. Kurihara et al. [9] pro-

posed a similar approach in which the content encryption key is

encrypted and disseminated into the network. A client needs to

contact the provider for acquiring the content decryption key–

a mechanism requiring an always-online authentication server

along with its proposed lazy client revocation.

Attribute-based access control has been widely used by the

community [4], [10]–[13]. Despite the similarity of the pro-

posed mechanisms, only the work in [10], [11] considered client

revocation. Da Silva [10] suggested a per revocation key update

in contrast to the system re-key proposed by Hamdane [11].

The majority of the proposed mechanisms require additional

infrastructure for key generation and distribution, and also

result in significant communication overheads. While most of

these mechanisms offloaded the computational cost to either

the provider or the consumer, the mechanism proposed by

Da Silva et al. [10] delegated the authentication task to the

intermediate routers.

Wood et al. [14] proposed an identity-based access control

scheme in which a provider encrypts the content decryption key

with the client’s identity and sends it to the client on success-

ful authentication. However, the provider-based authentication

requires the provider to be always-online. Mangili et al. [5]

designed ConfTrack-CCN to enforce access control with track-

ability. Breaking a content into partitions and further fragments

allows two layers of encryption, where the first layer key is

embedded in the second and the second layer key is generated

by clients upon obtaining the provider’s secret. For client

revocation, the provider encrypts the first layer key with a new

second layer key and updates it in the network. The drawback

of this mechanism is the complexity of associating keys to

fragments.

Tan et al. [15] proposed a copyright protection scheme in

the form of an access control mechanism. They break a content

object into two partitions; the bigger partition is cached in the

network while the smaller partition remains at the producer

for client authentication. Li et al. [16] proposed a token-based

access control in which providers publish public and private

tokens to unauthorized and authorized clients, respectively. A

client’s request retrieves the content if the provider successfully

validates the client’s token. The main drawback of these two

schemes were the dependency on the always-online authenti-

cation server.

Another set of solutions [8], [10] require the network

(routers) to enforce access control and authenticate clients. The

advantages of these approaches include: (i) do not require an







PIT. Fig. 2 illustrates an overview of the routers’ protocols,

which will be discussed in more details in the next section.

5. TACTIC DESIGN

In this section, we present the tag pre-check and routers’

protocols in details. First, we explain the tag pre-check protocol,

which takes place whenever a router needs to validate a tag.

After that, we discuss three protocols: one each for edge routers

(RE), content routers (Rc
C), and intermediate routers (Ri

C),

respectively. Protocol 1 presents our low-cost tag pre-check

protocol that is employed by routers in RE and Rc
C to validate

the received tag using the tag’s ALu, expiry time (Te), and

provider’s name prefix before the more expensive BF lookup

and signature verification operations.

For successful content retrieval, an rE compares the

provider’s name prefix N(PubTp ), extracted from the tag T ’s

provider key locator, with the content name prefix, N(D), ex-

tracted from the interest (Protocol 1, Lines 1-2). This procedure

prevents u from using T (or more exactly Tpu) to retrieve

a content from another provider p′. TACTIC leverages tag

expiration as the mean to revoke clients’ memberships. An rE ,

after validating the requested name prefix, examines the tag’s

expiry (Te) and drops the request if Te is less than the current

time (Tcurrent) (Protocol 1, Line 3-4). A shorter expiry time

mandates clients to request fresh tags more frequently, which

allows a more fine-grained and flexible client revocation.

We set the ALD (of a publicly available data) to NULL,

which allows an rcC to return the requested content without tag

verification. We envision a hierarchical access level model in

which tags with higher access levels can retrieve content with

lower access levels (ALD ≤ ALT
u ). Therefore, if ALD > ALT

u

in the received request, the content router drops the request

(Lines 8-9). The provider’s public key locator in the content

packet (PubDp ) and tag (PubTp ) should match for a successful

content retrieval (Lines 10-11). The universe of providers that

require access control for their clients is significantly small

and would potentially number in a few thousands. Thus, our

approach of storing public key of the providers would not suffer

Protocol 1 Pre-check Procedure for Validating Tag T

{At Edge Router}
1: if N(PubTp ) 6= N(D) then

2: T is invalid;

3: else if Te < Tcurrent then

4: T is invalid;

5: else

6: continue;

7: end if

{At Content Router}

8: if ALD > ALT
u then

9: T is invalid;

10: else if PubDp 6= PubTp then

11: T is invalid;

12: else

13: continue;

14: end if

Protocol 2 Edge Routers (rE ∈ RE) Procedure

{On Interest Arrival}
1: if AP T

u 6= AP rE
u then

2: Drop the request ∧ send NACK to u
3: else

4: if Tu ∈ BF rE then

5: F = BF rE (FPP )
6: else

7: F = 0;

8: end if

9: forward the request

10: end if

{On Content Arrival}

11: if D == T new
u then

12: insert T new
u into BF rE ∧ forward D to u

13: else if D arrives without NACK then

14: if F == 0 then

15: insert Tu into BF rE ∧ forward D towards u
16: else

17: forward D towards u
18: end if

19: else if D arrives with NACK then

20: drop the request for Tu
21: end if

22: ∀Tw ∈ PIT (D) validate Tw
23: forward D to w if valid and drop otherwise

from scalability issues. We will discuss the benefit of provider’s

public key matching in Section 6 in more details.

A. Edge Router Protocol

Protocol 2 presents the procedure that an rE ∈ RE adopts,

when it receives an interest and the corresponding response

(client u; Provider p).

On Interest: When an rE receives a request, it first compares

the tag’s access path (AP T
u ) to the one in request (AP rE

u ). If

AP T
u 6= AP rE

u , then rE drops the request and sends a NACK

to the client u (Lines 1-2). If AP T
u is valid, rE looks up Tu in

its BF (BF rE ) (Line 4). If Tu exists in BF rE , rE sets the value

of F to its BF’s false positive probability value (BF rE (FPP ))
(Line 5). If it is not in BF rE , rE sets F = 0 (Line 7). Then

it forwards the request to its upstream router (Lines 8-9). The

value of F will be used by content routers to decide whether

to re-validate Tu or not. We will discuss it in more details in

Protocol 3.

On Content: If a registration response packet arrives at rE
for client u (T new

u ), i.e. a new tag coming from the producer,

rE adds it into BF rE and forwards it towards u (Lines 11-12).

Otherwise, if the response packet is a content packet without

any NACK attached to it, rE checks the F value that has been

set by the content router. If F == 0, then Tu /∈ BF rE at

the interest forwarding time; hence, rE inserts the tag into its

Bloom filter and forwards D towards u (Lines 14-15). Any

other value of F shows that Tu ∈ BF rE , and hence rE
forwards D to u (Line 17). This helps the edge routers to







the content decryption key from expired tags for decrypting the

content. But, compromising ISP routers is difficult.

A. Malicious Client

As we mentioned in Subsection 3.3, there are threats against

our mechanism, such as content retrieval using expired tags,

fake tags, or unauthorized use of shared or replayed tags.

In TACTIC, any router can validate a tag by verifying the

provider’s signature thus preventing unauthorized access to con-

tent. In our design, using Bloom filters for storing validated tags

allows the routers to reduce the cost of signature verification

to a constant time Bloom filter look up. To further reduce

the routers computational overhead, edge and content routers

perform pre-filtering procedures for detecting the invalid tags

before Bloom filter look up.

In TACTIC, edge routers drop a request if the name prefix

of the requested content does not match the tag’s name prefix

field to prevent a client using a valid tag of Provider “A” to

retrieve a content from Provider “B.” The edge routers drop

the requests with expired tags to prevent the propagation of

expired requests into the network core. Also, an edge router

validates the access path from the request with the tag’s access

path to guarantee that an unauthorized user cannot access the

content, unless it is co-located with an authorized client under

the same access point. Note that it is difficult to differentiate a

client using multiple instances of the same application on her

device from co-located attacker(s) and client.

In our mechanism, the content routers (routers caching

content) are responsible for checking whether the tag’s access

level can satisfy the requested content’s access level. Other than

the access level, the content routers match the provider’s public

key in the tag and the content for validation.

B. Malicious Content Provider

A malicious content provider might hijack a legitimate

provider’s name prefix to poison the network with fake content

or prevent clients service access. To do so, the malicious

provider generates a malicious tag for a client, which will be

used for content retrieval. We define a malicious tag as one that

either includes a legitimate provider’s public key locator or the

malicious provider’s public key locator, and is signed by the

malicious provider. The content router detects the malicious tag

if the malicious provider’s public key is included in the tag.

In case that the legitimate provider’s public key is included

in the tag, the malicious tag fails the signature verification.

However, a false positive at an edge router’s Bloom filter allows

the request with malicious tag to be forwarded in the network.

The intermediate router, if they do not aggregate the interest,

will not validate the tag. The tag also may not be validated

by a content router. Then the fake content will be delivered to

the client. We note that this scenario will be extremely rare,

and even if this happens the client can validate the content and

drop it. In this scenario, the client can validate the content by

verifying its signature.

One can see that a malicious provider is not a threat to

TACTIC’s security. However, a legitimate client’s attempts for

retrieving a content with a malicious tag will be unsuccessful,

which causes service degradation on the client. Note that a

client might receive a malicious tag only if the routers’ FIBs

are populated incorrectly (pointing to a malicious provider).

With secure routing protocols, this is rare, but this can affect

all communications.

Note that a malicious content provider can orchestrate a

network DoS attack by adjusting its tags validity to a short

period (e.g., one second). In such a scenario, the clients have

to request fresh tags every second. However, obtaining a fresh

tag only requires one request per client, which is negligible

compared to the large number of requests for actual content

retrieval–essentially a low-rate DoS attack.

7. COMPARISON WITH THE STATE-OF-THE-ART

In this section, we compare TACTIC with the state-of-the-

art in ICN’s access control in terms of fundamental features

including client revocation, communication/computation cost,

and dependency on additional infrastructure. Table II presents

the summary of this comparison.

Almost all ICN-based access control mechanisms incur com-

munication overhead. The communication overhead can be in

forms of extensive communication between network entities [9]

or metadata that is needed for content consumption [16]. While

a few mechanisms incur constant communication overhead [8],

[14], in other approaches the overhead increases with the

number of clients [3], [7] or their attributes [10]. Similar

to [16], TACTIC’s communication overhead is the fixed size

tags in the requests, which places it among mechanisms with

low communication overhead. Adding tags to requests also

eliminates the needs of an always-online authentication server

similar to [3], [7].

Access control delegation to the network introduces addi-

tional computation burden to entities such routers and prox-

ies [8], [10]. In TACTIC, similar to [8], the network enti-

ties perform Bloom filter operations in addition to infrequent

signature verifications and access path validations. However,

these operations are less compute intensive compared to costly

cryptographic computation proposed in [3], [5], [7], [10], [11].

Furthermore, unlike [8], TACTIC can satisfy the authorized

requests for the cached content without relying on a proxy for

access policy decryption [10].

One of the most important features of any access control

mechanism is efficient and effective client revocation. In this

context, efficiency measures the additional communication and

computation cost of revoking a client, while effectiveness

measures how fast the system can eliminate the revoked ac-

cess to the content. Some mechanisms [5], [10], [11] require

content re-encryption for each revocation–a prohibitive practice.

Others [3], [7] require meta-data generation and network-wide

distribution. In contrast to these mechanisms, the cost of client

revocation in TACTIC is reduced to a tag request/response

communication for each client, which is significantly lower than

the above approaches. TACTIC’s flexible revocation mechanism

allows the content provider to set a shorter tag expiry time,



TABLE II: TACTIC’s Comparison with the Proposed Access Control Mechanisms

Mechanism
Communication Computation Burden Additional Client Access Control

Overhead Provider Network Client Infrastructure Revocation Enforcement

TACTIC Low - Low - N/A Tunable Time-based Network

Misra et al. [3], [7] Moderate - - Moderate N/A Threshold Based Client
Chen et al. [8] Low High Low - N/A Daily Re-encryption Provider
Kurihara et al. [9] High High Moderate - Required Lazy Revocation Provider
Da Silva et al. [10] Low - High - Required Key Update per Revoc. Network
Hamdane et al. [11] Low High - Moderate N/A System Re-key Provider
Li et al. [4], [12] Moderate Moderate - Moderate Required N/A Client
Wood et al. [14] Low High - - N/A N/A Provider
Mangili et al. [5] Low High - Moderate N/A Partial Re-encryption Client
Tan et al. [15] High Extreme - - N/A Provider Authentication Provider
Li et al. [16] Low Moderate Low - N/A N/A Provider

resulting in more frequent tag expiry, which is more effective

compared to the daily revocation proposed in [8].

8. SIMULATION RESULTS AND ANALYSIS

In this section, we first explain our simulation setup and

the scope of implementation and then present the evaluation

criteria, our simulation results, and numerical analysis.

A. Simulation Setup

We extended the ndnSIM-2.3 simulator [17] (an ns-3 mod-

ule) to implement TACTIC. We implemented the Client Reg-

istration Procedure in which a client uses her credentials to

obtain a tag from the producer. We further implemented the Tag

Pre-check Procedure (Protocol 1), the Edge Router Procedure

(Protocol 2), the Content Router Procedure (Protocol 3), and

the Intermediate Router Procedure (Protocol 4).

Network Setup: We ran our simulations on four different scale

free network topologies with 500Mbps (1 ms latency) core

and 10Mbps (2 ms latency) edge links. We selected a few

designated routers from these topologies as the edge routers

to add clients, attackers, and providers. Table III presents the

number of routers, providers, legitimate clients, and unautho-

rized users (hereafter attackers) in our topologies. We randomly

selected the number of attackers to be roughly one-third and

the legitimate clients to be the two-third of the user base.

In our implementation, each router is equipped with a BF.

The FPP of a BF has been formalized given its size, the number

of hash functions, and the number of items to be indexed [18].

For simulation purposes, we set the BF to index 500, 1000, 1500
tags, the number of hash functions as 5, and the maximum

FPP as 0.0001. To avoid additional false positives, in our

implementation, each router automatically resets its BF, when

its is saturated (its FPP reaches the maximum FPP).

Client and Attacker Setup: We implemented a Zipf-window

client in which each client is equipped with a fixed size window

for outstanding requests (set to 5 requests in our simulations).
TABLE III: Network Topologies with the Number of entities.

Topo. 1 Topo. 2 Topo. 3 Topo. 4

Core Routers 80 180 370 560
Edge Routers 20 20 30 40
Providers 10 10 10 10
Legitimate Clients 35 71 143 213
Attackers 15 29 57 87

Clients take the content popularity (Zipf distribution with α =
0.7) into account to select and request new contents. Clients

first register themselves at the content providers, if they do not

possess any valid tag from that providers, and then request the

selected contents.

We implemented the attackers that we defined in the threat

model (Subsection 3.3). However, we left the implementation

of the access path feature as part of our future work. Attackers

are also equipped with outstanding request windows.

Content Producer Setup: We set each producer to generate 50
content objects of 50 chunks each. Content popularity follows

a static Zipf distribution (α = 0.7), popularity does not change

over time [19]. The expiry time of a tag was set to 10 seconds to

investigate scenarios with a high tag churn rate, which creates

computation overhead at the routers.

Evaluation Criteria: We use user-based and network-based

metrics to evaluate TACTIC. The user-based metrics are: (i)

average content retrieval latency, (ii) request satisfaction ratio,

and (iii) tag statistics (number of requested/received tags).

The network-based metrics are: (i) computational overhead

such as BF insertions, look ups, and signature verifications and

(ii) BF reset threshold. We define the BF reset threshold as

the minimum number of requests that cause a BF to reach its

maximum FPP threshold, which prompts the BF’s reset.

B. Results and Analysis

We ran our simulations for 2000 seconds and averaged the

results of each topology over five runs with different seeds. The

ns-3 (and hence ndnSIM) simulator does not take the time of

the computational operations into account. Thus, we bench-

marked the latency distribution (normal distribution) of our

computation-based events: BF look up ∼ N (9.14×10−7, 6.51×
10−9), BF insertion ∼ N (3.35 × 10−7, 1.73 × 10−3), and

signature verification ∼ N (1.12 × 10−5, 6.49 × 10−3), on a

machine (with Intel Core-i7, 2.93GHz, 20.5GB RAM) run-

ning Ubuntu 14.04. This allowed us to apply the delays, for

computation-based operations, as random variables according

to our benchmarks.

Fig. 5 illustrates the content retrieval latency (averaged per

second) of our mechanism with three BF sizes. The average

content retrieval latency decreases as the size of the BF in-

creases. This is because the FPP grows slowly with the size
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Fig. 8: # of requests for BF reset with various the false positive

probabilities (FPP) and tag expiry (TE) periods.

the three aforementioned operations, BF look up is a function

of the client request rate. However, BF insertion and signature

verification (more computation intensive operations) occur fol-

lowing edge routers’ BF resets. This allows us to reduce the

routers workload by reducing the number of BF resets, which

is a function of BF size, its FPP, and the tag validity period.

Fig. 8 presents the effect of various FPPs and tag validity

periods on the number of requests received by the routers

before a BF reset is needed (Topology 1). It is obvious that

a higher value is more desired. For a fixed FPP in Fig. 8(a),

we can observe that the amount of requests for one BF reset

does not considerably change with different tag validity periods.

However, increasing the FPP from 0.0001 to 0.01 significantly

changes the expected number of requests for a BF reset. As it is

shown in Fig. 8(b), the core routers follow the same trend. Even

a modest increase in number of requests needed before a reset

implies that the routers have to spend significantly less time in

signature verifications, thus helping with core scalability.

To explore BF improvement, we increased the size of BFs

from 500 to 5000 for two different false positive probabilities.

Table V shows the results. We approximately reduced 93% of

the edge and 99% of the core routers BF resets by increasing

the Bloom filters size to 5000. This results shows the impact

of the Bloom filter size compared to its FPP on reducing the

routers computational overhead.

TABLE V: Number of BF Resets for Various Size and FPP

values with 10 Seconds Tag Expiry Period.

BF Size 500 Items 5000 Items Improvement

BF FPP 10
−4

10
−2

10
−4

10
−2

10
−4

10
−2

Edge Routers 20840 9354 1233 609 94.08% 93.48%
Core Routers 596 255 8 1 98.65% 99.60%

9. CONCLUSIONS

In this paper, we proposed, TACTIC, an access control

mechanism for ICN wireless edge, in which the authentication

and authorization tasks are delegated to the network entities

such as routers and access points. By leveraging Bloom filters,

TACTIC dramatically reduces the costly signature verification

at the intermediate entities. The client side complexity of

TACTIC is only obtaining a fresh tag from the providers upon

tag expiry. Our simulation results demonstrates the practicality

of our mechanism.

In future, we plan to augment our mechanism with a traitor

tracing feature for preventing the clients from sharing their

tags with unauthorized users and thwarting replay attack. We

also plan to test our mechanism in a real testbed under nodes

mobility.
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