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Abstract—Identifying events from different sources is essential to various business process applications such as provenance querying or process mining. Distinct features of heterogeneous events, including opaque names and dislocated traces, prevent existing data integration techniques from performing well. To address these issues, in this paper, (1) we propose an event similarity function by iteratively evaluating similar neighbors. (2) In addition to event nodes, we further employ the similarity of edges (indicating relationships among events) in event matching. We prove NP-hardness of finding the optimal event matching w.r.t node and edge similarities, and propose an efficient heuristic for event matching. Experiments demonstrate that the proposed event matching approach can achieve significantly higher accuracy than state-of-the-art matching methods. In particular, by considering the event edge similarity, our heuristic matching algorithm further improves the matching accuracy without introducing much overhead.
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1 INTRODUCTION

WING to various mergers and acquisitions, information systems (e.g., Enterprise Resource Planning (ERP) and Office Automation (OA) systems), developed independently in different branches or subsidiaries in large-scale corporations, keep on generating heterogeneous event logs. We surveyed a major bus manufacturer who recently started a project on integrating their event data in the OA systems of 31 subsidiaries. These OA systems have been built independently on 5 distinct middleware products in the past 20 years. More than 8,190 business processes are implemented in these systems, among which 68.8 percent are indeed different implementations of the same business activities in different subsidiaries. For instance, in the following Example 1, we illustrate two versions of part manufacturing processes in different subsidiaries. Events denoting the same business activities commonly exist in these heterogeneous processes.

The company has started to integrate these heterogeneous event data into a unified business process data warehouse [3], [4], where different types of analyses can be performed, e.g., querying similar complex procedures or discovering interesting event patterns in different subsidiaries (complex event processing, CEP [6]), comparing business processes in different subsidiaries to find common parts for process simplification and reuse [21], or obtaining a more abstract global picture of business processes (work flow views [11]) in the company. Without identifying the correspondence among heterogeneous events, applications such as query and analysis over the event data may not yield meaningful results.

The event matching problem is to construct the similarity and matching relationship of events from heterogeneous sources. Manually identifying matching events is (1) obviously inefficient, and (2) could be contradictory. An automatic approach is highly demanded for matching these heterogeneous event data. Rather than manually matching events with great effort, the user could simply confirm the results returned by the automatic approaches. The major benefit to the aforesaid bus company is that the user’s effort is greatly reduced in the integration project.

Different from the conventional schema matching on attributes in relational databases [7], events often appear as sequences. The event data integration is challenging due to the following features commonly observed in event data (see examples below): (1) Event names could be opaque, due to various encoding, syntax or language conventions in heterogeneous systems; (2) Event traces might be dislocated. Only a part (e.g., the beginning) of a trace 1 corresponds to a distinct part (e.g., the end) of another trace 2.

Example 1. Fig. 1 illustrates two example fragments of event logs \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) for part manufacturing in two different subsidiaries of a bus manufacturer, respectively. Two example traces are shown in each log, where each trace denotes a sequence of events (steps) for processing one part. An event log consists of many traces, among which the sequences of events may be different, since some of the events can be executed concurrently (e.g., \( \text{Functional Detection (B)} \) and \( \text{Appearance Detection (C)} \) in \( \mathcal{L}_1 \), or exclusively (e.g., \( \text{Production Line 1 (6)} \) or \( \text{Production Line 2 (7)} \) in \( \mathcal{L}_2 \)).

Note that opaque names exist in \( \mathcal{L}_2 \) as shown in Fig. 1b. The event E247928AE(3) is collected from a 75
Fig. 1. Fragments of two event logs and their dependency graphs.

source whose encoding is distinct from others, which makes the event name garbled. It indeed denotes a step of “Appearance Testing”, and should correspond to Appearance Detection (C) in $L_1$. The true event corresponding relation between $L_1$ and $L_2$ is highlighted by red dashed lines in Figs. 1a and 1b.

Dislocated matching exists between $L_1$ and $L_2$. Event Part Assembly (A) that appears at the beginning of traces in $L_1$ corresponds to event Assembling (1), which appears in the middle of traces in $L_2$, having event Production Line I (6) or event Production Line II (7) before it.

Unfortunately, existing techniques cannot effectively address the aforesaid challenges in event matching. A straightforward idea of matching events is to compare their names (i.e., event labels). String edit distance (syntactic similarity) [20] as well as word stemming and the synonym relation (semantic similarity) [22] are widely used in the label similarity based approaches [5], [16], [21], [31]. As shown in Example 1, such a typographical similarity cannot address the identified Challenge 1, i.e., opaque event labels.

Structural similarity may be considered besides the typographical similarity. The idea is to construct a dependency graph for describing the relationships among events, e.g., the frequency of appearing consecutively in an event log [8]. Once the graphical structure is obtained, graph matching techniques can be employed to identify the event (behavioral/structural) similarities. Unfortunately, existing graph matching techniques cannot handle well the dislocated matching of events, i.e., the aforesaid Challenge 2.

Both graph edit distance (GED) [5] for general graph data and normal distance for matching with opaque names (OPQ) [13], [14] concern a local evaluation of similar neighbors for two events. However, dislocated matching events, such as event A without preprocessor and event 1 with preprocessor in Figs. 1c and 1d, may not have highly similar neighbors (see more details below). In addition to local neighbors, another type of SimRank [12] like behavioral similarity (BHVS) [21] considers a global evaluation via propagating similarities in the entire graph in multiple iterations.

Unfortunately, directly applying the global propagation does not help in matching dislocated events that do not have any predecessor, e.g., event A in Fig. 1c.

Example 2. Figs. 1c and 1d capture the statistical and structural information of $L_1$ and $L_2$, respectively. See Definition 1 for constructing $G_{L_1}$ and $G_{L_2}$. Each vertex in the directed graph denotes an event, while an edge between two events (say AC in Fig. 1c for instance) indicates that they appear consecutively in at least one trace (e.g., trace t2 in Fig. 1a). The numbers attached to edges represent the normalized frequencies of consecutive event pairs.

For instance, 0.05 of AC means that A, C appear consecutively in 5% of the traces in the event log.

Since GED and OPQ concern more about the local similarity, e.g., the high similarity of (A, C) and (5, 7), an event mapping $M = \{A \rightarrow 5, B \rightarrow 6, C \rightarrow 7, D \rightarrow 1\}$ will be returned by GED with distance 0.139 and OPQ with score 6.133. The true mapping $M' = \{A \rightarrow 1, B \rightarrow 2, C \rightarrow 3, D \rightarrow 4\}$ in ground truth shows a higher GED distance 0.183 (lower is better) and lower OPQ score 6.016 (higher is better) instead. BHVS does not help in capturing dislocated mapping, e.g., between A and 1 with BHVS similarity 0. Instead, A and 5 with no input neighbors have higher similarity 1, i.e., unable to find the dislocated matching.

1.1 Contributions

We notice that the event matching problem consists of two steps: 1) computing the pairwise similarities of events, and 2) determining the matching correspondences of events. While the preliminary version of this paper [32] focuses on computing the event similarities, summarized in Section 3, we further study the second event matching determination problem, i.e., Section 4. In particular, we indicate in Examples 6 and 7 that considering the edge similarities among events in dependency graphs is also essential in event matching. Unlike the matching with only event node similarity, the matching problem with event edge similarity is generally hard. Therefore, an efficient heuristic is studied for event matching. Our major contributions in this paper are summarized as follows.

1. We formally define the iteratively computed, dislocated matching aware event similarity function. Please refer to the preliminary conference version of this paper [32] for the convergence analysis of iterative similarity computation (in Section 3.3).
TABLE 1
Frequently Used Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v \in V)</td>
<td>an event (v) in event set (V)</td>
</tr>
<tr>
<td>(G(V, E, f))</td>
<td>an event dependency graph</td>
</tr>
<tr>
<td>(v^X)</td>
<td>an artificial event</td>
</tr>
<tr>
<td>(\bullet \bullet \bullet )</td>
<td>the pre/post set of an event</td>
</tr>
<tr>
<td>(\mathcal{S}^X(v_1, v_2))</td>
<td>the similarity between events (v_1) and (v_2) after the (n)th iteration</td>
</tr>
<tr>
<td>(d(v_1))</td>
<td>the longest distance from (v_1) to (v_2)</td>
</tr>
<tr>
<td>(M)</td>
<td>event matching</td>
</tr>
<tr>
<td>(L(v))</td>
<td>local neighbors of event (v)</td>
</tr>
</tbody>
</table>

(Section 3.4) and the detailed algorithm (Section 3.6).

2. OVERVIEW OF EVENT MATCHING

We study the optimal event matching problem, over the aforesaid computed event similarities. In addition to event node similarities, we show that the edge similarities among events could help in optimal event matching. The problem of finding the optimal event matching w.r.t node and edge similarities is proved to be NP-hard. An efficient heuristic is thus devised by gradually considering the local optimal matching of events.

We report an extensive experimental evaluation on both real and synthetic datasets. The results demonstrate that our proposed matching methods achieve higher accuracy than state-of-the-art methods.

The remainder of this paper is organized as follows. We introduce the problem in Section 2, provide a detailed analysis of existing solutions in Section 3, propose the updated solution in Section 4, and provide an empirical evaluation in Section 5.

2.1 Capturing Structural Information

Detecting correspondences on raw logs is difficult, since the event names could be “opaque”. Other than typographic similarity, we can exploit the structural information for matching events.

Following the same line of [33], we employ a simple graph model, namely a dependency graph, which consists of both dependency relations and frequencies.

Definition 1 (Event Dependency Graph). An event dependency graph \(G\) is a labeled directed graph \((V, E, f)\), where each vertex in \(V\) corresponds to an event, \(E\) is an edge set, and \(f\) is a labeling function of normalized frequencies.

(1) For each \(v \in V\), \(f(v, v)\) is the normalized frequency of event \(v\), i.e., the fraction of traces in \(L\) that contain \(v\).

(2) Each edge \((v_1, v_2) \in E\) denotes that events \(v_1\) and \(v_2\) occur consecutively at least once in the traces. \(f(v_1, v_2)\) is the normalized frequency of consecutive events \(v_1\) and \(v_2\), i.e., the fraction of traces in which \(v_1\) and \(v_2\) occur consecutively.

(3) Otherwise, for \(v \neq u\), \((v, u) \in E\), we have \(f(v, u) = 0\).

With the presence of dislocated matching, any event in an event log can be a starting/ending event. That is, a trace can start/end with any event \(v\) ignoring those events before/after \(v\) in the dependency graph. Based on this intuition, we extend the dependency graph \(G\) by adding an artificial event \(v^X\) and several artificial edges as follows.

(1) An artificial event \(v^X\) is added to \(V\), which denotes the virtual beginning/end of all traces in an event log.

(2) For each event \(v \in V\) except \(v^X\), we add two artificial edges \((v, v^X)\) and \((v^X, v)\), i.e., each event can be a virtual start (edge \((v^X, v)\)) and a virtual end (edge \((v, v^X)\)). Moreover, we associate \(f(v^X, v) = f(v, v^X) = 1\) based on the intuition that a trace can start/end with event \(v\) at all the locations where it occurs.

Example 3. In order to support dislocated matching, we add artificial events and edges to dependency graphs, denoted by vertices and edges in dashed lines in Figs. 2a and 2b. As the virtual beginning/end of all traces, \(v^X\) and \(v^X\) connect to all the events in \(V_1\) and \(V_2\), respectively. The weight on each artificial edge is assigned by the normalized frequency of the occurrence of each event. For instance, since event \(C\) appears in all the traces of \(L_1\), we have \(f(v^X, C) = 1.0\). Event \(S\) only appears in 40 percent of the traces of \(L_2\), which indicates \(f(v^X, S) = 0.4\).

2.2 Computing Pair-Wise Event Similarity

Based on the dependency graphs of two event logs, \(G_1(V_1, E_1, f_1)\) and \(G_2(V_2, E_2, f_2)\), the similarity on each event pair, denoted as \(S(v_1, v_2)\), \((v_1, v_2) \in V_1 \times V_2\), can be computed. Motivated by the unique features of heterogeneous events as indicated in the introduction, we propose a similarity measure by iteratively utilizing structural information (see Section 3).

2.3 Determining Event Matching

Once all the pair-wise similarities are obtained between two event logs (dependency graphs), we determine the matching of events referring to the event similarities (see details in Section 4). It is worth noting that the event pairs containing 2.

The proposed measure is extensible by integrating with other similarities such as typographic or linguistic similarities [22]. See the preliminary version of this paper [32].
either \( v^{(i)} \) or \( v^{(j)} \) should be omitted since these two events are introduced artificially and do not actually exist in event logs.

### 3 Computing Event Similarity

Three categories of techniques may be considered for evaluating event similarities: (1) content-based such as typographic similarities [22], (2) structure-based similarities which concern local structures such as GED [5] and OPQ [13, 14], and (3) structure-based similarities with a global view of the entire graph like SimRank [12]. Unfortunately, as illustrated in the introduction, content based similarities often fail to perform owing to opaque event names, while GED and OPQ cannot handle dislocated matching well. On the other hand, the widely used SimRank [12] is not effective, since it does not take edge similarities into consideration, which are the key properties of consecutive occurrence between events. (See experimental evaluation in Section 5.)

In this section, we present an adaption of SimRank like structural similarity function for matching events. Convergent and efficient pruning of unnecessary similarity updates based on early convergence and fast (one iteration) estimation of similarities are presented in the preliminary conference version of this paper [32].

#### 3.1 Structural Similarity Function

Intuitively, following the same line of SimRank, an event, say \( v \in \mathcal{V}_1 \), is similar to an event \( v \in \mathcal{V}_2 \), if they frequently share similar predecessors (in-neighbors). We use \( s(v, v') \) to denote how often a predecessor \( v \) of \( v \) is a predecessor of \( v' \). Note that this measure is symmetric, having \( s(v, v') = s(v', v) \).

Next, to adapt SimRank like evaluation for event similarity, we further take edge similarities into consideration. Although the predecessors \( v_1 \) and \( v_2 \) of \( v \) and \( v' \) respectively, have high similarity, if the frequency of \( (v_1, v) \) deviates far from the frequency of \( (v_2, v) \), the similarity of \( v_1 \) and \( v_2 \) will have less effect on the similarity of \( v \) and \( v' \).

Following these definitions, we define a forward similarity w.r.t. predecessors. (Backward similarity on successors can be defined similarly as discussed in Section 3.6 in the preliminary version of this paper [32]).

**Definition 2 (Event Similarity).** The forward similarity of two events is

\[
S(v_1, v_2) = \frac{s(v_1, v_2) + s(v_2, v_1)}{2}
\]

where \( s(v_1, v_2) \) and \( s(v_2, v_1) \) are one-side similarities

\[
s(v_1, v_2) = \frac{1}{|v|} \sum_{v_1 \in v} \max_{v_2 \in v} C(u_1, v_1, u_2, v_2) S(u_1, u_2)
\]

given that

\[
C(u_1, v_1, u_2, v_2) = c \cdot \left(1 - \frac{f_j(u_1, v_1) - f_j(u_2, v_2)}{f_j(u_1, v_1) + f_j(u_2, v_2)}\right)
\]

where \( c \) is a constant having \( 0 < c < 1 \).

We now explain how these formulas implement our intuition. In the formula of \( s(v_1, v_2) \), for each in-neighbor \( u_1 \) of \( v_1 \), we find an event \( v_2 \) with the highest similarity to \( u_1 \) among all the in-neighbors of \( v_2 \). Besides the node similarity \( S(u_1, u_2) \), evaluating how similar \( u_1 \) and \( u_2 \) are, we also consider the similarity of the edges \( (u_1, v_1) \) and \( (u_2, v_2) \), i.e.,

\[
C(v_1, u_1, v_2, u_2).
\]

Recall that edges denote the consecutive occurring relationships of events. Obviously, if \( (u_1, v_1) \) and \( (u_2, v_2) \) have similar normalized frequencies, \( C(v_1, u_1, v_2, u_2) \) is close to \( c \), otherwise close to \( 0 \), where \( c \) gives the rate of similarity decay across edges.

#### 3.2 Iterative Computation

To compute \( S(v_1, v_2) \) from predecessors, we present an iteration method by iteratively applying the formulas in Definition 2. Let \( S^{(i)}(v_1, v_2) \) denote the forward similarity of \( (v_1, v_2) \) after the \( i \)th iteration. The computation has two steps: the initialization step which assigns \( S^{(0)}(v_1, v_2) \) to every event pair \( (v_1, v_2) \), and the iteration step which computes the value of \( S^{(i+1)}(v_1, v_2) \) using \( S^{(i)}(v_1, v_2) \) according to Definition 2, where \( i \geq 1 \).

**3.2.1 Initialization**

For the artificial events \( v^{(i)} \) and \( v^{(j)} \), the initial similarities \( S(v^{(i)}, v^{(j)}) \) is set to 1.0 since both of them are defined as the virtual beginning and ending of traces. We set \( S^{(0)}(v^{(i)}, v^{(j)}) \) and \( S^{(0)}(v^{(j)}, v^{(i)}) \) to 0 for any \( v^{(i)} \in \mathcal{V}_1, v^{(j)} \in \mathcal{V}_2 \) that are not artificial. Similarly, for any other event pair \( (v_1, v_2) \), \( S^{(0)}(v_1, v_2) \) is set to 0, since there is no a priori knowledge for assigning nonzero values as initial similarities.

**3.2.2 Iteration**

In each iteration, we refresh \( S \) for each event pair \( (v_1, v_2) \) using the similarities of their neighbors in the previous iteration. For instance, according to Definition 2, \( S^{(i)} \) which denotes the forward similarity of \( (v_1, v_2) \) after the \( i \)th iteration can be computed by:

\[
S^{(i)}(v_1, v_2) = \frac{s^{(i)}(v_1, v_2) + s^{(i)}(v_2, v_1)}{2}
\]

\[
s^{(i)}(v_1, v_2) = \frac{1}{|v_1|} \sum_{v_2 \in v_1} \max_{v_2 \in v_2} C(v_1, u_1, v_2, u_2) S^{(i-1)}(v_1, v_2).
\]

The similarities involving artificial events (e.g., \( S(v^{(i)}, v^{(j)}) \)), \( S^{(i)}(v^{(i)}, v^{(j)}) \) and \( S^{(i)}(v^{(j)}, v^{(i)}) \) are not updated during the iteration. The algorithm stops when the difference between \( S^{(i)}(v_1, v_2) \) and \( S^{(i-1)}(v_1, v_2) \) for all event pairs \( (v_1, v_2) \) is less than a predefined threshold.

**Example 4 (Example 2 Continued).** Initially, \( S^{(0)}(v^{(i)}, v^{(j)}) \) is assigned with 1.0, and \( S^{(0)}(v_1, v_2) \) is assigned with 0 for any other event pairs where \( v^{(i)} \neq v_1 \) or \( v^{(j)} \neq v_2 \). Consider the event pair \((A, 5)\). In the first iteration, we have \( \mathcal{A} = 1 \), \( S^{(0)}(v^{(i)}, A, v^{(j)}) = 0.571 \) and \( S^{(0)}(v^{(i)}, v^{(j)}) = 1.0 \), so that \( s^{(1)}(A, 5) = \frac{0.571}{1} C(v^{(i)}, A, v^{(j)}) S^{(0)}(v^{(i)}, v^{(j)}) = 0.571 \). \( S^{(1)}(A, 5) = \frac{0.571}{1} C(v^{(i)}, A, v^{(j)}) [S(v^{(i)}, v^{(j)})] = 0.571 \) can be got in the same way. So \( S^{(1)}(A, 5) = 0.5 \times s^{(1)}(A, 5) = s^{(2)}(A, 5) = 0.571 \). For the event pair \((A, 1)\), we have \( s^{(1)}(A, 1) = \frac{0.571}{1} C(v^{(i)}, A, v^{(j)}, 1) S(v^{(i)}, v^{(j)}) = 1.0 \) and \( s^{(1)}(A, 1) = \frac{0.571}{1} C(v^{(i)}, A, v^{(j)}, 1) [S^{(0)}(v^{(i)}, v^{(j)})] = 0.571 \). \( S^{(1)}(A, 1) = \frac{0.571}{1} C(v^{(i)}, A, v^{(j)}, 1) [S^{(0)}(v^{(i)}, v^{(j)})] = 0.571 \).
and 5, which solves the problem of dislocated matching.

Indeed, by aggregating the event similarities specified in a
matching (e.g., by summation in Definition 3), the true
mapping $M'$ in Example 2 has a higher (better) score 2.652
than that of $M$ (i.e., 1.539).

The time complexity of computing forward similarity is
$O(k|V| |V|/d_{avg})$, where $k$ is the number of iterations and $d_{avg}$
is the average degrees of all the events in the dependency
graph. When the density of the dependency graph as well
as the number of iterations is high (i.e., $d_{avg}$ and $k$ are high),
the iterative computation is time-consuming.

3.3 Estimation

We further improve the efficiency by introducing an estimation
of each $S(v_1, v_2)$ with fewer iterations, e.g., even
with only one iteration. Thereby, the estimation has an
$O(|V||V|/d_{avg})$ time complexity in an extreme case that only
iteration is conducted, or conduct more iterations to
make the estimated similarity closer to the exact similarity.

It can be interpreted as trading the accuracy for efficiency.

First, we rewrite the formula of $S(v_1, v_2)$ as follows:

$$
S(v_1, v_2) = \frac{1}{2} \left( \frac{1}{|V|} \sum_{u_1, u_2 \in V} \left( C(v_1^x, v_1^y, v_2^x, v_2^y) S(u_1^x, u_1^y) \right) + \sum_{u_1, u_2 \in V} \max_{v_1, v_2 \in V} C(u_1, v_1, u_2, v_2) S(u_1, u_2) \right)
$$

For simplicity, we denote $C$ as $C(v_1^x, v_1^y, v_2^x, v_2^y, A)$ as $\mathbf{v}_1$, and $B$ as $\mathbf{v}_2$. The formula is further derived.

$$
S^*(v_1, v_2) \approx S_{avg}(v_1, v_2) = \frac{c(2AB - A - B) - A}{4AB} S_{avg}(v_1, v_2) + \frac{A + B}{2AB} C.
$$

Let $q = \frac{2AB - A - B}{2AB}$ and $a = \frac{A + B}{2AB} C$. It follows

$$
S_{avg}(v_1, v_2) = q S_{avg}(v_1, v_2) + a
$$

and $q^{n-1} S_{avg}(v_1, v_2) = a q^n S_{avg}(v_1, v_2) + a q^{n-1}$,

where $n = 0, \ldots, n - 1$ denotes the number of iterations. By eliminating the corresponding terms on the left and right
sides, it implies

$$
S_{avg}(v_1, v_2) = q^{n-1} S_{avg}(v_1, v_2) + a(1 + q + q^2 + \cdots + q^{n-1}).
$$

By summing the geometric sequence, $S_{avg}(v_1, v_2)$ is given by

$$
S_{avg}(v_1, v_2) = q^{n-1} S_{avg}(v_1, v_2) + \frac{a(1 - q)}{1 - q}. \quad (2)
$$

According to the early convergence proposed in Section 3.4
in the preliminary version of this paper [35], it is noted that $h$ is the minimum of $h(t_1, t_2)$ (or $n$ could be $\infty$ if $t(v_1)$ or $t(v_2)$ is $\infty$). Thereby, the estimation of $S(v_1, v_2)$ is $S_{avg}(v_1, v_2)$.

Noting that $I$ is a constant number of iterations of exact computa-

tion before estimation, $S_{avg}(v_1, v_2)$ can be replaced by the

exact value $S(v_1, v_2)$. It provides a trade-off between accu-

racy and time. The larger the iteration $I$ is, the closer the esti-
mation values and the exact values are. The corresponding
time costs are higher as well (see the experiments in Section 5
for the effect of varying $I$). In addition, $I$ should be no greater
than $h$ according to early convergence.

Example 5. Referring to the estimation formula, given $I = 0$, the

time of $S(A, 5)$ can be estimated by $S_{avg}(A, 5) = C(v_1^x, A, v_2^x, 5) = 0.571$, which is equal to the exact value of

$S(A, 5)$. However, for the event pair $(D, 1)$, having $I = 3,$ $h = \min(|D|, |t(1)|) = 3$ if we set $I = 1$, the estimated value

$S_{avg}(D, 1) = 0.605$, while the exact similarity is 0.397. This is

because the estimation formula treats the similarity of events $D$ and $1$ as the similarity of their ancestors. When we

set $I = 2$, the estimated similarity of event pair $(D, 1)$ is

$S_{avg}(D, 1) = 0.592$, which is closer to the exact value.

4 DETERMINING EVENT MATCHING

Once the pairwise similarities of events are computed, in this
section, we study the problem of generating an event matching.
We formalize the optimal event matching problem, ana-

lyze its hardness, and present an efficient heuristic algorithm.

4.1 Problem Statement and Analysis

A matching $M$ of events between two dependency graphs $G_V(V_1, E_1, f_1)$ and $G_V(V_2, E_2, f_2)$ is a mapping $M : V_1 \rightarrow V_2$, where no two events in $V_1$ are mapped to the same event in $V_2$, i.e., no conflict. (Without loss of generality, we assume $|V_1| \leq |V_2|$.) For an event $v_1 \in V_1$, $v_2 = M(v_1)$ is called the corresponding event of $v_1$, and $v_1 \rightarrow v_2$ is called a matched/ corresponding event pair.

Intuitively, the larger the similarities between captured events, the better the matching $M$ will be. We may employ the following node matching score to measure the magni-

tude of the event similarities captured by $M$.

**Definition 3 (Node Matching Score).** The node matching score of $M$ is defined as

$$
D_{m}(M) = \sum_{v_1 \in V_1} D_{m}(v_1, M(v_1)),
$$

where $D_{m}(v_1, M(v_1)) = S(v_1, M(v_1))$ denotes the similarity between events (nodes).

Unfortunately, the aforesaid measure treats events as a set in an event log, without considering the structure among

events in the dependency graphs. Irrational matching could be
generated following this measure.

**Example 6 (Node Matching Score).** Consider two dependency
graphs $G_1$ and $G_2$ in Fig. 3 (the artificial events are
coded in matching). Let $M = \{A \rightarrow H, B \rightarrow 2, C \rightarrow 3, D \rightarrow 4, E \rightarrow 5, F \rightarrow 7, G \rightarrow 6\}$ be a possible matching with node matching score $D_{m}(M) = 6.2$ according to Def-

inition 3. Such a matching is obviously irrational referring to the structure among events. As shown in Fig. 3, event $F$ occurs before $G$ in dependency graph $G_1$, while event $7$ (corresponding to $F$ in $M$) occurs after $6$ (corresponding...
Fig. 3: Dependency graphs for matching.

to G) in G2. Indeed, the true matching M' = \{A → 1, B → 2, C → 3, D → 4, E → 5, F → 6, G → 7\} has a lower node
matching score D\_N(M') = 6.1.

To capture the structural information, we consider the
graph matching score below, which involves similarity on
edges of vertices, in addition to event node similarities,
between two dependency graphs G1(V1, E1, f1) and
G2(V2, E2, f2).

**Definition 4 (Graph Matching Score).** The graph matching score of M is defined as:

\[
D_C(M) = \sum_{(v, u) \in M} D_C(v, u, M(v), M(u)),
\]

where

\[
D_C(v, u, M(v), M(u)) = \begin{cases} 
S(v, M(v)) & \text{if } u = v \\
1 - \frac{|f_1(v, u) - f_2(M(v), M(u))|}{|f_1(v, u)| + |f_2(M(v), M(u))|} & \text{if } v \neq u, \langle v, u \rangle \in E_1 \\
0 & \text{if } v \neq u, \langle v, u \rangle \notin E_1.
\end{cases}
\]

For v ≠ u, we denote 1 - \frac{|f_1(v, u) - f_2(M(v), M(u))|}{|f_1(v, u)| + |f_2(M(v), M(u))|} the similarity
of edges (v, u) and (M(v), M(u)) on frequency. If (v, u) \notin E_1
or \{M(v), M(u)\} \notin E_2, it means f_1(v, u) = 0 or f_2(M(v), M(u)) = 0, which leads to
D_C(v, u, M(v), M(u)) = 0.

**Example 7 (Graph Matching Score).** Consider again the
matching M = \{A → 9, B → 2, C → 3, D → 4, E → 5, F → 6, G → 7\} in Example 6. For the afore mentioned irrational matching
F → 7, G → 6, we have D(F, G, 7, 6) = 0, i.e., the lowest
degree similarity. Consequently, according to Definition
4, the graph matching score of M is D_C(M) = 8.2, which
is lower than D_C(M') = 12.1 of the true matching M'.

The event matching problem is thus to find a matching
with the highest node/graph matching score.

**Problem 1 (Optimal Event Matching Problem).** Given
two dependency graphs G1 and G2 with the pair-wise event
similarity S computed, the optimal event matching problem is
to find a matching M such that D_C(M) is maximized.

When the simple node matching score D\_N(M) in Defin-
tion 3 is considered, the optimal matching problem can be
efficiently solved by Kuhn-Munkres algorithm (a.k.a. the
Hungarian algorithm) [15] in O(|V|\(^3\)) time (assuming
|V1| ≤ |V2|). That is, for each pair of events v1 ∈ V1, v2 ∈ V2,
we define the weight of matching as D(v1, v2) = S(v1, v2),
the similarity computed in Section 3. It is thus to find an
optimal matching M between V1 and V2 w.r.t. the pair-wise
matching weights.

However, if the advanced graph matching score D_C(M)
in Definition 4 is considered, the optimal matching problem
is generally hard.

**Theorem 1.** Given two dependency graphs G1 and G2 with the
pair-wise event similarity S computed, and a constant k, the
problem to determine whether there exists an event matching
M such that D_C(M) ≥ k is NP-complete.

**Proof.** The problem is clearly in NP. Given an event matching
M between the two dependency graphs, D_C(M) in Definition 4 can be calculated in O(|V|\(^3\)).

To prove NP-hardness of the matching problem, we show a reduction from the subgraph isomorphism prob-
lem, which is known to be NP-complete [9]. Given two graphs G1(V1, E1) and G2(V2, E2), the subgraph iso-
morphism problem is to determine whether there is a sub-
graph G1′(V1′, E1′) : V1′ ⊆ V1, E1′ ⊆ E1 \cap (V1 × V1) such that G1′ ≃ G2, i.e., whether there exists an m : V1 → V2
such that (v, u) ∈ E1′ ↔ ((m(v), m(u)) ∈ E2).

Given two graphs G1(V1, E1), G2(V2, E2), we create two corresponding dependency graphs G_{1'}(V_{1'}, E_{1'})
and G_{2'}(V_{2'}, E_{2'}) by associating each vertex and edge appearing in G1 and G2 with frequency 1. The similarity of
any pair of vertices/edges between G1 and G2 is 1.

We show that there exists an m : V1 → V2 such that
\forall (v, u) ∈ E1 \leftrightarrow \langle (m(v), m(u)) \rangle \in E2 if and only if there is an event matching
M : V1 → V2 such that D_C(M) ≥ k where k = |V1| + |E1|.

First, if such an m exists, we consider M exactly as M.

Each edge (v, u) ∈ E1 corresponds to \langle (m(v), m(u)) \rangle \in E2.

Both with frequency 1. Referring to Definition 4, we have
D_C(M) = |V1| + |E1| = k.

Conversely, suppose that there is a matching M with
D_C(M) ≥ |V1| + |E1| = k. Referring to \langle S(v, M(v)) \rangle = 1 and 1 - \frac{|f_1(v, u) - f_2(M(v), M(u))|}{|f_1(v, u)| + |f_2(M(v), M(u))|} = 1 for any event and edge, it is a pair-
wise matching M with D_C(M) = |V1| + |E1| = k, where each vertex (and edge) is matched. It corresponds to
m : V1 → V2 such that (v, u) ∈ E1 ↔ \langle (m(v), m(u)) \rangle \in E2.

\[\square\]

### 4.2 Heuristic Algorithm

Recognizing the hardness in Theorem 1, in this section, we propose
to devise efficient heuristics. Specifically, we study
the local optimal matching w.r.t. an event. Then, it is to
gradually improve the matching by finding the local optimal
matchings of various events.

#### 4.2.1 Overview

Algorithm 1 presents the pseudo code of heuristic matching.
To initialize, the algorithm starts from a feasible matching
without conflicts in Line 1, for instance, by using the
Kuhn-Munkres algorithm with node matching score as
introduced in the paragraph after Problem 1.

Let M_{core} be the current matching. In each iteration, Alg-

1. Consider the local optimal matchings w.r.t. all the

2. Among them, it finds the local optimal

3. Matching M_{core} with the maximum graph matching score.

4. The iteration carries on, until the improvement from

5. M_{core} to M_{core} is not significant, i.e., less than a preset

6. threshold \eta, D_C(M_{core}) - D_C(M_{core}) ≤ \eta. See an evaluation

7. on \eta in Fig. 11 in Section 5.3.3.
Algorithm 1. Matching($G_1, G_2, \eta$).

**Input:** two dependency graphs $G_1$ and $G_2$, and a threshold $\eta$ of minimum improvement.

**Output:** event matching $M$.

1. $M_{\text{init}} := KM(V_1, V_2)$
2. repeat
3. $M_{\text{next}} := M_{\text{init}}$
4. for each $v \in V_1$ do
5. $M_{\text{local}} := \text{LOCAL}(G_1, G_2, M_{\text{init}}, v)$
6. if $D_G(M_{\text{local}}) > D_G(M_{\text{init}})$ then
7. $M_{\text{init}} := M_{\text{local}}$
8. $M_{\text{prev}} := M_{\text{init}}$
9. $M_{\text{init}} := M_{\text{next}}$
10. until $D_G(M_{\text{init}}) - D_G(M_{\text{prev}}) \leq \eta$
11. return $M_{\text{init}}$

Example 8. Consider again the two dependency graphs $G_1$ and $G_2$ in Fig. 3. Let $M = \{A \rightarrow 9, B \rightarrow 2, C \rightarrow 3, D \rightarrow 4, E \rightarrow 5, F \rightarrow 6, G \rightarrow 7\}$ be the initialized matching, represented by black dashed arrows in Fig. 4. In the iteration, suppose that $E \in V_1$ is the currently considered event, which is mapped to $5c \in V_2$. By the Local function (see details below) in Line 5 in Algorithm 1, a local optimal matching $M' = \{A \rightarrow 1, B \rightarrow 2, C \rightarrow 3, D \rightarrow 4, E \rightarrow 5, F \rightarrow 6, G \rightarrow 7\}$ is found, which maps $F$ (adjacent to the current event $E$) to $6$ (adjacent to $5$) and correspondingly $G$ to avoid conflict. Similarly, event $A$ (adjacent to $E$ as well) is mapped to $1$ (adjacent to $5$). Since $M'$ is already the optimal matching with the maximum graph matching score, no further improvement could be made in the next iteration. The algorithm terminates and returns $M'$.

4.2.2 Local Optimal Matching

Given a current matching $M$, we propose to improve $M$ by finding the local optimal matching $M'$ w.r.t. event $v$. In the following, we (1) define the local matching score w.r.t. $v$ in Definition 5, (2) formalize the local optimal matching problem w.r.t. $v$ in Problem 2, and (3) show that the problem is solvable again by the Kuhn-Munkres algorithm.

Let $L(v) := \{u \in V \mid u \text{ is a neighbor of } v\}$ denote all the local neighbors of $v$. We study the matching scores over $v$ and its neighbors.

**Definition 5 (Local Matching Score).** The local matching score of $M$ over an event $v$ is defined as:

$$D_G(M, v) = \sum_{u \in L(v)} \left( D_G(u, u, M(u), M(u)) + D_G(u, u, M(u), M(v)) + D_G(u, u, M(u), M(u)) + D_G(u, v, M(u), M(v)) \right).$$

Fig. 5. Local optimal matching and conflict solving.

where $D_G(v, u, \cdot, \cdot)$ is the same as in Definition 4.

Given the current matching $M$, the improvement of $M$ w.r.t. event $v$ is thus to find a matching $M'$ with the maximum local matching score $D_G(M', v)$ over $v$.

**Problem 2 (Local Optimal Matching Problem).** Given two dependency graphs $G_1$ and $G_2$ with the pairwise event similarity $S$ computed, a current matching $M$ and an event $v \in V_1$, the local optimal matching problem is to find a matching $M'$ over $L(v)$ such that $D_G(M', v)$ is maximized and $M'(v) = M(v)$.

To solve the local optimal matching problem, we again employ the Kuhn-Munkres algorithm. That is, for each pair of events $u_1 \in L(v), u_3 \in L(M(v))$, we define the weight of matching as $D_W(u_1, u_2) = S(u_1, u_3) + D_G(u_1, v, u_2, M(v)) + D_G(u_2, u_3, M(v), u_3)$. It is thus to find an optimal node matching $M'$ between $L(v)$ and $L(M(v))$ with the aforesaid pairwise matching weights.

4.2.3 Resolving Conflicts

The aforesaid local optimal matching $M'$ specifies only the mapping over $L(v)$. To form an improved matching of $M$ over all the events in $V_1$, we simply assign $M'(v) = M(v)$ for all $w \notin L(v)$.

The problem is that some $u \in L(v) \cup \{v\}$ and aforesaid $w$ may be mapped to the same event in $V_2$, i.e., conflict in matching $M'$. To resolve such conflicts, we manage to modify the matching on $w$.

**Claim 2.** During conflict resolving, there are at most two events $u_1, u_2 \in V_1$ mapped to the same $w \in V_2$ having $M'(u_1) = M'(u_2) = w$, where one event must belong to $L(v) \cup \{v\}$, say $u_1 \in L(v) \cup \{v\}$, and the other $u_2 \notin L(v) \cup \{v\}$.

Case 1: If $u_1$ has $M'(u_1) = u_3 \neq u_2 = M(u_2)$, as illustrated in Fig. 5, we assign $M'(w) = u_3$ such that the conflict is resolved.

Case 2: Otherwise, referring to $|V_1| < |V_2|$, there must exist some $u_3 \in V_2$ which is not matched in $M'$, we assign $M'(w) = u_3$ such that the conflict is resolved.

**Proof of Claim 2.** First, referring to the local optimal matching, no conflict will be introduced between events inside $L(v) \cup \{v\}$. And the mapping on events outside $L(v) \cup \{v\}$ is not changed from $M$ to $M'$. Therefore, conflicts may occur only between $u_1 \in L(v) \cup \{v\}$ and $u_2 \notin L(v) \cup \{v\}$.

During conflict resolving, Case 1 assigns $M'(w) = u_3$ where $u_2 = M(u_2)$. Where there exists some $v_3 \in L(v) \cup \{v\}$ having $M'(v_3) = u_3$, the conflict still appears between $v_3 \in L(v) \cup \{v\}$ and $w_1 \notin L(v) \cup \{v\}$.
if there does not exist $v_2 \in L(v) \cup \{e\}$ having
$M'(v_2) = w_0$, it means that no other event is mapped to
$w_0$ except $w_1$, due to $M'(u_1) = w_1 \neq w_0 = M(u_1)$ in Case
1. That is, no conflict will be introduced.

Case 2 assigns $M'(w_i) = w_0$ on an unmatched $w_i \in V_2$,
i.e., no conflict will be introduced.

Algorithm 2 presents the pseudo code of finding the local
optimal matching $M'$ w.r.t. an event $v$ as the
improvement of existing matching $M$. It first initializes the local optimal
matching over $L(v)$ by calling again the Kuhn-Munkres
algorithm as presented at the end of Section 4.2.2. Each iter-
ation resolves a conflict referring to the aforesaid two cases.
While new conflicts may be introduced in iterations, as
illustrated in Proposition 3, it is guaranteed to eliminate all
the conflicts eventually.

Algorithm 2. Local($G_1, G_2, M, v$)

Input: two dependency graphs $G_1$ and $G_2$, an event matching
$M$, and an event $v$

Output: the local optimal matching $M'$ w.r.t. event $v$ as the
improvement of $M$

1: $M' = KM(L_1(v), L_2(v))$
2: $M'(w_i) := M(w_i)$ for all $w_i \in V_1 \setminus (L_2(v) \cup \{e\})$
3: repeat
4: let $v_1 \in L(v), v_2 \not\in L(v)$ be two events in conflict having
$M'(v_1) = M'(v_2)$
5: if $M'(v_1) = M'(v_2)$ then
6: $M'(w_i) := M(w_i)$
7: else
8: let $w_0 \in V_1$ be an unmatched event
9: $M'(w_0) := w_0$
10: until there is no conflict in $M'$
11: return $M'$

Example 9. (Example 8 continued). $M = \{A \rightarrow 9, B \rightarrow 2,$
$C \rightarrow 3, D \rightarrow 4, E \rightarrow 5, F \rightarrow 6, G \rightarrow 7\}$
be the current matching, denoted by black dashed arrows in Fig. 4. We
illustrate the procedure of finding the local optimal
matching for event $E$. Referring to the dependency graph
$G_1$, we have $L(E) = \{A, F\}$. Similarly, for $M(E) = 5$, we
have $L(5) = \{1, 6\}$. By calling the Kuhn-Munkres algo-
rithm in Line 2 in Algorithm 2, we obtain a matching
$M' = \{A \rightarrow 1, F \rightarrow 6\}$ between $L(E)$ and $L(5)$. Line 2 fur-
ther initializes $M'$ on remaining events in $V_1$ by $M$, i.e.,
$M' = \{A \rightarrow 1, B \rightarrow 2, C \rightarrow 3, D \rightarrow 4, E \rightarrow 5, F \rightarrow 6, G \rightarrow 6\}$. For $F \in L(E)$, we have $M'(F) = 6 = M(F)$,
i.e., Case 1. By assigning $M'(G) = 7$ in Line 2, the conflict
is resolved. Since no further conflict is found, the updated
$M' = \{A \rightarrow 1, B \rightarrow 2, C \rightarrow 3, D \rightarrow 4, E \rightarrow 5, F \rightarrow 6, G \rightarrow 7\}$
is returned.

4.2.4 Performance Analysis

We first show in Proposition 3 that Algorithm 2 always
returns a feasible matching without conflicts, and then ana-
lyze the complexity of Algorithm 1 for event matching
in Proposition 4.

Proposition 3. Algorithm 2 returns a local optimal matching
which is feasible and maximal, i.e., no conflicts and all events
in $V_1$ are matched (assuming $|V_1| \leq |V_2|$), and runs in $O(d_{avg})$
time, where $d_{avg}$ is the average degree of all the events in the
dependency graph.

Proof. First, all the events in $V_1$ are mapped, according to 692
Line 2 in Algorithm 2. A conflict assignment of $v_2$ is made
either by $M'(v_2) = w_0, v_2 \not\in L(v) \cup \{e\}$ in initialization or by
$M'(v_1) = w_0, v_2 \not\in L(v) \cup \{e\}$ in Case 1. In particular, 695
the new conflict in Case 1 is caused only by the preceding
conflict in initialization. That is, once the conflict on $v_2$ is 696
solved, it will not appear again. Referring to at most 698
$O(d_{avg})$ events $v'$ that may have conflicts, the iteration in 699
Algorithm 2 runs in $O(d_{avg})$ time to resolve all the con-
licts. Given the number of neighbors of an event $v$, 700
$O(d_{avg})$, the Kuhn-Munkres algorithm in Line 1 in Algo-
rum 2 needs $O(d_{avg})$ time. Consequently, Algorithm 2 701
has time complexity $O(d_{avg})$.

4.2.5 Filtering on Edge Similarity

Recall that in addition to the event node similarity in Def-
nition 3, the graph matching similarity in Definition 4 further 722
considers the event edge similarity between dependency
graphs. To maximize the graph matching similarity, it is not 723
surprising that those high similarity edge pairs will make 724
the major contribution. Intuitively, to efficiently evaluate a 725
matching, we may consider only those edge pairs 727
$(v_1, u_1) \in E_1$ and $(v_2, u_2) \in E_2$ with high similarity, having 728
$D_E(v_1, u_1, v_2, u_2) > \theta$ greater than a preset threshold 729
$\theta \in [0, 1]$. When $\theta = 0$, all the edge pairs will be considered
without filtering. On the other hand, $\theta = 1$ means that no
edge pair will be taken into account.

Proposition 5. If the edge similarity threshold $\theta = 1$, then the 735
graph matching score in Definition 4 is equivalent to the node 736
matching score in Definition 3, and Algorithm 1 returns the 737
optimal solution.
In this sense, the edge similarity filtering provides a trade-off between effectiveness (considering more precise edge similarities) and efficiency (polynomial time solvable without edge similarities). See Fig. 6 for a detailed evaluation on threshold $\theta$.

5 Evaluation

In this section, we report an experimental evaluation on comparing our method with state-of-the-art event matching approaches, graph edit distance (GED) [5], opaque name matching (OPQ) [13, 14] and behavioral similarity (BHV) [21].

5.1 Experimental Settings

5.1.1 Data Sets

We employ a real data set of 103 event log pairs, which are extracted from 10 different functional areas in the OA systems of two subsidiaries of a bus manufacturer. Each event log pair denotes two event logs doing the same or similar works in two subsidiaries, respectively. The matching relationships in event log pairs are manually identified.

To study the performance on dislocations, we categorize the dataset into 3 testbeds w.r.t. matching positions. The first testbed, namely DS-F, consists of 23 event log pairs where the dislocated events appear at the end of traces between two logs. In the second testbed, namely DS-B with 22 event log pairs, those dislocated events locate in the beginning of traces between two logs. Finally, DS-FB may involve dislocated events at both the beginning and the end of traces.

The number of distinct events in the employed 103 log pairs ranges from 3 to 36, and the total number of traces is 3,000. It is worth noting that the number of distinct events in a log is often not very large in practice [30]. Real process specifications often have events less than 60, according to the recent survey [28]. Referring to the process modeling guidelines [18], business process models should be decomposed if they have more than 50 elements, so that they are easier to read and understand. Nevertheless, to evaluate the approaches over a larger number of events, we consider a synthetic dataset with up to 100 events (in Fig. 7).

To generate the synthetic dataset, an open source toolkit BeehiveZ using existing generating approaches [17, 19] is employed to generate the models and logs. First, we generate 10 groups of random process specifications by varying event sizes ranging from 10 to 100. Each event size contains 20 distinct process specifications. For each process specification, we randomly generate 2 event logs, which form an event log pair. Therefore, we have 20 event log pairs on each distinct event size. Events in two logs with the same name correspond to each other.

5.1.2 Criteria

The ground truth, i.e., the true matching of events among 103 event log pairs, is supplied by 49 expert users in MIS (Management Information Systems) departments of each subsidiary of the bus manufacturer during a long period of deliberation. Let $\text{true}$ denote the matching correspondences produced by expert matching approaches. We use the $f$-measure of precision and recall to evaluate the accuracy of event matching, given by $\text{precision} = \frac{|\text{true} \cap \text{found}|}{|\text{found}|}$, $\text{recall} = \frac{|\text{true} \cap \text{found}|}{|\text{true}|}$, and $f$-measure $= 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}$. A larger $f$-measure indicates a higher matching accuracy. Besides the accuracy performance, we also evaluate time costs of matching approaches.

Our programs are implemented in Java. All experiments were performed on a PC with Intel(R) Core(TM) i7-2600 3.40 GHz CPU and 8 GB memory.

5.2 Evaluating Event Similarity

We first report the experimental results on computing event similarity. The compared approaches include our proposed event matching similarity (EMS) and its estimation $\text{EMS}^+$ (with $\ell = 5$) in Section 3. The node matching score in Definition 3 is considered for matching which is equivalent to Kuhn-Munkres algorithm [15] as discussed in Section 4 (more advanced matching algorithms are evaluated in Section 5.3 below). The competitors are the existing approaches GED, OPQ and BHV.

Fig. 6 presents the average accuracy and time costs of 103 event matching. The number of events ranges from 3 to 38 in the 103 log pairs. First, the accuracy of our proposed EMS is higher than all the existing methods in all the testbeds. The rationale is that GED and OPQ concern local similarity, while dislocated events often have distinct neighbors and prevent these two approaches performing well as explained in Example 2. Moreover, BHV performs better than GED and OPQ on testbed DS-F, where the correspondences of events at the beginning of traces can be addressed by the forward similarity of BHV. However, BHV's accuracy is much lower on testbed DS-B compared with DS-F, since it only considers one-direction similarity and cannot handle well the dislocated events at the beginning of traces (in Fig. 7).
5.3 Evaluating Event Matching

In this experiment, we illustrate the further improvement on event matching by using the graph matching algorithm proposed in Section 4. The compared approaches are

3. Real event logs, however, often have the number of events bounded by about 60, according to the recent survey [8]. Indeed, referring to the process modeling guidelines [18], workflows should be decomposed if they have more than 50 events, so that they are easier to read and understand.

Fig. 8. Performance on handling dislocated events.

DS-B as well as DS-FB in Example 1. Our EMS considers similarities in both directions (as indicated in Section 3.1) and employs the artificial event to reduce the impact of distinct neighbors of dislocated events. Consequently, EMS outperforms BHV on all the testbeds.

The corresponding time cost of EMS is no more than the double of BHV and significantly lower than that of GED and OPQ. It is not surprising owing to the high complexity of computing graph edit distance in GED or normal distance in OPQ. Most importantly, the similarity estimation approach (EMS+es, with 5 iterations) shows the lowest time cost among all the evaluated approaches. Although the improvement in terms of time by EMS+es is not great compared with BHV, the accuracy of EMS+es outperforms BHV significantly (especially in DS-B and DS-FB).

Fig. 7 reports the results of scalability on the number of events (up to 100 events). As shown in Fig. 7a, the accuracy of all the approaches decreases along with the increase in event size. It is not surprising since more choices of events lead to a higher chance of mismatching. Remarkably, the accuracy decrease is not as significant as other approaches, which means the EMS method is more reliable in event logs with a large number of distinct events. The time costs of all approaches increase heavily in Fig. 7b. OPQ cannot even finish the matching of events in 1000 s under large event sizes, due to the highest time complexity O(n^4). Nevertheless, EMS+es always achieves the lowest time cost in all the tests with the number of events ranging from 10 to 100.

Fig. 8 evaluates the performance over various sizes of dislocated events (in the synthetic dataset of 100 events). To simulate the different sizes of dislocated events presented in Example 1, we synthetically remove the first m events of each trace in one event log for every event log pair. By increasing m, i.e., the number of dislocated events, the accuracy of all the approaches drops. In particular, BHV’s accuracy drops fast, with performance as poor as GED when the dislocated event size is large. Our proposed EMS shows the highest and relatively steady accuracy. These results verify again the superiority and demonstrate scalability of EMS in handling a larger number of dislocated events.

Fig. 9 presents the results by different matching algorithms. As shown in Figs. 9a, 9b, and 9c, the accuracy of Graph matching is always higher than the corresponding Node matching methods in all the testbeds. Since the Graph matching further considers the edge similarity in addition to node similarity of events, the time costs of Graph matching are a bit higher in Fig. 9d.

In addition to edge frequency filtering, as presented in Section 4.2.5, we may also introduce edge similarity filtering. Fig. 10 reports the results by varying the edge similarity θ from 0 to 1. A threshold θ = 0 means to consider all the edge similarity pairs between two dependency graphs. The corresponding matching accuracies are high, as well as the matching time costs. With the increase of threshold, both accuracy and time cost drop. When θ = 1, as illustrated in Fig. 10a, Node and Graph matching approaches have the same accuracy. The corresponding time costs are similar as well. The results verify the analysis in Proposition 5 that graph matching is equivalent to node matching in such a case.

Fig. 11 evaluates various thresholds η of matching score improvement in the iteration of Algorithm 1. Recall that the heuristic algorithm ignores all the matching with non-significant improvement (≤ η). The larger the improvement requirement η is, the less the iterations will be. Therefore, in
Fig. 11. Matching algorithms with various improvement requirements $\eta$ in iterations.

Fig. 12. Scalability of matching algorithms over synthetic data.

Fig. 13. Matching algorithms on handling dislocated events.

Fig. 14. Performance on matching singleton events over hospital log.

Fig. 1b, the matching time cost drops with the increase of $\eta$. Since some non-significant improvement is ignored, the corresponding matching accuracy with large $\eta$ is lower as well. It is notable that an extreme large $\eta$ (denoted by MAX in Fig. 11) simply ignores all the improvements by considering edge similarity, i.e., the Graph matching is equivalent to Node matching again.

In short, all the thresholds on edge similarity (in Fig. 10), and matching improvement (in Fig. 11) provide trade-off between matching effectiveness and efficiency. The effects by edge similarity and matching improvement controls are not as significant as on edge frequency. The reason is that they do not affect similarity computation which takes the majority of event matching overhead.

Fig. 12 illustrates the scalability of matching algorithms over various sizes of events. Again, the accuracies of Graph matching approaches are generally higher than those of Node matching methods in all the event sizes. Most importantly, the increase of time costs due to matching graph is not significant compared to Node matching, especially in larger data sizes in Fig. 12b. The reason is that the computation of event similarity by EMS (or EMS+++) is the most time-consuming part in the process of events matching. Consequently, the results demonstrate that the advanced Graph matching approaches can increase the matching accuracy but without introducing significant computation overhead.

Finally, analogous to Fig. 8, we evaluate the matching algorithms on handling various sizes of dislocated events. As shown in Fig. 13, by increasing the number of dislocated events, the accuracy of all approaches drops as well as the corresponding time cost, which is similar to Fig. 8. The same relationships of Graph and Node matching results are observed again as in the aforementioned Fig. 12.

5.4 Experiments on Hospital Log

To further illustrate that the proposed solution is generic, we employ another real-world dataset, the hospital log.4

4. http://data.itu.edu/repository/uuid:8792fd:0a0b-58e8-83b-0d130fd69d

which is publicly available. The data set consists of 1,143 distinct traces over 36 distinct events, collected by a Dutch academic hospital. We randomly sample 80 percent traces from the dataset to form a log. A total number of 200 logs are extracted. Event matching is then applied between these logs. Again, as described in Section 5.1.1, three cases of dislocated events, DS-F, DS-B and DS-FB, are considered, at the beginning, end and both sides, respectively.

Fig. 14 shows the average accuracy and time cost of our proposed approaches EMS with Node matching and Graph matching, compared to the existing methods GED and BHE. The results of OFQ are omitted owing to the extremely higher time costs over the large number of events, which is not surprising referring to Fig. 7b. Generally, the results are similar to Figs. 6 and 9 over the first dataset from the bus manufacturer. That is, our proposed EMS similarity with Graph matching can always achieve the highest accuracy. The result confirms that our proposed approach is generic over different real-world data.

5.4.1 Integrating with Typographical Similarity

It is highly possible to combine the dependency graph based evaluation with the typographical similarity of event names/labels (if available). Indeed, the combination has been studied in Definition 2 in the previous conference version [32] and omitted in this study. That is, the similarity of two events defined in Definition 2 could be $s(\alpha \cdot s(v_1, v_2) + s(v_1, \bar{v_2})) + \frac{1}{2} - \alpha$, where $\alpha \cdot s(v_1, v_2)$ is the similarity of events $v_1$ and $v_2$, $\alpha \in [0, 1]$ is a weight, $s(v_1, \bar{v_2})$ and $s(v_2, v_1)$ are the structural similarities computed from dependency graphs. The results in Fig. 4 in [32] show that by integrating the label similarity of events, it
the matching accuracy is improved. Nevertheless, we report again the results evaluated over the second dataset. To simulate the event name differences among logs, we randomly modify (60 percent) characters. Cosine similarity with q-grams [10] is employed to compute the label similarity.

Fig. 15 presents the results by integrating structural similarities with typographic similarities (string similarity of event names). In general, the results are very similar to Fig. 14 without considering the typographic similarity. Moreover, by considering the similarity of event names, all the methods have higher matching accuracy compared to the methods without typographic similarities in Fig. 14. That is, considering event name similarity (if possible) could indeed improve the accuracy.

5.4.2 Handling Composite Events

Similarity matching of composite events (e.g., two events Check Inventory and Validate may correspond to one composite event Inventory Checking Validation) is discussed in the preliminary version of this paper [32]. Owing to the limited space, we focus on the matching of singleton events in this study. For composite events, once the similarities over composite events are identified (as in Section 4 in [32]), the matching between composite events could be similarly determined by either the existing Hungarian algorithm [15] or the edge-similarity-aware Algorithm 1 proposed in Section 4 in this study.

Fig. 16 shows that our proposal (Graph-EMS) still achieves better matching accuracy than the existing Hungarian algorithm (Node) and the graph similarity based methods (GED and BHV) in matching composite events. Indeed, the results are very similar to Fig. 14 of matching singleton events.

5.5 Discussion

As presented in the Introduction, one of the motivations of this study is to handle dislocated events. The results in Fig. 8 show that with a moderate number of dislocated events, our EMS is more effective compared to the existing graph similarity based approach (GED). It demonstrates the superiority of our proposal. However, with the further increase of dislocated events, e.g., the extremely large 50 dislocated events (a half of the total events), the structural information is insufficient for matching events. The accuracy of the proposed method drops and tends to be similar to GED.

6 RELATED WORK

Graphs are often employed to represent the structural information among events. While vertices usually denote events, the edges in the graph are associated with various semantics exploited from event logs in different perspectives. Ferreira et al. [8] used a graphical form of Markov transition matrix whose edges are weighted by the conditional probability of one event directly followed by another. However, the conditional probability cannot tell the significance of the edge. In this paper, we employ the dependency graph proposed in [13] by weighting vertices and edges with normalized frequencies, since it distinguishes the significance of distinct edges, and is easy to interpret. An important difference from [13] is the novel artificial node v∞ introduced in the dependency graph for matching dislocated events.

Schema matching techniques [23], as a fundamental problem in many database application domains, can be employed to evaluate event similarities. Kang et al. [13], [14] study the matching on opaque data (OPQ). However, as discussed in Example 2, OPQ concerns a direct evaluation of similar neighbors, while dislocated matching events may have distinct neighbors which prevents OPQ performing well. In contrast, our proposed iterative similarity function concerns the global evaluation via propagating similarities and thus overcome the effect of neighbor distinctness. Moreover, [13], [14] need to enumerate a large number of possible matching correspondences and select the one with the highest normal distance, which is extremely time-consuming. Consequently, the time cost of [13], [14] is high as illustrated in the experimental evaluation in Section 5.

SimRank [12] like behavioral similarity [21] is employed by iteratively considering the predecessor similarities of two events. Unfortunately, this behavioral similarity (BHV) fails to consider the distinct feature of dislocated events. Therefore, as illustrated in the experimental evaluation in Section 5, our proposed similarity measure with the consideration of dislocation shows higher matching accuracy. Another graph based similarity is graph edit distance.
(GED) [5] which falls short in matching dislocated events. As illustrated in Section 5, both the matching accuracy and time performance of GED are not as good as our proposal. Once the pair-wise similarities between events in two logs are calculated, the event similarity relationships can be represented as a bipartite graph. To find a matching with the highest similarity, classical algorithms such as Kuhn-Munkres algorithm [15] can be directly applied. As illustrated at the end of Section 4.1, bipartite graph matching method is indeed a special case of our Optimal Event Matching Problem, where only event node similarity is considered. Experimental results in Section 5.3 demonstrate that the event matching accuracy of our proposal is higher than that of the node similarity based Kuhn-Munkres algorithm. Subgraph isomorphism [2], [24] could be used for graph-structure based matching. However, in the dislocated event scenario, one graph may not simply contain another graph, but overlap (match) only on some nodes. Hoffmann et al. [11] find the maximum common subgraph instead. Event specific information, such as event occurrence frequency, consecutive occurrence frequency or event label similarity (if available), are not considered. Event matching with additional knowledge has also been studied. Rodriguez et al. [25] employ crowdsourcing and experts to confirm the matching. Automatic matching approaches (including our proposal) could suggest better candidates and thus are complementary to the matching with human intelligence. More complicated event patterns are also considered as distinguishing features for matching [27]. The results heavily rely on how strong the distinguishing power of the specified event patterns is.

7 Conclusions
In this paper, we first identify the unique features that often exist in heterogeneous event logs, such as opaque and dislocated events. Since possibly opaque event names prevent most existing typographic or linguistic similarities from performing well, we focus on the structural information for matching. In particular, an iterative similarity function is introduced with the consideration of dislocation issues. We also propose a fast estimation of similarities with only a constant number (including 0) of iterations. For event matching, in addition to event node similarity between two dependency graphs, we further consider the similarity on edges (denoting the consecutive occurrences of events). The hardness and efficient heuristic of event matching with edge similarity are studied. Experimental results demonstrate that our event similarity shows significantly higher accuracy than state-of-the-art matching approaches. The similarity estimation can significantly reduce time costs while keeping matching accuracy higher/comparable with existing approaches. The event matching with the consideration of edge similarity further improve the accuracy, without introducing much extra overhead.

While the dislocated events could be interpreted as missing events in a log, other event data quality issues such as erroneous events [29] or imprecise timestamps [26] also emerge in practice. Following this intuition, a promising direction is thus to enable event matching with tolerance to such noises (errors), in addition to the dislocated (missing) cases.
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