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ABSTRACT

As more industries adopt the use of robots to increase productivity,
there is an increased need for effective human-robot interaction
training, especially in the case of heavy and high precision robots.
This implies the need for easy assessment methods that ensure accu-
rate and personalized employee training. Most current assessments
are done via manual observation and surveys. This paper addresses
the need for the design of intelligent systems to assess a user’s
training needs based on the user’s behavior and engagement while
performing a vocational task simulation. In this paper, we propose a
multi-sensory intelligent system to predict user engagement using
facial expression and body posture data while the user performs
a task to provide cognitive assessment of the user’s capabilities, a
critical factor in successful vocational performance using robots.
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1 INTRODUCTION

Assessment of user’s performance is a commonly used method by
employers in all industries. For example, IT companies measure an
employee’s performance every year in order to decide on salary
raises and bonuses. Vocational assessment methods to assess an
employee’s capacity to work in a specific domain is done using task
simulations. As more and more industries are moving towards the
use of intelligent agents and robots (called 'Industry 4.0’), employers
look for smart ways to assess suitability of an employee and thus
ensure safety and productivity when working with robots. Such
assessments use a common task to collect performance data from
which an expert analyst can extract information to predict person-
alized training needs and design a system based on reproducible
and repetitive user performance over time. Using machine learning
algorithms, the aim is to automate user assessment and evaluation,
based on behavior monitoring and analysis of the collected data.
In this paper, we focus on developing a system that predicts user’s
engagement level using facial expressions and body postures while
the user is engaged in task sessions.

2 RELATED WORK

Sequence learning (SL) tasks [18, 32] test a person’ s ability to ar-
range thoughts and information in a meaningful order. These have
been recognized as important abilities in vocational assessment, es-
pecially in the case of human-robot interaction where the user has
to exercise attention, good working memory and decision making
in interacting with robots safely and efficiently [20]. A great deal
of cognitive science research has shown that sequence learning
can be used as a tool to assess human behavior towards learning
ability, temporary memory and attention [15, 16]. Different SL tasks
can be used to predict and assess different abilities: sequence predic-
tion, sequence generation, sequence learning and sequence recognition.
In this paper we study the sequence learning and working mem-
ory of the users. This ability is considered important in industries
involving assembly line work for example.

Besides sequence learning, there have been various other meth-
ods to enable vocational cognitive assessment [4, 25]. EEG signals
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have been used for emotion detection [21], stress detection[17],
body movement tracking [30] and enjoyment evaluation [1].Research
has also been conducted to prove the association of emotion with
task engagement [26] and to estimate task engagement from Brain
Mapping and neuro imaging data [27]. Most of these techniques in-
volve the participant wearing different types of sensors while being
assessed. This shows the need for designing unobtrusive vocational
assessment methods to monitor user performance.

Our approach uses Convolutional Neural Networks (CNN) to
recognize emotions from facial expressions. Since facial expres-
sions are most often connected with body movements, our paper
considers both types of data. The assumption is that both face and
body data contribute to conveying an emotion of the individual
being assessed, and can be combined to enable us to predict the
fluctuation of the user’s engagement while executing a task [24].
Hence, we can extract features such as the position of hands, head,
body orientation, etc. from the person’s body postures in order
to recognize the user’s emotional state while performing a task
[11, 12]. Estimating emotions, facial expressions with computer
vision has existed for a long time. Research in this area is still an
ongoing research topic [2, 28, 31]. Research has also been done to
monitor stress levels of a user using facial expressions, head move-
ments and eye movements using Bayesian networks [22]. Research
has also been conducted [7, 8, 29] that shows how task engagement
is reflected in one’s body postures.

3 FACE AND BODY MONITORING SYSTEM

3.1 Sequence Learning Task Assessment

We use the Sequence Learning (SL) task as a use case to evaluate
users. The SL task is recognized as an important tool for assessing
cognitive load and its relation to training by therapists and perfor-
mance experts [5, 32-34]. The SL task involves listening or seeing a
set of character sequences and being able to repeat them correctly
in a certain amount of time. The sequences could be delivered
via sound (speech) or image on a computer screen. Performance
outcomes from SL task can help therapists and other experts to
determine what particular treatment or rehabilitation an individual
might need to enhance his/her performance in a given domain
or application. Although task specific engagement assessment for
cognitive tasks, memory tasks has been explored previously [6, 32]
using sensors, we explore the possibility of using unobtrusive mon-
itoring methods that include a user’s facial expressions and body
postures recorded with RGB camera towards task specific engage-
ment in this study.

3.2 System Architecture

We propose an application with a GUI to administer tasks and
monitor user performance metrics. Since performance evaluation
is a very broad area, we focus on working memory assessment.
For this purpose, we used the Sequence Learning experimental
setup, explained further in the later sections. Using this GUI, an
expert/administrator will be able to administer tasks and view per-
formance metrics such as, current sequence, user response, and
engagement value computed from data feed from the MUSE sensor.
The MUSE sensor is an off-the shelf, low-cost EEG headband by

A. Rajavenkatanarayanan et al.

InteraXan, and it has been used in multiple studies [10, 14, 19]. The
GUI in Figure 1 shows the initial design.
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Figure 1: Initial design of proposed system administrator
GUI to administer the cognitive assessment.

During the experiment, the user performs the SL task as the
socially assistive robot NAO, dictates the sequences. While the user
performs the task, the user’s EEG data is recorded using the MUSE
sensor to measure engagement. Also, an RGB camera is used to
monitor user postures and facial expressions based on which the
user’s current emotional state is predicted. Analysis of the data
was done to compare the change in the emotional state of the user,
predicted by the vision system and the engagement value computed
with the data feed from the MUSE sensor while performing the task.
The computed engagement values were used as ground truth. This
system’s architecture is explained with the help of an architecture
diagram in Figure 2 below.

4 METHODOLOGY
4.1 Experimental Setup

Our experimental setup was inspired from the work described by
Tsiakas et. al. [32], with minor modifications. The setup consists of
a NAO robot that dictates sequences of random difficulty and gives
feedback to the users as they perform the SL task. There are three
levels of difficulty for the task, based on the length of the sequence
L = [5,7,9] characters. Thus, level 1 has sequence length 5, level 2
has sequence length 7, and level 3 has sequence length 9 and this is
the highest difficulty level. At this point of our research, the robot
is used only as a system to dictate the sequence. During the task,
the users have three buttons in front of them (CA’, 'B’, ’C’) and as
the robot dictates the sequences, the user plays the SL task while
standing, by pressing the buttons in front of them and repeating the
sequence from memory. An RGB camera is used to record the user
performing the SL task and a MUSE sensor is used to capture the
EEG signals of the user. The data from the camera is used to predict
user’s emotional state using face recognition and body posture data.
A computer is used to run the application GUI through which the
administrator can administer the task. The experimental setup is
shown in Figure 3.
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Figure 2: The proposed system for monitoring task engage-
ment. The administrator GUI initiates the task. User’s per-
formance is recorded with the MUSE sensor and a camera
records data for face recognition and body posture estima-

User stands here

Figure 3: Experimental Setup

4.2 Experimental Procedure

For this experiment, we collected data from 11 male participants all
of them graduate students in our university. We were very careful
in choosing participants for this study because, we did not want par-
ticipants who had previously come across this task or have played
this task to avoid artificial facial expression and body postures.

At the beginning of the experiment, each user was asked to stand
in front of the buttons and wear the MUSE EEG sensor. The task
administrator then ensures the correct placement of the EEG sensor.
The NAO robot then greets the user and explained the SL task. After
this, the participants were asked to play the task which consisted of
12 turns per person and each turn with a random difficulty level. For
example, the robot generated the sequence [c,b,b,a,a,c,c] randomly,
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which is considered a level 2 sequence. The task was intentionally
designed to have long character sequences so that it is difficult to
remember and respond.

Based on the correctness of the user’s response, the robot gave
feedback to users at random intervals. There were two types of
feedback positive and negative. Some of the positive feedback used
were: "very good!! Keep going" or "Oh!! you missed it. But keep
going”. Some of the negative feedback used were: "Maybe that
was too easy." or "Looks like you are not paying any attention.".
These feedback from the robot helped produce facial expression
and body pose change that we could capture. We also recorded
their performance in terms of success or failure and EEG data from
MUSE for each turn.

5 IMPLEMENTATION

5.1 Administrator GUI

Figure 4 shows the final administrator/expert GUI that we designed,
which an administrator can use to administer the task. This GUI
shows the administrator, the participant’s name which he entered
at the beginning of the experiment, the user’s response sequence,
robot’s feedback for the user’s response if any and a score value. We
can also visualize user performance and user engagement computed
with data from the MUSE headband. The scores are computed at
each turn as the user performs. As mentioned in section 4.2 there
are 12 turns that each user had to play. For each turn, at level 1, the
user gets a +2 for correct response or -2 for wrong, +3 or -3 for level
2, +4 or -4 for level 3. For example, in Figure 4, the score value -17
corresponds to the user score at turn 11. This can be computed based
on above logic using the success or failure information available in
the user performance graph in the same figure.
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Figure 4: Administrator GUI with visualization

5.1.1  User performance and engagement. Three metrics for user
performance will be displayed for the administrator: the score value,
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the user performance graph and the engagement graph for each
turn. For the user performance graph, success is considered as +1
and failure is considered -1 for the purpose of visualization and
plotted accordingly. The user engagement value is calculated from
the alpha, beta and the theta waves captured by the MUSE head-
band. The MUSE headband records the alpha, beta and theta waves
from the frontal lobe at 20 Hz through four sensors on the head-
band. We took the mean value of these four sensors on the head-
band and calculated the mean engagement value using the formula
beta/alpha + theta [23]. We calculated the mean engagement value
for users while listening and responding to the sequence. Figure 4
clearly depicts the Administrator GUI with the user performance
graph and user engagement graph.

5.2 Computer Vision System

Two modules have been built for the emotion recognition, one from
facial expression and the other from the upper body posture. The
data from both the modules are used to make a prediction of user’s
engagement while performing the SL task.

5.2.1 Emotion Recognition Based on Facial Expressions using
CNN. Tt is more likely for a person to express his/her emotion
through facial expression. To predict emotions from facial expres-
sions, a CNN was built based on the architecture in [3]. The system
was trained and evaluated with FER 2013 dataset. It is a convolu-
tional neural network with 4 residual depth-wise separable convolu-
tions. Each of the convolution is followed by a batch normalization
operation and a Rectified Linear Unit(ReLU) activation function.
The last layer of the neural network is with a global average pooling
and a softmax activation function. The architecture has approxi-
mately 60,000 parameters. The complete pipeline consists of a face
detection module and emotion classification module. The system
classified the frames to one of the three classes: positive, negative
and neutral. Figure 5 shows the architecture of the CNN.

5.2.2  Performance of the facial expression recognition system.
The system when tested with labeled images with different facial
expressions, achieved an accuracy level of 89% to 92% depending
on factors such as angle of the image taken and amount of pixels
that actually contribute in describing the class.

5.2.3 Emotion Recognition using body postures. We used body
pose estimation to provide an additional way, besides facial expres-
sions, to recognize certain emotions. The assumption here is that
the human mind and body are connected and that the human body,
with its intricate movements and many degrees of freedom, pro-
vides many alternative ways to express emotions. This means, any
influence to the mind will be reflected in the body. Prior research
[13] has shown that negative emotions such as disgust, fear, anger
and sadness, are expressed using body motions, in totally differ-
ent ways than they are expressed with facial expressions. In other
words, emotions can be expressed through the face, or through the
body or with both. For example, in case of body postures, some
negative emotions includes moving the hands near the ears, over
the face or near the chin. They may also include having the head
hang down, the body lean forward, the head pulled back, or the
hands crossing etc.
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Figure 5: Architecture for Emotion recognition from Facial
Expression

In our work, we use a deep CNN explained by Cao et. al. [9] to
estimate the body joint positions. Initially the VGG19 network was
built to extract different features from the image. The extracted
features were used to detect the key-points. The feed-forward of
the network builds a confidence matrix of different body joints
points which is a 2D vector. In Parallel, a 2D vector field of part
affinities were built which is used to find the association between
the joint positions. The results from the joint estimation and the
affinity matrix were concatenated to predict the joint positions of
the individuals. With the joint positions given, an association is
made to connect to the respective person. With the recognized
joint positions, traditional computer vision algorithm was built to
compute the class(negative, positive, neutral) based on the infor-
mation provided by [11, 12]. Figure 6 explains the association of
the body postures with their emotional state. The joint positions
are processed for every frame that is captured but the results are
computed for every second which is 20 frames per second. The
previous state of the emotion is checked to fix frame-wise errors
and every second is assigned to an emotion that contributes to 60%
in that second. Likewise, the previous state of the second is also
considered to estimate the current state.

6 ACCURACY AND RESULTS

Data was collected from 11 participants. The emotion prediction
from the face recognition module and the emotion prediction from
the body postures module were used to predicts the emotional state
of the user for every frame collected throughout the task. Figure
7 shows how the facial expression module and emotion from the
body postures system module were combined to predict emotions
for each frame. Based on the emotion information extracted from
the frames for every sequence, the change in engagement when
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Shoulder
Abdomen  Chest Head ————————  [Elbow  Weight No. of
twist*  bend**  bend**  ad/abduct***  swing*  bend**  transfer  postures
Anger 0 20,40 =20,25 =60, =80 45, 90 50,110  Forwards 32
Disgust =25,=50 =20,0 =20 =60, =80 =25, 45 0, 50 Backwards 32
Fear 0 20,40 25,50, =20 =60 45, 90 50, 110  Backwards 24
Neutral
Happiness 0 0,-20 0,-20 50 0,45 0, 50 Forwards 32
Neutral
Sadness 0, =25 0,20 25,50 -60, =80 0 0 Backwards 32
Neutral
Surprise 0 =20 25,50 50 =25,0,45 0,50 Backwards 24

Figure 6: Association of Body postures association with Emo-
tions based on work by based on the work by Mark Coulson
[11].

compared to the previous sequence is predicted. The way the cur-
rent system works such is that, if either of the system predicts
negative emotion, it is considered as a drop in engagement. This
is because the initial attempt considered each of the modalities as
a weak classifier and the probability of the modality predicting
correct is computed with the initial data collected as the ground
truth. Figure 8 shows the accuracy plot of the behavior monitoring
system(Vision system) versus the EEG signals(MUSE data) which
produces an accuracy of 71% combined for all participants.

Figure 7: Predicting the emotion from face and the body
joint positions by the vision system

fluctuation in engagement

—2

Green — Vision system blue — MUSE data

—a

2] a 6 8 10 12
sequence

Figure 8: Accuracy of the MUSE data versus Behavioral Mon-
itoring System
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7 DISCUSSION AND FUTURE WORK

The accuracy and result discussed above provides us satisfactory re-
sults for this study but, this method is not ready to be implemented
in the real world. It justifies further research in many areas of the
proposed system. In particular, we plan on conducting a user study
which will study the system’s usability in real world applications.
In addition, we will use different types of user performance visual-
izations to study the system’s effectiveness on vocational training
experts. Since the difficulty levels generated for the users were hard-
coded to be randomly generated, future studies will incorporate
the participant’s performance at each session or turn, in generat-
ing a sequence of specific difficulty. This is currently not done in
real practice. The sequences generated for each turn must adjust
to user performance in the prior turn of the assessment and thus
enable dynamic tracking of user performance. In addition, we will
incorporate the tracking of other human factors in the assessment,
besides memory. Furthermore, we plan user studies to predict the
emotion using more accurate EEG data, rather than the alpha, beta
and theta waves data from the MUSE sensor. Finally, we plan to
consider additional constraints for the pose estimator to improve
accuracy and to combine the MUSE data as an additional modality
in order to predict the outcome of a sequence. The user’s engage-
ment prediction with face recognition and body posture is currently
done offline. That is, the result of this prediction is not available in
the administrator GUIL. We are working on a real-time system that
will display the result of prediction directly in the administrator
GUL
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