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ABSTRACT

Hand keypoints detection and pose estimation has numerous ap-

plications in computer vision, but it is still an unsolved problem

in many aspects. An application of hand keypoints detection is in

performing cognitive assessments of a subject by observing the

performance of that subject in physical tasks involving rapid finger

motion. As a part of this work, we introduce a novel hand key-

points benchmark dataset that consists of hand gestures recorded

specifically for cognitive behavior monitoring. We explore the state

of the art methods in hand keypoint detection and we provide

quantitative evaluations for the performance of these methods on

our dataset. In future, these results and our dataset can serve as a

useful benchmark for hand keypoint recognition for rapid finger

movements.
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Machine Learning→Supervised learning by regression; Transfer

Learning; Neural Networks;
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1 INTRODUCTION

Hand pose estimation is an important computer vision topic due

to its wide range of applications in human-computer interaction,

augmented/virtual reality, and gaming. Such applications often

require hand segmentation, articulated hand pose estimation and

tracking. Recent methods in body pose estimation [6, 11] can be

used to detect and segment hands using human body hand joint

features. Articulated hand pose estimation from monocular RGB

images is still a largely unsolved problem in several aspects. This is

because human hand configurations are very diverse, with the pose

of a human hand having over 20 Degrees of Freedom (DoF). Hands

are smaller that the body, and thus they occupy a small part of the

image when the full body is visible. In addition, hand keypoints

are oftentimes occluded by other parts of the same hand, the other

hand, or the rest of the body.

Deep learning based methods currently achieve state of the art

performance for human body pose estimation. Estimating body

pose is an articulated pose estimation problem similar to hand pose

estimation. However, body pose estimation is easier, due to the

body orientation being upright most time, and also due to occlu-

sions being a less frequent and less severe problem for full body

images compared to hand images. We investigate deep learning

based methods for hand pose estimation that perform holistic ar-

ticulated pose estimation. Pixel-wise pose estimation approaches

could be slow for real-time applications and do not take advantage

of important holistic hand features due to per pixel constraints.

In this work, we focus on RGB-based articulated hand pose es-

timation. We prefer this modality due to the availability and ease
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of deployment of regular color cameras compared to depth cam-

eras. Our contribution aims towards partial hand pose estimation

problem on single RGB image frames. The hand keypoints that we

estimate are wrist, finger tips for thumb, index finger, middle finger,

ring finger, little finger. We provide a novel RGB benchmark dataset

for hand keypoints estimation and perform evaluations to provide

quantitative evaluation for current state-of-the-art methods for

this task. This dataset includes hand gestures and keypoint anno-

tations for gestures pertaining to rhythmic hand movements. Our

motivation is that tasks involving such movements can be used for

cognitive assessments, in conjunction with tasks involving whole

body motion [3]. There is a need for computational methods that

would help with automatic computation of various physical perfor-

mance metrics, so as to improve on the accuracy and efficiency of

human-made assessments. Articulated hand pose recognition is an

important step in recognizing and assessing physical exercises that

contain hand gestures.

We discuss the selected hand gestures in Section 3, where we

describe the physical exercise tasks and the importance of articu-

lated hand pose estimation in assessing performance in those tasks.

Recognition of rhythmic movements for rapid sequential hand ges-

tures poses the additional challenges that the motion is fast and

complicated. Moreover, the hand can be in any orientation and

the dexterity of hand makes it hard to estimate and track finger

positions.

The paper is further organized as follows: In Section 2, we discuss

related work; Section 3 describes the rhythmic hand gestures we use

in our dataset; in Section 4 we describe our HKD dataset; in Section

5, we discuss our experimental setup; in Section 6, we provide

results and evaluations for some existing methods, and in Section 7

we provide conclusions and future work towards this problem.

2 RELATEDWORK

Most vision-based articulated hand pose estimation methods can

be categorized based on the modality of the data that they use, their

application towards first person view (ego-centric) or third person

view, and whether the methods are discriminative or generative.

Below we briefly provide a review of articulated hand pose esti-

mation based on depth, color, or a combination of both depth and

color modalities.

2.1 Depth-based methods

Hand pose estimation is frequently done using depth image frames.

The use of depth cameras has facilitated the creation of large-scale

datasets [10]. Automatic annotations of keypoint locations for such

datasets can be achieved by attaching magnetic sensors to the hand.

Using magnetic sensors for automated annotations is not as effec-

tive an approach for RGB datasets, as the magnetic sensors/ data

gloves change the appearance of the hand in the RGB images and

reduce the usefulness of such images for model training. This is

why in this paper we focus on providing an RGB dataset. With the

advent of deep learning based pose estimation, data has proven to

be a crucial part of model learning. The model in [8] predicts 3D

hand skeleton joint locations by integrating a principal component

analysis (PCA) based prior into a Convolutional Neural Network

(CNN). In Keskin et al. [7], 3D joint estimation is achieved by per-

forming per pixel classification from synthetic depth images using

random decision forests and has shown to achieve good recognition

accuracy on ASL digits. Hierarchical pose regression for 3D hand

poses is performed [14] towards recognizing 17 ASL hand gestures.

The work in Ge et al. [4], estimates 3D joint locations by projecting

the depth image on 3 orthogonal planes and fusing the 2D regres-

sions obtained on each plane to deduce the final estimate. In Tsai

et al. [15], the hand segmentation task is performed using depth

information to train a random decision forest. Hand pose estimation

for tasks of hand-object interaction is performed in Huang et al.

[5]. Here, grasp taxonomies are recognized for egocentric views of

the hand.

2.2 RGB-based methods

The methods in Rogez et al. [9] and Baydoun et al. [1] contribute

towards egocentric hand pose recognition from RGB image frames.

Here, Rogez et al. [9] is based on hierarchical regressors to estimate

articulated hand pose and Baydoun et al. [1] formulates a graph

based representation for hand shapes for hand gesture recognition.

In Zhou et al. [18] an RGB dataset of hands performing 10 different

gestures is provided. The method in Sridhar et al. [12] consists of a

model for color-based real-time hand segmentation and tracking for

hands interacting with objects. In our work, we evaluate two state

of the art hand keypoint detectors for 2D keypoint estimation from

RGB images. The first one is the method presented in Zimmermann

et al. [19], which proposes a deep neural network to perform 3D

hand pose estimation. This model is trained on static images from

a synthetic dataset. We evaluate the 2D keypoint detections from

their PoseNet network on our dataset. The second state of the art

hand keypoint detector that we evaluated is the method in [11],

which produces real-time keypoint detection on RGB images using

multi-view bootstrapping. We define these methods in detail in

Section 5 for our experiments and provide extensive evaluation for

them in Section 6.

2.3 RGB-D based methods

The model in Tzionas et al. [16] is a combined generative model

with discriminatively trained salient features for articulated hand

motion capture from monocular RGB-D images for hand-hand and

hand-object interactions. The work in Garcia-Hernando et al. [2]

provides a new RGB-D dataset for egocentric hands manipulating

with objects. Another RGB-D approach for articulated 3D motion

hand tracking is presented in Sridhar et al. [13] where the authors

perform part-based pose retrieval and image-based pose optimiza-

tion.

3 RAPID SEQUENTIAL MOVEMENT

We present the Hand Keypoints Dataset (HKD) with images from

participants performing gestures corresponding to łfinger appose"

and łappose finger succession" exercises. These physical exercises

are designed for cognitive behavior monitoring based on perfor-

mance of rapid sequential movements. These exercises can be used

as measures for fine motor skill development in children, and can

be combined with tasks involving whole body motion for cognitive

assessments [3]. These exercises consist of movements with hands
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