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Abstract—This paper discusses wave-by-wave near-optimal
control of a wave energy device in irregular waves. A determinis-
tic propagation model is used to predict the wave elevation several
seconds into the future at the device location. Two prediction
approaches are considered. The first is based on a time series
being measured over an advancing time window at a particular
up-wave location. This approach is here utilized in long-crested
irregular waves. The second approach uses successive snap-
shots of wave elevation measurements over an up-wave area.
This approach is found more convenient for multi-directional
waves, and is here applied in a bi-directional wave irregular
wave field. A small, heaving vertical cylinder reacting against a
deeply submerged (i.e. assumed to undergo negligible oscillations)
mass is studied under wave-by-wave control. The non-causal
feedforward control force required for optimum velocity under
a swept-volume constraint is based on the past, current, and
predicted wave elevation at the device. Results for time-averaged
converted power and displacement/force maxima are obtained for
a range of irregular wave conditions. Also presented in addition
are energy conversion results with a feedback-alone control force
using a multi-resonant control technique.

Index Terms—Hydrodynamic modelling, control, wave predic-
tion, deterministic prediction, directional waves

I. INTRODUCTION

Floating bodies oscillating relative to a reference have
been used for energy conversion for several decades [1].
Active control of the hydrodynamic response of such bod-
ies provides one way to enhance annual energy conversion
with small devices, thereby increasing the likelihood of cost-
effective operation (see for instance, [2]). Indeed, efforts to
increase response bandwidth by controlling the phase of the
force applied by the power take-off were first reported in
the seventies [3] and [4]. For the Salter duck, control was
accomplished by including a reactive component in addition
to the resistive part in the torque opposing the duck oscillation,
and by independently adjusting the magnitudes of the two
parts. Investigations on small heaving point-absorber devices
with short resonant periods led to the development of the
‘latching’ concept [5]. Work on single-mode reactive control
led to multiple-mode impedance matching approaches termed
‘complex-conjugate control’ ( [6], [7], etc), which could be
applied in the frequency-domain for peak-frequency tuning
in changing wave spectra. At-sea tests on reactive + resistive
loading were performed a few years ago on prototypes of the

Wave Star device [8], and a 2-3 fold improvement in annual
power production was reported.

Latching control has received considerable attention over
the last 3 decades (e.g. see [9], [10], [11], [12], [13], [14],
etc). The determination of an optimal latching sequence was
first addressed under an optimal control framework in [9] with
the device dynamic model providing a dynamic constraint.
The optimum switching sequence was determined with the
help of the Pontryagin Max/Min Principle (often following
an iterative approach). A declutching approach was later
introduced mainly for devices with longer resonance periods
than the prevailing energy periods [15], [16]. Even though the
applied forces are purely resistive, evaluation of the switching
sequence requires prediction of the wave or exciting force
into the future. With either latching or declutching the sudden
application or release of large forces/moments can lead to tran-
sient vibrations through the entire system, which, in addition
to the force/moment load magnitudes, should be considered
early in the design process, and could be problematic in some
applications.

In contrast, the control considered in this work requires
smoothly varying actuation forces/moments. It should be noted
that power conversion through a particular oscillation mode is
maximized when oscillations occur at the hydrodynamically
optimum velocity. In general, as discovered in the tests on the
duck, this is not possible without using an external actuator
to apply a control force and without exchanging reactive
power with the device. Application of reactive and resistive
loads to produce correct impedance matching conditions on a
wave-by-wave basis in irregular waves presents a fundamental
challenge. As has been known since the mid-eighties, wave-
by-wave control of a wave energy converter for maximum
power conversion requires knowledge or prediction of the
incoming wave field [17], [18].

As just pointed out, hydrodynamically optimum velocity re-
quires a non-causal force at each instant, which cannot fully be
evaluated without knowledge or prediction of the wave surface
elevation information from the future. Naito and Nakamura
[17] used the wave profile measured up-wave to generate a
control force. Forsberg [19] used an autoregressive-moving
average (ARMA) model to predict the incident waves for a
real wave record and found a reasonably close match. Belmont
[20] discussed deterministic prediction of surface elevations



using two approaches: (i) the fixed-point approach, in which a
sufficiently long time series of wave profile measurements at a
single point is used, and (ii) the fixed-time approach, where a
‘snap shot’ of the wave profile over a sufficiently long distance
is used in conjunction with a deterministic propagation model.
One of the authors of this paper used the fixed-point approach
in long-crested (i.e. uni-directional) irregular waves to generate
the instantaneous control force for wave-by-wave control of a
2-body axisymmetric wave energy converter [21]. The length
of the time-series and the up-wave distance were set based
on the required prediction time (i.e. time into the future up
to which prediction is needed for a truncated control force
impulse response function) and the range of group velocities
associated with ‘commonly’ encountered ocean wave spectra.
Root-mean-square errors up to about 7% were observed. The
effect of prediction errors on energy conversion was analyzed
in [22]. Note that in [21], propagation was assumed to be
dispersive, and accounted for all component wave groups span-
ning the range of group velocities associated with practical
wave spectra. For this reason, the incident wave predictions in
[21] would be expected to be more accurate than that reported
in [20], where the prediction was ultimately obtained using a
single group velocity corresponding to the shallow-water limit.
Use of up-wave measurements was reported in [23], which
also considered use of the autoregressive time-series prediction
(see also, [24]). Implicit in the use of up-wave measurements
in [23] appears to have been the use of a non-dispersive wave
propagation model (i.e. a single, shallow-water velocity). It
may be worth investigating whether prediction accuracy would
be improved by adding dispersive propagation effects, and fur-
ther, by more fully accounting for the diffraction and radiation
flux dynamics of the oscillating water column chamber. Other
workers have considered direct prediction of exciting force
over a geometry-dependent prediction time (e.g. [25]), which
is a potentially attractive approach, though its extension to
multi-mode energy conversion remains to be explored. Such a
generalization is relatively straightforward with wave-elevation
prediction, since predicted wave elevations are available at
chosen points on the device.

This paper presents results for a fixed-time approach, and
the prediction accuracy is compared with that using the fixed-
point approach. The fixed-time approach is more straightfor-
ward to extend to multi-directional waves and hence is exam-
ined further for a range of wave-incidence angles varying over
a sector. Note, however, that prediction of surface elevations
for directional waves within a direction band using fixed-point
measurements was considered in [26]. Currently available
commercial technology for wave measurements over an area
(as opposed to at a point, for which a wave-rider buoy would
be sufficient) includes the X-band nautical radar, coupled with
the WaMOS software to provide wave statistical information
such as significant wave height, energy period, etc. However,
recent developments based on WaMOS II also include the
ability to predict wave elevations, as demonstrated in a wave
basin for assumed directional distributions [27]. Evaluation
of multi-directional spectra from X-band measurements was

performed in a recent work [28], though surface elevation
predictions were not made. Thus, real-sea applications of the
present approach could use images acquired by an X-band
radar. For the purpose of the present work, the irregular wave
records are generated using standard directional spectra. Pre-
dictions are compared with exact wave elevations. To illustrate
an application of the technique, time-domain simulation results
for an oscillation-constrained axi-symmetric heaving device
with feedforward control based on bi-directional incident wave
prediction are presented. While the present results could be
compared with other feedforward based approaches such as
model predictive control implementations, the main interest
here is in comparing them with with results based on a
control technique that uses feedback alone (‘multi-resonant
control’), together with power electronics circuitry. Note that
this control technique does not require wave prediction, since
only displacement/velocity feedback is needed for control
force evaluation. Calculations are also performed for pure
resistive loading (which does not involve real-time feedback
or feedforward inputs) with a view to providing a baseline for
the feedforward and feedback control approaches.

II. FIXED-POINT MEASUREMENT FOR PREDICTION

The propagation model is understood here as the relation-
ship between the measured wave elevation at some point on
the surface some time in the past (and the present), and the
predicted wave elevation at a different point in space some
time in the future. Wave elevation measurements may be
available in the form of time series at fixed points (‘fixed-point
approach’) or ‘snapshots’ over a fixed area at a single instant
(‘fixed-time approach’). Typically, distances on the order of
1000m and prediction times in the neighborhood of 30s are
adequate in most realistic sea states/spectra [17], [18], and
[21]. If the dynamics of wind-wave interactions over the free-
surface are ignored over such distance and time scales, a
linear kinematic model relating the wave surface elevation
η(x; t) at one point (time) and the wave surface elevation
at another point and another time may be sufficient, though
the implied Fourier transformability requires that the wave
elevation η(x, t) → 0 as t → ±∞ [29], [30]. In practice,
this would restrict application of the fixed-point approach to
periods of wave activity between periods when the sea is
relatively calm.

In deep water, for uni-directional wave propagation, a
kinematic model relating the wave elevation at point xA to
that at point xB in the frequency domain can be expressed as

η(xB ; iω) = e−ik(ω)dη(xA; iω) (1)

where k(ω) using the deep-water dispersion relation is

k(ω) =
|ω|ω
g

(2)

k(ω) has the same sign as ω. The wave elevation time his-
tory for predominantly uni-directional waves may be obtained
by a non-directional wave rider buoy. For most realistic surface
wave spectra over which a wave energy device operates, ω is



Fig. 1. A space-time diagram showing the relationship between the group
velocity range considered, the prediction time into the future, the up-wave
distance, and the length of the time series needed.

contained within finite approximate limits ωl and ωh. Because
surface waves are dispersive, an impulsive excitation of the
wave surface propagates over a range of group velocities
[vgmn, vgmx], where, for deep water,

vgmn =
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(3)

The relationship between the measured time series at xA
and the prediction at xB at an instant tp into the future is
shown in the space-time diagram of Figure 1. For the fixed-
point approach, a prediction at xB using a measurement at
xA can be obtained using an impulse response function hl(t)
where

hl(t; d) =
1

2π

∫ ∞
−∞

e−ik(ω)deiωtdω (4)

hl(t) can be evaluated analytically as [18], [20], and [21] as
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where the Fresnel integrals C and S have been used. Using
a wave surface-elevation time-series measurement at xA over

[t − T, t] seconds, the surface elevation at xB = xA + d at
time t+ tp can be obtained using

η(xB ; t+ tp) =

∫ T

0

hl(τ)η(xA; t− τ)dτ ; t > T

xB − xA = d = tP vgmx

T =
d

vgmn
− d

vgmx

(6)

Section X discusses one result for this approach [21],
which compares the predicted wave elevation with the directly
computed wave elevation for an irregular wave record.

III. ERRORS DUE TO DIRECTIONALITY

It is worthwhile to examine the effect of wave directionality
on the accuracy of the uni-directional propagation model of
equation (5). Thus, if the actual propagation direction of the
incident waves is β, then the distance parameter d should be
replaced by d cosβ, and a prediction at xB using the hl in
equation (5) will contain an error. An observation of the right
side of hl(t; d) shows that the direction error β will affect both
the coefficient on the bracket, and the arguments of both the
trigonometric functions and the Fresnel integrals. For instance,
a Taylor series expansion of the coefficient

√
2g
πd about β = 0

shows that the error in hl varies as β2. Similarly, the error in
the arguments of the trigonometric functions relative to β = 0
can also be seen to be on the order of β2. Approximating
the combined effect of the coefficient and the argument errors
to be on the order of β2, the root-mean-square error in the
predicted wave elevation can be estimated for known errors
in measured wave elevations. More details on this calculation
are included in [31], where it is argued that the root-mean-
square error in the predicted wave elevation is proportional to
the root-mean-square error in hl and for small β, increases as
β2, which would be serious in practical applications.

IV. PREDICTION IN MULTI-DIRECTIONAL WAVES

It is supposed here that incident waves approach the device
from a range of angles [π/2, 3π/2] (see Figure 2). Such may
be the case when a device is some distance away from the
shoreline, and not at a point in the open ocean where storm
surges and wind waves could approach from any direction
within the range [π/2, 5π/2]. However, the treatment summa-
rized below could be extended without much difficulty to a
wider range of incidence angles as required. Assuming small-
amplitude waves as before, the wave surface elevation for a
wave front approaching from a direction β at a point (r, θ) on
the free surface can be represented as

η(r, θ; t) = Ae−i(kr cos(β−θ)−ωt) (7)

where k is the scalar wave number. The complete wave record
at (r, θ) is a linear superposition of waves spanning a range
of wave numbers, approaching from a range of directions.
Further, k is related to frequency ω via the dispersion relation.
It is easy to see that the fixed-point approach has limited utility



Fig. 2. A space-time diagram for the multi-directional prediction using a
snap-shot of wave elevation measurements. Note that distances are now on
the vertical axis, with time on the horizontal axis.

in this situation, as, the wave elevation at point (r, θ) is the
combined effect of waves of different frequencies approaching
from multiple directions, where (r, θ) may be either the point
of wave measurement or the point where prediction is required.
A single point measurement thus provides insufficient infor-
mation for prediction. In contrast, a ‘snap-shot’ measurement
over a large enough area at one instant could provide sufficient
information for a prediction at a short time into the future and
at a chosen point down-wave of the measurement area. Such
a measurement could be obtained with an X-band radar, as
pointed out in section I. The space-time diagram describing
this situation is included in Figure 2.

It is assumed here that wave activity very far from the
device has no influence over the spatial scales of interest
to the measurement and prediction procedure (so that it can
be assumed to be negligible). A convenient initial illustration
of the fixed-time approach is provided by the case of uni-
directional propagation, where the prediction based on this
approach must match that based on the fixed-point measure-
ment case summarized in section II.

Here, as in section II,

η(x; t) = Ae−i(kx−ωt) (8)

For the fixed-time approach, a ‘snap-shot’ wave surface
elevation is obtained over a spatial domain at time t, and
prediction is needed at time t+p at the location of the device.

The appropriate impulse response function in this case, for
uni-directional propagation is,

hp(d; p) =
1

2π

∫ ∞
−∞

e−ikdei
√
gkpdk (9)

This impulse response function can be shown to be,
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This impulse response function provides a prediction p
seconds ahead in time and at the location of the device centroid
xB , using a ‘snap-shot’ wave-elevation measurement at time
t over a spatial distance D, where

D = vgmxp− vgmnp
xh = xo +D

xB = xh + vgmnp (11)

Then,

η(xB ; t+ p) =

∫ xh

xo

hp(x− ξ)η(ξ; t+ p)dξ (12)

Note that, in this case, the device centroid is at xB , and the
snap-shot measurement stretches from xo to xo+D. xo may be
chosen based on the instrument measurement range providing
the snap-shot measurement. A simulation result comparing
the prediction obtained using equation (12) with the directly
evaluated value at (xB ; t+ p) for an irregular wave record is
included in section X.

It can be shown that the impulse-response function hp(d; p)
of equation (10) for multi-directional waves now needs to be
appended to include angular information and becomes,

hp(d, θ; p) =∫ 3π/2
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where r = r cos(β−θ). Further, it is more convenient to carry
out the integration over β numerically in order to obtain the
final form for hp(d, θ; p). If the device centroid is located at
(rB , 0), the predicted wave elevation based on the ‘snap-shot’
over a radial distance D and an angular separation [π/2, 3π/2]
can be expressed as,

η(rB , 0; t+ p) =

∫ RB

RA

∫ 3π/2

π/2

hd(rB − ρ,−λ)η(ρ, λ; t)dλdρ

(14)
Here RB = RA + D, where D is given by the first of

equations (12). Once again, the point RA may be chosen based
on instrument range.



Fig. 3. A schematic view of the buoy discussed here. The reaction mass is
assumed to be deeply submerged, and its own oscillations are neglected in
what follows.

An illustration of the results for this approach is shown in
section X. Here a bi-directional irregular wave field is assumed
(this was generated using a Pierson-Moskowitz spectrum with
a ‘cosine-squared’ angular spread. Additional directions add to
the computational burden, and would require a more efficient
computational implementation of the procedure than that used
here.

V. WAVE ENERGY CONVERTER STUDIED

Figure 3 shows a schematic view of the wave energy
converter used in the present simulations. A linear actuator
is assumed to convert heave oscillations of a cylindrical buoy
relative to a reaction mass that is submerged deep enough for
its oscillations to be negligible in wave conditions of interest
to power conversion. In the simulations performed here, the
cylinder radius was assumed to be Rs = 2m, with its draft set
at Dr = 1m.

[m+ a(∞)]v̇(t) +

∫ ∞
0

hr(τ)v(t− τ)dτ

+ cdv(t) + k

∫ t

−∞
v(τ)dτ = Ff (t) + FL(t) (15)

hr(t) =
2

π

∫ ∞
0

b(ω) cosωtdω = − 2

π

∫ ∞
0

ωa(ω) sinωtdω

(16)
a(ω) = a(ω)− a(∞) (17)

a(ω), the frequency-dependent added mass in heave behaves
as,

lim
ω→∞

a(ω)→ a(∞) (18)

a(ω) is thus the Fourier-transformable, frequency-variable part
of a(ω). Because hr(t) is real-valued and causal, ωa(ω) and
b(ω) are respectively, odd and even functions of frequency,

and satisfy the Kramers-Kronig relations. Their full inverse
Fourier transforms can be defined as,

ha(t) =
1

2π

∫ ∞
−∞

ωa(ω)eiωtdω,

hb(t) =
1

2π

∫ ∞
−∞

b(ω)eiωtdω (19)

Note that ha(t) is an odd function of t and hb(t) is an even
function of t. Thus, hr(t) = ha(t)+hb((t) in the time domain,
and hence, both ha and hb are non-causal. Therefore, their use
in generating control forces on a wave-by-wave basis requires
prediction of velocity v.

The exciting force Ff (t), as commonly expressed in terms
of the surface elevation at body centroid is,

Ff (t) =

∫ ∞
−∞

hf (τ)η(xB ; t− τ)dτ (20)

where τ is the integration variable. η(xB ; t) is the wave
surface elevation at buoy centroid xB , and hf (t) is the impulse
response function defining the exciting force in heave.

VI. CONSTRAINED NEAR-OPTIMAL WAVE-BY-WAVE
CONTROL

The goal of control is to drive the floating body at its
hydrodynamic velocity optimum, subject to displacement and
velocity constraints. This is accomplished by means of an
actuation or control force that is evaluated in real time, using
the predicted wave elevation and an impulse response function
that is determined as described below. The buoy heave velocity
v(t) is hydrodynamically optimum (maximizing power trans-
fer from the incident wave to the buoy), when v(t) = vo(t),
where [18],

2cdvo(t) + 2

∫ ∞
−∞

hb(τ)vo(t− τ)dτ = Ff (t) (21)

This condition can be achieved if the control force applied to
the buoy is of the form [21],

FL(t) = [m+ a(∞)]v̇o(t) + k

∫ t

−∞
vo(τ)dτ

+

∫ ∞
−∞

ha(τ)vo(t− τ)dτ − cdvo(t)

−
∫ ∞
−∞

hb(τ)vo(t− τ)dτ (22)

FL(t) can be seen to be a feedforward force, based on the
desired velocity optimum vo(t). In practice, due to measure-
ment errors and disturbances, a feedback loop will be required
so that correct tracking is achieved. Measurement errors and
disturbances are not accounted for in this paper.
FL in equation (22) needs to be amended to reflect an

oscillation constraint that requires the maximum excursion to
be less than a specified limit, (e.g. the draft or the freeboard
to avoid full emergence or full submergence). The frequency-
domain approach of Evans [32] may be used as implemented
in [21]. Briefly, this corresponds to using the non-causal



impulse response function hoc to determine a constrained
velocity voc instead of vo in equation (22). Thus,

hoc(t) =
1

2π

∫ ∞
−∞

Hf (iω)

2[cd + Λ(ω) + b(ω)]
eiωtdω (23)

and,

voc(t) =

∫ ∞
−∞

hoc(τ)η(xB ; t− τ)dτ (24)

So that, the control force in the presence of a constraint is,

FLc(t) = [m+ a(∞)]v̇oc(t) + k

∫ t

−∞
voc(τ)dτ

+

∫ ∞
−∞

ha(τ)voc(t− τ)dτ − cdvoc(t)

−
∫ ∞
−∞

hb(τ)voc(t− τ)dτ (25)

The convolution integrals in equations (25) and (24) require
foreknowledge of wave elevation at the device centroid xB ,
which is provided by the deterministic wave prediction tech-
niques discussed in sections II, and IV.

The captured power over a time duration T is given by,

Pwr =
1

T

∫ T

0

FLr(t)voc(t)dt (26)

where

FLr(t) =

∫ ∞
−∞

hb(τ)voc(t− τ)dτ (27)

The limits ±∞ in the integrals in equations (25) and (27)
above are replaced by −tp and the present time t in practical
simulations. Further, tp is the prediction time defined such that
hb(t)→ 0 as t→ −tp [21].

With the average incident power over the buoy diameter 2R
for an irregular wave quantified by a significant wave height
Hs and an energy period Te given by,

Pinc = 0.49H2
sTe(2R) (28)

the capture width ratio (capture factor) can be found using

ηc = Pwr/Pinc (29)

VII. MULTI-RESONANT CONTROL

Results are also obtained for a controller implementation
that does not require up-wave measurements nor wave predic-
tion. This approach is not designed to attempt to match the
hydrodynamic velocity optimum in irregular waves, but rather,
to generate the control force signal based on velocity or posi-
tion feedback alone [33], [34]. Using on-line estimation of the
frequency and amplitude/phase content in the feedback signal,
reactive and resistive loads are computed for application by a
linear actuator. Power electronics circuitry is used to set the
actual force variation to be applied. The loads as computed
are intended to provide resonance like behavior at 3 or more
frequencies, in addition to the original natural frequency of
the device.

VIII. RESISTIVE CONTROL

The control in this case simply consists of applying a
damping load with the power take-off actuator. No wave
prediction is required, but the damping level may be adjusted
to match the ‘internal’ damping at the peak frequency of
an incoming spectrum. No real-time feedforward or feedback
forces are applied. Thus, the damping load D is set to

D = α(b(ωp) + cd) (30)

α is set � 1, to keep the resistive force from being too small
compared with the reactive forces in irregular waves for the
small geometry being used here. In this case, the averaged
captured power over a duration T is found using

Pbl =
1

T

∫ T

0

Dv2bldt (31)

IX. CALCULATIONS AND SIMULATIONS

For the geometry shown in Figure 3 (vertical cylinder radius
R = 2m and draft Dr = 1m) simulations were carried out in a
range of irregular wave conditions derived from the standard
Pierson-Moskowitz type 2-parameter spectral representation,
with a cos2 θ directional spread. The spectra were represented
using the expression,

S(ω, θ) = S(ω)Dv(θ) (32)

where

S(ω) ==
131.5H2

s

T 4
e ω

5
exp

[
− 1054

(Teω)4

]
Dv(θ) =

1

2
cos2 θ (33)

The wave surface elevation at (x, t) can be expressed as

η(x; t) =
N∑
n=1

M∑
m=1

<{A(ωn, θm)exp [−i (k(ωn)x− ωnt+ ϑn)]} (34)

where,

A(ωn, θ) =
√

2S(ωn, θ)∆ω∆θ (35)

and ϑn is a random phase angle ∈ [0, 2π], with S(ωn, θm)
representing the spectral density value at ωn and direction
θm. N = 512 was used in these calculations. Irregular wave
records were computed for a range of spectra at significant
wave height Hs = 1m, and energy periods Te ranging from
7s to 17s. In order to minimize the computational burden (i.e.
execution time), only a bi-directional spectrum is considered,
although the current procedure is capable of functioning with
multiple wave directions.
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Fig. 4. A comparison between the predicted wave elevation at the device
centroid using a 232s-long advancing wave elevation time series at a point
800m up-wave and the calculated wave elevation at the device centroid. The
prediction time is 30s into the future. A long-crested wave field is assumed.

X. DISCUSSION OF RESULTS

Figure 4 shows a typical result for the fixed-point prediction
approach in long-crested waves, for an irregular wave record
for (Hs = 1m, Te = 11s). A good match is seen between the
predicted surface elevation time series and the actual, directly
computed time series. Figure 5 plots the equivalent result using
the fixed time technique for a long-crested irregular wave field.
Again, good agreement is found between the predicted and
the computed surface elevations. Our work so far [21], [35]
has considered wave-by-wave control in long-crested waves.
Here, simulation results are discussed for a wave-field with
two predominant directions. Such wave fields frequently occur
when swell and wind sea directions may be different at some
sites (e.g. NDBC, Station 46006, Southeast Papa, April 16,
2017 [36]). Predictions were made at the device centroid
about 30 s into the future, using a snapshot of the incoming
wave field over about 800 m up-wave. The plot for a bi-
directional wave field in Figure 6 shows a less-than-close
match. Further work seems warranted in this case, though the
source of the error appears to be more in the specific computer
implementation than in the underlying analytical model.

Figures 7 and 8 plot the results for a situation when waves
approach from two directions, as mentioned, at angles of inci-
dence (1) 0 degrees, and (2) 45 degrees. For a range of energy
periods Te from 6s to 17s, the significant wave height Hs was
again assumed to be 1m for these calculations. The predicted
wave elevations shown in bi-directional wave fields using the
present implementation were used in these calculations. For
actuator efficiency of 85%, converted power (averaged over
10 minutes) under the wave-by-wave near-optimal control
is found to be considerably greater than that available with
baseline resistive control. The average conversion efficiency
is seen to be greatest in the wave conditions dominated by

500 520 540 560 580 600

t

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

η
c
o

m
p

u
te

d
, 
η

p
re

d

Computed
Predicted with η snapshot

Fig. 5. A comparison between the predicted wave elevation at the device
centroid using a fixed-time measurement approach. The length of the snap-
shot is 800m. The prediction time is 30s into the future. A long-crested wave
field is assumed.
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Fig. 6. A comparison between the predicted wave elevation at the device
centroid using a fixed-time measurement approach. The radial length of the
snap-shot is 800m. The prediction time is 30s into the future. A bi-directional
wave field is assumed (with waves approaching from β = 0 degrees, and
from β = 40 degrees).

shorter periods. This is likely the result of greater radiation
damping at these periods for the present device, which enables
greater power conversion within the swept-volume constraint.
However, note that the incident wave power is greater for
the longer-period dominated wave records, so the overall
converted power is also greater despite the drop in efficiency.
Figure 9 shows the maximum heave displacement observed
over a 10-minute period. Overall, these results confirm that,
if a prediction can be provided the required duration into the
future, near-optimal control can be produced and performance
improvement comparable to that observed in long-crested
waves is possible [21]. It should be noted, however, that there
has been an effort made here in the mechanical design to
minimize the effect of surge and pitch modes. In the presence
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Fig. 7. Plot comparing the power absorbed with wave-by-wave impedance
matching control (with baseline resistive control) in a bi-directional wave
field containing waves approaching at incidence angles 0 deg and 45 deg.
Displacement amplitudes were constrained to 1m for the buoy with radius
2m and draft 1m. Actuator efficiency was taken to be 85%. The 10-minute
averages excluded the initial inactive periods during which the initial up-wave
measurement time series were recorded.
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Fig. 8. Plot comparing the capture width ratio with wave-by-wave impedance
matching control (with baseline resistive control) in a bi-directional wave
field containing waves approaching at incidence angles 0 deg and 45 deg.
Displacement amplitudes were constrained to 1m for the buoy with radius
2m and draft 1m. Actuator efficiency was taken to be 85%. The 10-minute
averages excluded the initial inactive periods during which the initial up-wave
measurement time series were recorded.

of the wave field from β = 45 degrees, sway and roll forcing
will also exist. Actuator linkage design in practice will need
to account for excitation in all 6 modes, while allowing buoy
motion in heave alone, and will likely require some further
research.

Figures 10 and 11 show results for the multi-resonant
control algorithm. Note that, because this technique does not
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Fig. 9. Maximum oscillation amplitude under wave-by-wave impedance
matching control (with baseline resistive control) in a bi-directional wave
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Displacement amplitudes were constrained to 1m for the buoy with radius
2m and draft 1m. Actuator efficiency was taken to be 85%. The 10-minute
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measurement time series were recorded.

Fig. 10. Cumulative energy conversion for an irregular wave record with
energy period = 11s, and significant wave height = 1m, with multi-resonant
control. These results are for a full-scale cylinder buoy with radius =2m,
and draft = 1m. Power conversion is through heave oscillations only, and
displacement amplitudes are constrained to 1m.

need wave measurement and prediction (but uses just the
feedback of displacement or velocity), the control force is
not directly dependent on wave direction. The plot in Figure
10 compares energy capture with the multi-resonant control
(referred to as ‘PDC3’) with baseline resistive control. The
plot in Figure 11 shows an overview result for the range
of sea states examined for wave-by-wave control above. The
control algorithm is seen to provide good energy capture with
feedback alone.



Fig. 11. Cumulative energy conversion for a range of wave spectra with multi-
resonant control. The significant wave height in all cases is 1m. These results
are for a full-scale cylinder buoy with radius =2m, and draft = 1m. Power
conversion is through heave oscillations only, and displacement amplitudes
are constrained to 1m.

XI. CONCLUSION

Two deterministic wave prediction techniques based on a
linear wave propagation model were considered. Prediction
distances and durations were on the order of 1000 meters
and 30 seconds, respectively. Given the relative shortness of
the prediction distance and time, effects of any wind forcing
between the measurement point/region and the device were
considered small enough to ignore. The propagation model
was thus purely kinematic, based on the linear wave solution
and the dispersion relation. A range of group velocities en-
compassing the propagation velocities of wave groups within
practical wave spectra was considered for the so-called (i)
fixed-point, and (ii) fixed-time techniques. For a bi-directional
wave field, a heaving buoy type wave energy converter uti-
lizing the prediction was used to provide an illustration of
the improvement possible in the presence of prediction. While
this control technique was based on ‘feedforward’ forcing, a
feedback based multi-resonant controller was also considered
for comparison. Overall, results show significant improvement
in performance relative to purely resistive control, where no
prediction is used and the damping level is adjusted using
frequency-domain wave information.
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