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Abstract: In this article, we define operator algebras internal to a rigid C*-tensor cat-
egory C. A C*/W*-algebra object in C is an algebra object A in ind-C whose cate-
gory of free modules FreeModC(A) is a C-module C*/W*-category respectively. When
C = Hilbfd, the category of finite dimensional Hilbert spaces, we recover the usual
notions of operator algebras. We generalize basic representation theoretic results, such
as the Gelfand-Naimark and von Neumann bicommutant theorems, along with the GNS
construction. We define the notion of completely positive morphisms between C*-
algebra objects in C and prove the analog of the Stinespring dilation theorem. As an
application, we discuss approximation and rigidity properties, including amenability,
the Haagerup property, and property (T) for a connected W*-algebra M in C. Our defi-
nitions simultaneously unify the definitions of analytic properties for discrete quantum
groups and rigid C*-tensor categories.
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1. Introduction

Algebras of operators onHilbert spacewere first introduced to give a rigorousmathemat-
ical understanding of quantum mechanics. Of particular importance are von Neumann
algebras (W*-algebras) and C*-algebras, introduced by von Neumann [MvN43] and
Gelfand-Naimark [GN43] respectively. Later on, abstract algebraic characterizations of
C*- andW*-algebras were given, whichmake no reference to underlying Hilbert spaces.
Operator algebras have seen important applications to many branches of mathematics,
including representation theory, conformal and quantum field theory, and most recently
topological phases of matter.

Classically, the symmetries of a mathematical object form a group. In recent decades,
we have seen the emergence of quantum mathematical objects whose symmetries form
a group-like object called a tensor category. Two important examples of such objects
are quantum groups and subfactors, which are said to encode quantum symmetry.

The modern theory of subfactors began with Jones’ landmark result in [Jon83] show-
ing that the index of a II1 subfactor lies in the set

{
4 cos2(π/n)

∣∣n ≥ 3
} ∪ [4,∞]. We

study a finite index subfactor N ⊆ M by analyzing its standard invariant, which has
a number of different axiomatizations. In finite depth, we have Ocneanu’ paragroups
[Ocn88,EK98], and in the general case, we have Popa’s λ-lattices [Pop95] and Jones’
planar algebras [Jon99]. We may also view the standard invariant as the rigid C*-tensor
category whose objects are the bifinite N − N Hilbert bimodules generated by L2(M)

and whose morphisms are bounded N − N bilinear intertwiners, together with the dis-
tinguished Frobenius algebra object L2(M).

We are currently seeing the emergence of new mathematical objects that
encode enriched quantum symmetry, including superfusion categories [DGNO10,BE16,
BGH+16,Ush16], tensor categories enriched in braided tensor categories [Kel05,MP17],
para planar algebras [JL17], and anchored planar algebras in braided pivotal categories
[HPT16b]. To understand these notions from an operator algebraic framework, we must
develop a theory of enriched operator algebras, or operator algebras internal to a rigid
C*-tensor category.
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In turn, these enriched operator algebras give a uniform approach to analytic prop-
erties, like amenability, the Haagerup property, and property (T), for discrete groups,
(discrete) quantum groups, subfactors [Pop99], and rigid C*-tensor categories [PV15].

1.1. Algebras in monoidal categories and module categories. Suppose C is a semi-
simple monoidal category enriched in Vecfd, the category of finite dimensional vector
spaces. A unital algebra in C is an object a ∈ C together with morphisms i : 1C → a
and m : a ⊗ a → a which satisfy unit and associativity axioms. It is easy to see that
the category of algebras in C with algebra morphisms is equivalent to the category of
lax monoidal functors Cop → Vecfd with lax monoidal natural transformations via the
Yoneda embedding a 
→ C( · , a).

However, we want to generalize all algebras, including infinite dimensional ones. To
do so, we replace C with Vec(C), the category of linear functors Cop → Vec, where Vec
denotes the category of all vector spaces. There is a natural notion of tensor product of two
such functors akin to theDay convolution product [Day70]. (In fact,Vec(C) is equivalent
to the ind-category of C.) Again, we have an equivalence of categories between algebra
objects in Vec(C) and lax monoidal functors Cop → Vec. An ordinary complex algebra
A now corresponds to the involutive lax monoidal functor A : C = Vecopfd → Vec
sending C to A.

A common theme in mathematics is trading an object for its representation theory.
For example, the Gelfand transform allows us to trade a unital commutative C*-algebra
A for its compact Hausdorff topological space of algebra representations A → C. In
this sense, we think of C*-algebras as encoding non-commutative topology.

For each c ∈ C, we write c = C( · , c) for its image under the Yoneda embedding.
We may trade our algebra object A ∈ Vec(C) for its category FreeModC(A) of free
modules in Vec(C), whose objects are right A-modules of the form c ⊗ A for c ∈ C,
and whose morphisms are right A-module morphisms. References for the free module
functor include [KO02,BN11,HPT16a]. Notice that FreeModC(A) carries the structure
of a left C-module category. We may now recover the algebra structure on A from the
category FreeModC(A) with its distinguished base-point A by the Yoneda lemma, or
the internal hom construction, since for each c ∈ C, we have a canonical isomorphism

A(c) ∼=
Yoneda

HomVec(C)(c,A) ∼= HomFreeModC(A)(c⊗ A,A).

Thus the category algebra objects A ∈ Vec(C) is equivalent to the category of left
C-module categories M with distinguished basepoint m ∈ M and whose objects are
of the form c ⊗ m for c ∈ C. We call such a left C-module category cyclic. Usually
this result is stated as a correspondence between Morita classes of algebras and left C-
module categories without basepoints. Remembering the basepoint allows us to recover
the actual algebra, not just its Morita class.

1.2. ∗-Algebras and operator algebras. More structure on C is needed to define a ∗-
structure on an algebra objectA ∈ Vec(C). An involutive structure on C is an anti-tensor
functor ( · , ν, ϕ, r) : C → C where · is an anti-linear functor, νa,b : a ⊗ b → b ⊗ a
is a family of natural isomorphisms, ϕ : · ⇒ id is a monoidal natural isomorphism,
and r : 1C → 1C is a real structure, all of which are compatible (see Sect. 2.2 for more
details). Given an involutive structure on C, we define a ∗-algebra object in Vec(C) to
be an involutive lax monoidal functor Cop → Vec.
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Algebras in A ∈ Vec(C) Cyclic C-module categories
Trivial algebra 1 = C( · , 1C) ∈ Vec(C) Trivial cyclic C-module category (C, 1C)
Algebra natural transformation A ⇒ B Cyclic C-module functor (M, m) → (N , n)
Endomorphism algebra L(V) Cyclic C-module generated by V ∈ Vec(C)
Representation A ⇒ L(V) Cyc. C-mod. functor (M, m) → (Vec(C),V)

Fig. 1. Morita correspondence between algebra objects and cyclic module categories

Hilbert spaces provide a natural context to discuss representations of ∗-algebras and
operator algebras. This has two important consequences.

First, to define an operator algebra internal to an involutive tensor category, we restrict
our attention to bi-involutive tensor categories [HP15], which have a dagger structure
compatible with the involutive structure. (In the graphical calculus for tensor categories,
one thinks of the involutive structure as reflection about the y-axis and the dagger struc-
ture as reflection about the x-axis. The bi-involutive condition is that these reflections
commute.) In this article, we focus completely on the case when C is a rigid C*-tensor
categorywith simple unit object.While there should be interesting results using arbitrary
bi-involutive categories, our most important results rely on objects of C being dualizable,
and on the fact tha we may equip each morphism space C(a, b) with the structure of a
finite dimensional Hilbert space.

Our Morita correspondence above in Fig. 1 restricts to an equivalence of categories
between ∗-algebras in Vec(C) and cyclic C-module dagger categories. Using this finer
correspondence, we say that a ∗-algebra object A ∈ Vec(C) is a C*-algebra object
precisely when the dagger category FreeModC(A) is a C*-category. This definition is
similar in spirit to the fact that being a C*-algebra is merely a property of a complex
∗-algebra, not extra structure. There is an obvious analogous definition for aW*-algebra
object, which again is a property of a ∗-algebra object. (See Fig. 2.)

The second consequence is that to represent a ∗-algebra objectA ∈ Vec(C), we need
the notion of aHilbert space object in C. Aswith vector spaces, we replace the category of
Hilbert spacesHilbwithHilb(C), the category of linear dagger functorsH : Cop → Hilb
with bounded linear natural transformations. This means if H,K ∈ Hilb(C), a natural
transformation θ = (θc)c∈C : H⇒ K is a morphism in HomHilb(C)(H,K) if and only if

sup
c∈C

‖θc : H(c)→ K(c)‖ <∞.

Notice that in this case, the adjoint θ∗ : K ⇒ H exists, and Hilb(C) is a W*-category.
Whereas Vec(C) is merely involutive, Hilb(C) is bi-involutive, as the dagger structure
is compatible with the involutive structure.

Given a Hilbert space object H ∈ Hilb(C), there is a canonical W*-algebra object
B(H) ∈ Vec(C) given by the internal hom; we have natural isomorphisms

B(H)(a) ∼=
Yoneda

HomVec(C)(a,B(H)) ∼= HomHilb(C)(a ⊗H,H).

We prove many of the basic operator algebra theorems for operator algebras in C.

Theorem A (Gelfand-Naimark). Given any C*-algebra object A ∈ Vec(C), there is
a Hilbert space object H ∈ Hilb(C) and a faithful ∗-algebra natural transformation
θ : A⇒ B(H).

We also have a notion of a state on A and a version of the GNS construction.
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∗-Algebras in A ∈ Vec(C) Cyclic C-module dagger categories
∗-Algebra nat. trans. Cyclic C-module dagger functor
C*-algebra object Cyclic C-module C*-category
W*-algebra object Cyclic C-module W*-category
W*-algebra object B(H) Cyc. C-mod. W*-cat. generated by H ∈ Hilb(C)
∗-Algebra representation into B(H) Cyclic C-module dagger functor into (Hilb(C),H)
Normal ∗-algebra nat. trans. Normal cyclic C-module dagger functor

∗-Algebras in A ∈ Vec(C) Cyclic C-module dagger categories
∗-Algebra nat. trans. Cyclic C-module dagger functor
C*-algebra object Cyclic C-module C*-category
W*-algebra object Cyclic C-module W*-category
W*-algebra object B(H) Cyc. C-mod. W*-cat. generated by H ∈ Hilb(C)
∗-Algebra representation into B(H) Cyclic C-module dagger functor into (Hilb(C),H)
Normal ∗-algebra nat. trans. Normal cyclic C-module dagger functor

Fig. 2. Correspondence between ∗-algebra objects and cyclic module dagger categories

Given two C*-algebra objectsA,B ∈ Vec(C), a ∗-natural transformation θ : A⇒ B
is called completely positive if for every c ∈ C, the induced linear ∗-map

θc⊗c : EndFreeModC(A)(c⊗ A, c⊗ A) −→ EndFreeModC(B)(c⊗ B, c⊗ B)

maps positive elements to positive elements (note that both of these endomorphism
algebras are C*-algebras). Since the categories of freeA/B-modules admits finite direct
sums, positivity on C implies complete positivity of the maps θc⊗c.

Theorem B (Stinespring dilation). Suppose θ : A⇒ B(H) is unital completely positive.
Then there is a Hilbert space object K ∈ Hilb(C), a ∗-algebra natural transformation
π : A ⇒ B(K), and an isometry v : H ⇒ K such that θ = Ad(v) ◦ π as ∗-natural
transformations.

We can also define the notion of the commutant of a ∗-algebra object A ∈ Vec(C)
in a given representation. To do so, we pass to the corresponding C-module dagger
categories. A representation π : A ⇒ B(H) gives us a C-module dagger functor π̌ :
FreeModC(A) → Hilb(C) sending A to H. We define the commutant of a cyclic left
C-module dagger subcategory M ⊂ Hilb(C) with basepoint H to be the cyclic right
C-module dagger subcategoryM′ ⊂ Hilb(C) with basepoint H whose morphism space
M′(H⊗ c,H⊗ d) is the space of all f ∈ HomHilb(C)(H⊗ c,H⊗ d) which commute
with all morphisms fromM:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f : H⊗ c→ H⊗ d

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

for all a, b ∈ C and g ∈M(a ⊗H,b⊗H),

f

g

H

H

c

d

a

b

=
f

g

H

H

c

d

a

b
⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

We similarly define the commutant of a cyclic right C-module dagger subcategory of
Hilb(C)with basepointH as a left C-module dagger subcategory. Thus the bicommutant
of a left C-module dagger category is again a left C-module dagger category, which
allows us to take the bicommutant of an algebra object in Vec(C).

Theorem C (von Neumann bicommutant). Given a cyclic left C-module dagger sub-
category M ⊂ Hilb(C) with basepoint H, the weak*-closure of M is equivalent to its
bicommutant M′′. Thus if M ∈ Vec(C) is a W*-algebra object and π : M ⇒ B(H)

is a faithful normal ∗-algebra natural transformation, we have a ∗-algebra natural
isomorphism M ∼=M′′.
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Fig. 3. Analogy between ordinary operator algebras and operator algebras in C. We use the shorthand ‘n.t.’
for natural transformation and ‘c.p.’ for completely positive

To prove these results, we bootstrap from the ordinary theory of operator algebras,
which is the case C = Hilbfd. In this case, Vec(C) ∼= Vec, and we see that ∗/C*/W*-
algebras A ∈ Vec(C) exactly correspond to ∗/C*/W*-algebras respectively. We expect
that much of the world of ordinary operator algebras generalizes to the enriched setting.
We summarize the dictionary between ordinary and enriched operator algebras in the
table below (Fig. 3).

1.3. Application to approximation and rigidity properties. Analytic properties such as
amenability, the Haageruup property, and property (T) were first defined for countable
discrete groups G to characterize the local topological behavior of the unitary dual,
i.e., the C*-tensor category of unitary representations, with respect to the Fell topology
[BdlHV08]. One can replace this unitary dual with the state space of the universal C*-
algebra of G, and a state may be viewed as an element of �∞(G). In turn, approximation
properties, like amenability and the Haagerup property can be defined by the ability
to approximate an arbitrary state in �∞(G) with states that decay sufficiently nicely
in �∞(G). Rigidity properties, like property (T), can be defined by the inability to
approximate the identity with any class that is small at infinity.

These analytic properties were later generalized to II1-factors and quantum groups.
More recently, Popa and Vaes [PV15] introduced these notions for rigid C*-tensor cat-
egories, generalizing Popa’s definitions for subfactors [Pop94,Pop99]. This has led to a
great deal recent interest in understanding these properties from different perspectives
[NY16,GJ16,NY15]. It has become clear that in this setting, the unitary dual of a rigid
C*-tensor category C is the tensor category Z(Hilb(C)). This category was first intro-
duced by Neshveyev and Yamashita [NY16] as the unitary ind-category of C, and it
was shown to be equivalent to the representation category of Ocneanu’s tube algebra
[PSV15].

In this article, we define analytic properties of W*-algebra objects M ∈ Vec(C) for
which M(1C) is trivial. Our definitions simultaneously unify the definitions of analytic
properties for countable discrete groups, quantumgroups, subfactors, and rigidC*-tensor
categories. The basic idea is to find a canonical correspondence between states (in the
ordinary sense) on the algebra of interest (quantum group algebra, tube algebra, etc.)
and ucp morphisms (in our categorical sense) on an appropriately defined W*-algebra
object in the appropriate category. We further study these properties for irreducible
discrete inclusions of factors in [JP17].
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1.4. Application to enriched quantum symmetry. As mentioned earlier, one of the main
motivations of this project is the emergence of objects that can be thought to encode
enriched quantum symmetries, like superfusion categories, tensor categories enriched
in braided tensor categories, and planar algebras internal to a braided pivotal category.
Now that we have a notion of an enriched fusion category and planar algebra, we should
look for the notion of an enriched subfactor. We would then like to prove that enriched
categories and planar algebras arise as the standard invariants of these enriched subfac-
tors. Indeed, in [JL17, Rem. 2.22], Jaffe and Liu tell us the theory works in full generality
in the G-graded setting for G-graded subfactors acting on G-graded Hilbert spaces for
G an abelian group.

The anchored planar algebras defined in [HPT16b] allow the enriching category C
to be an arbitrary braided pivotal category, whose objects are not necessarily Hilbert
spaces. Thus a more abstract version of operator algebra internal to a rigid C*-tensor
category is needed for this more abstract C-graded subfactor theory. Indeed, our present
notion of C*/W*-algebra object in Vec(C) will be used in [HPT] to define the notion of
a unitary anchored planar algebra in Vec(C) where C is a unitary ribbon category. We
anticipate a future generalization of subfactor theory to the C-graded setting.

2. Background

Notation 1. In this article, as much as possible, we use the following types of letters to
denote the following types of things. Categories are denoted by C,M,N . Objects in
C are denoted by lower case roman letters starting from the beginning of the alphabet
a, b, c, and morphisms in C(c, a⊗ b) will be denoted by greek letters α, β, γ and φ,ψ .

Functors will be denoted by bold-face capital letters, e.g., A,F. For a ∈ C, the
representable functor C( · , a) is denoted by the bold-face lower case letter a. Natural
transformations are usually denoted by θ , σ , and τ .

Vectors in vector spaces or Hilbert spaces are denoted by f, g or by η, ξ, ζ depending
on the context.

We begin with a review of the notions of categories that arise in this article. Sections
2.1–2.3 are adapted from [HP15, §2.1–2.2].

2.1. Linear, dagger, andC*-categories. In this article, a linear categorywillmean aVec-
enriched category, whereVec denotes the category of complex vector spaces, whichmay
be infinite dimensional. We denote by Vecfd the category of finite dimensional complex
vector spaces.

A dagger category is a linear category C equipped with an anti-linear map C(a, b)→
C(b, a) for all a, b ∈ C called the adjoint. It must satisfy the axioms ψ∗∗ = ψ and
(ψ ◦ φ)∗ = φ∗ ◦ ψ∗ for composable ψ, φ, which implies id∗a = ida for all a ∈ C. An
invertible morphism ψ ∈ C(a, b) is called unitary if ψ∗ = ψ−1.

We denote byHilb the category of complex Hilbert spaces, andHilbfd is the category
of finite dimensional complex Hilbert spaces.

Remark 1. Recall that a ∗-algebra being a C*-algebra is a property, not extra structure.
Given a ∗-algebra A, A is a C*-algebra if and only if

‖a‖2 = sup
{|λ| ≥ 0

∣∣ a∗a − λ1A is not invertible
}

defines a genuine norm on A, A is complete in this norm, the norm is sub-multiplicative
‖ab‖ ≤ ‖a‖ · ‖b‖, and the norm satisfies the C*-axiom ‖a∗a‖ = ‖a‖2.
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Definition 1. A dagger category C is called a C*-category if it satisfies the following
two properties (which are not extra structure):

– For every a, b ∈ C andψ ∈ C(a, b), there is a φ ∈ C(a, a) such thatψ∗ ◦ψ = φ∗ ◦φ.
– For each a, b ∈ C, the function ‖ · ‖ : C(a, b)→ [0,∞] given by

‖ψ‖2 = sup
{|λ| ≥ 0

∣∣ψ∗ ◦ ψ − λ ida is not invertible
}

is a norm on C(a, b), C(a, b) is complete in this norm, the norm is sub-multiplicative
‖ψ ◦ φ‖ ≤ ‖ψ‖ · ‖φ‖, and these norms satisfy the C*-axiom ‖ψ∗ ◦ ψ‖ = ‖ψ‖2.

When C admits direct sums, a dagger category is a C*-category if and only if C(a, a) is
a C*-algebra for every a ∈ C (see [GLR85, Def. 1.1], and use Roberts’ 2 × 2 trick to
see each C(a, b) as a closed subspace of the C*-algebra EndC(a ⊕ b)).

A C*-category C is called a W*-category if each Banach space C(a, b) has a predual
C(a, b)∗. Again, this is a property, and not extra structure. When C admits direct sums,
we recall from [GLR85, Lem.2.6] that a C*-category is a W*-category if and only if
C(a, a) is a von Neumann algebra for every a ∈ C.

A functor between linear categories F : C → D is called linear if the map F :
C(a, b) → D(F(a),F(b)) is linear for all a, b ∈ C. If C and D are dagger categories,
then a linear functor is called a dagger functor if F(ψ∗) = F(ψ)∗ for all morphisms ψ
in C. A dagger functor between W*-categories F : C → D is called normal if for all
a, b ∈ C, the map C(a, b) → D(F(a),F(b)) is continuous with respect to the weak*-
topologies. Equivalently, if C,D admit direct sums, F is normal if for all c ∈ C, the
induced ∗-homomorphism C(c, c)→ D(F(c),F(c)) is normal.

By [GLR85], a dagger category C is a C*-category if and only if it admits a faithful
dagger functor C → Hilb which is norm-closed on the level of hom spaces. Similarly, C
is a W*-category if and only if it admits a faithful normal dagger functor C → Hilb.

2.2. Involutions on tensor categories. A tensor category is a linear monoidal category
(C,⊗, α, λ, ρ, 1C), where ⊗ : C × C → C is the tensor product bifunctor, which is
associative up to the associator natural isomorphisms α, which satisfy the pentagon
axiom. We denote the unit object by 1C , and λ, ρ are the unitor natural isomorphisms
which satisfy the triangle axioms. Wherever possible in the sequel, we suppress the
associators and unitors to ease the notation.

A dagger tensor category is a dagger category and a tensor category such that the
associator and unitor natural isomorphisms are unitary, and which satisfies the compati-
bility condition (ψ ⊗φ)∗ = ψ∗ ⊗φ∗. A C*-tensor category is a dagger tensor category
whose underlying dagger category is a C*-category.

Definition 2. A tensor category is called involutive if there is a covariant anti-linear
functor · : C → C called the conjugate. This functor is involutive, meaning there are
natural isomorphisms ϕc : c → c for all c ∈ C satisfying ϕc = ϕc, and anti-monoidal,
meaning there are natural isomorphisms νa,b : a ⊗ b → b ⊗ a and an isomorphism
r : 1→ 1 satisfying the following axioms:

– (associativity) νa,c⊗b ◦ (ida ⊗νb,c) = νb⊗a,c ◦ (νa,b ⊗ idc)
– (unitality) ν1,a ◦ (r ⊗ ida) = ida = νa,1 ◦ (ida ⊗r).
We require ϕ, ν, and r to be compatible: ϕ1 = r ◦ r and ϕa⊗b = νb,a ◦ νa,b ◦ (ϕa ⊗ ϕb).
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Example 1. The category Vec is involutive where the conjugate is defined to be taking
the complex conjugate vector space. We denote the conjugate of V ∈ Vec by V =
{v|v ∈ V }, where λv = λv for all λ ∈ C. Given a map T : V → W , we define
T : V → W by T v = T v. Note that T is linear, while T 
→ T is anti-linear.

The notions of dagger category and involutive tensor category can be combined to
form the notion of a bi-involutive tensor category, defined in [HP15, §2.1].

Definition 3. A bi-involutive tensor category is an involutive dagger tensor category
such that · is a dagger functor, and the natural isomorphisms ϕ, ν, and r are all unitary.

Note that being bi-involutive is a property of an involutive tensor category which is
a dagger tensor category, not extra structure.

Example 2. The category Hilb is bi-involutive with complex conjugation and adjoints.

Remark 2. If C is (bi-)involutive, then Cop is too by defining ϕCop = ϕ−1C , νCop = ν−1C ,

and rCop = r−1C .

A lax tensor functor between tensor categories C and D consists of a triple (F, μ, i)
where F : C → D is a functor equipped with a morphism ι : 1D → F(1C) and a natural
transformationμa,b : F(a)⊗F(b)→ F(a⊗b) for a, b ∈ C which satisfies the following
axioms:

– (associativity) μa,b⊗c ◦ (idF(a)⊗μb,c) = μa⊗b,c ◦ (μa,b ⊗ idF(c))
– (unitality) μ1,a ◦ (ι⊗ idF(a)) = idF(a) = μa,1 ◦ (idF(a)⊗ι).

A lax tensor functor is called a (strong) tensor functor if ι and allμa,b are isomorphisms.
A natural transformation of (lax) tensor functors θ : (F, μF, ιF) ⇒ (G, μG, ιG) is a
natural transformation θ : F ⇒ G such that θa⊗b ◦ μF

a,b = μG
a,b ◦ (θa ⊗ θb) for all

a, b ∈ C and θ1C ◦ ιF = ιG.
If C,D are dagger tensor categories, then a lax tensor functor is called a dagger lax

tensor functor if F is a dagger functor. A dagger lax tensor functor is called a dagger
(strong) tensor functor if ι and all μa,b are unitary isomorphisms.

Definition 4. Suppose now C and D are involutive tensor categories. A (lax or strong)
tensor functor (F, μ, ι) : C → D is called involutive if it is equipped with a natural
isomorphism χa : F(a)→ F(a) for all a ∈ C satisfying the axioms

– (involutive) ϕF(a) = χa ◦ χa ◦ F(ϕa)
– (unital) χ1C ◦ F(rC) ◦ ι = ι ◦ rD
– (monoidal) χa⊗b ◦ F(νb,a) ◦ μb,a = μa,b ◦ νF(b),F(a) ◦ (χb ⊗ χa).

Now supposeC andD are bi-involutive tensor categories. An involutive (lax or strong)
tensor functor (F, μ, ι, χ) : C → D is called bi-involutive if F is also a dagger tensor
functor and all χa are unitary isomorphisms.

2.3. Rigid C*-tensor categories.

Definition 5. A tensor category C is called rigid if every c ∈ C admits

– a dual object c∨ togetherwithmorphisms evc : c∨⊗c→ 1C and coevc : 1C → c⊗c∨
which satisfy the zig-zag axioms (idc⊗ evc)◦ (coevc⊗ idc) = idc and (evc⊗ idc∨)◦
(idc∨ ⊗ coevc) = idc∨ , and
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– a predual object c∨ such that (c∨)∨ ∼= c.

The dual of a morphism ψ ∈ C(a, b) is given by

ψ∨ = (evb⊗ ida∨) ◦ (idb∨ ⊗ψ ⊗ ida∨) ◦ (idb∨ ⊗ coeva) : b∨ → a∨.

A tensor category is called semi-simple if it is equivalent as a category to a direct
sum of copies of Vecfd. Equivalently, C is semi-simple if it admits finite direct sums
(including the empty direct sum, i.e., the zero object), and every object is a direct sum
of finitely many (maybe zero) simple objects, which satisfy C(a, a) ∼= C.

Assumption 1. All our rigid C*-tensor categories in this article are assumed to have
simple unit object and admit finite direct sums and subobjects. However, it is important
to note that there are interesting examples without simple unit objects, e.g., unitary
multifusion categories.

Example 3 ([HP15, §2.1]). Let C be a rigid C*-tensor category. By [LR97], C is semi-
simple, since all endomorphism algebras are finite dimensional C*-algebras. By [Yam04,
Thm.4.7] and [BDH14, §4], a rigid C*-tensor category C has a canonical bi-involutive
structure. The conjugation is determined up to unique unitary isomorphism by eva :
a ⊗ a → 1C and coeva : 1C → a ⊗ a which satisfy the zig-zag axioms, together with
the balancing condition

coev∗a ◦(ψ ⊗ ida) ◦ coeva = eva ◦(ida ⊗ψ) ◦ ev∗a (1)

for allψ ∈ C(a → a). The above equation gives a scalar multiple of id1C for each a ∈ C
by setting ψ = ida called the quantum dimension of a, which is denoted dimC(a) or da .

The conjugate of a morphism ψ ∈ C(a, b) is ψ = (ψ∗)∨ : a → b. The coherence
structure isomorphims j, ν, ϕ are given by:

r = coev1
νa,b = (eva ⊗ idb⊗a) ◦ (ida ⊗ evb⊗ ida⊗b⊗a) ◦ (ida⊗b⊗ coevb⊗a)
ϕa = (ida ⊗ eva) ◦ (ev∗a ⊗ ida) = (coev∗a ⊗ ida) ◦ (ida ⊗ coeva)

(2)

where the second equivalent definition of ϕ above follows from the balancing condition.
The unitary natural isomorphims ϕ equip C with a canonical spherical pivotal structure.

An important class of examples of rigid C*-tensor categories are unitary fusion
categories, which only have finitely many isomorphims classes of simple objects.

Example 4. From our perspective, one of the most important examples of a rigid C*-
tensor category is the category of bifinite bimodules over a II1 factor (N , trN ), denoted
Bimbf(N ). The tensor product is given by the Connes fusion tensor product, denoted
�N (see [Bis97] for more details).

Let Ω ∈ L2(N ) be the image of 1 ∈ N . Given an H ∈ Bimbf(N ), we call a ξ ∈ H
left N -bounded if the map NΩ → H given by nΩ 
→ ξn is bounded. We denote the
extension of this map by Lξ : L2(N )→ H . There is a similar notion of a vector being
right bounded, and by [Bis97, Prop. 1.5 and Rem. 1.6], ξ ∈ H is left N -bounded if and
only if it is right N -bounded. We denote the subspace of bi-bounded vectors of H by
H◦. It is easy to see that Lξ is right N -linear, and thus so is its adjoint. Thus for every
η, ξ ∈ H◦, we have an N -valued inner product given by 〈η|ξ 〉A = L∗ηLξ , which defines
a unique element of N , since it commutes with the right N -action.
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For H ∈ Bimbf(N ), the conjugate bimodule H is the conjugate Hilbert space with
N − N action given by n · ξ ·m = m∗ξn∗. We see that the map evH : H �N H → 1 :=
L2(N ) defined by η ⊗ ξ 
→ 〈η|ξ 〉N is a bounded N − N bimodule map.

By [Con80], there is a finite subset B = {β} ⊂ H◦ called a right N -basis such that∑
β∈B LβL∗β = idH . This means that for all ξ ∈ H◦, we have ξ = ∑β∈B β〈β|ξ 〉N .

There is a similar notion of left N -basis, but we will not need it. We see that the map
coevH : L2(N ) = 1 → H �N H given by nΩ 
→ ∑

β∈B nβ ⊗ β is independent of
the choice of B. Moreover, it is easy to verify that the maps evH and coevH satisfy the
zig-zag relations.

We note that evH and coevH do not necessarily satisfy the balancing condition (1).
Standard solutions to the conjugate equations are obtained by renormalization on irre-
ducible bimodules, and extending to direct sums in the standard way.We refer the reader
to [LR97,BDH14] for more details.

Notation 2. In the remainder of this article, C is a rigid C*-tensor category (with simple
unit object 1C), and Irr(C) is a fixed set of representatives of the simple objects of C.

Definition 6. For all a, b ∈ C, C(a, b) is a Hilbert space with inner product1 given by

〈φ,ψ〉C(a,b) = 〈ψ |φ〉C(a,b) :=

ϕa

ψ∗

φ

a

a

a

b

a

. (3)

For all a, b, c ∈ Irr(C), we fix orthonormal bases ONB(c, a ⊗ b) for C(c, a ⊗ b) with
respect to the above inner product.

Now taking a, c, d, e ∈ C, we have natural vector space isomorphisms
⊕

b∈Irr(C)
C(c, a⊗b)⊗C(b, d⊗e) ∼= C(c, a⊗d⊗e) ∼=

⊕

f ∈Irr(C)
C( f, a⊗d)⊗C(c, f ⊗e).

(4)
These isomorphisms are not Hilbert space isomorphisms, since the sets

{(ida ⊗β) ◦ α|b ∈ Irr(C), α ∈ C(c, a ⊗ b), and β ∈ C(b, d ⊗ e)}
{(γ ⊗ ide) ◦ δ| f ∈ Irr(C), γ ∈ C( f, a ⊗ d) and δ ∈ C(c, f ⊗ e)} (5)

are not orthonormal bases for C(c, a ⊗ d ⊗ e) under the inner product from (3). To fix
this problem we define a different inner product on the tensor product spaces above in
(4).

Definition 7. For c, a, d, e ∈ C and b ∈ Irr(C), we define a new inner prod-
uct on the vector space C(c, a ⊗ b) ⊗ C(b, d ⊗ e) by 〈α1 ⊗ β1|α2 ⊗ β2〉 =
d−1b 〈α1|α2〉C(c,a⊗b)〈β1|β2〉C(b,d⊗e). Note that since b ∈ Irr(C), this inner product

1 Here, we carry two notations for the inner product on a Hilbert space H : 〈x, y〉H = 〈y|x〉H . The first is
linear on the left, and the second is linear on the right.
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agrees with the graphical inner product on C(c, a ⊗ d ⊗ e) from (3). We write
C(c, a ⊗ b)⊗b C(b, d ⊗ e) to denote this space with its new inner product.

Similarly, when f ∈ Irr(C), we define C( f, a⊗d)⊗ f ⊗C(c, f ⊗ e) to be the Hilbert
space with the inner product which multiplies the ordinary tensor product inner product
by d−1f .

In general, for a ∈ Irr(C), we use the symbol ⊗a to denote the tensor product of
Hilbert spaces where the inner product is balanced by dividing by the dimension da of
this simple object.

Now using this new balanced Hilbert space tensor product of hom spaces, the natural
isomorphisms in (4) above become unitary. Thus for all a, c, d, e ∈ C, we have a unitary
operator

⊕

b∈Irr(C)
C(b, d ⊗ e)⊗b C(c, a ⊗ b)

U→
⊕

f ∈Irr(C)
C( f, a ⊗ d)⊗ f C(c, f ⊗ e)

β

α

eda

b

c


→
∑

f ∈Irr(C)
γ∈ONB( f,a⊗d)
δ∈ONB(c, f⊗e)

U γ,δ
α,β

γ

δ

a d e

f

c

.
(6)

Although the operatorU is unitary, (Uγ,δ
α,β ) is not a unitarymatrix, since the bases in (5) are

not orthonormal bases. Although these operatorsU depend on the objects a, c, d, e ∈ C,
we suppress them from the notation. The collection of unitary operators U satisfy the
pentagon axiom.

Remark 3. Often, we will use that
∑

β∈ONB(c,a⊗b)
β ⊗ β∗ ∈ C(c, a ⊗ b)⊗ C(a ⊗ b, c)

is independent of the choice of ONB.

2.4. The category Vec(C). In this section, we introduce the category of C-graded vector
spaces for a rigid C*-tensor category C. This category is equivalent to ind-C but has a
simpler description and is easier to work with due to the semi-simplicity of C.

Definition 8. Let C be a rigid C*-tensor category. Let Vec(C) be the tensor category
whose objects are linear functors V : Cop → Vec, and whose morphisms from V to
W are given by natural transformations of functors. For V ∈ Vec(C), the vector spaces
V(a) are called the fibers of V.

For functors V,W ∈ Vec(C), their tensor product is given by

(V⊗W)( · ) :=
⊕

a,b∈Irr(C)
V(a)⊗ C( · , a ⊗ b)⊗W(b)

The associator of Vec(C) is given by the standard associator in Vec, along with the 6j
symbols in C. Suppose we have U,V,W ∈ Vec(C), so that

(U⊗ [V⊗W])(c) =
⊕

a,b,d,e∈Irr(C)
U(a)⊗ C(c, a ⊗ b)⊗ [V(d)⊗ C(b, d ⊗ e)⊗W(e)]
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([U⊗ V] ⊗W)(c) =
⊕

a,d,e, f ∈Irr(C)
[U(a)⊗ C( f, a ⊗ d)⊗ V(d)] ⊗ C(c, f ⊗ e)⊗W(e)

The associator U⊗ (V⊗W)⇒ (U⊗ V)⊗W has c-component for c ∈ C given by

η ⊗ α ⊗ (ξ ⊗ β ⊗ ζ ) 
→
∑

f ∈Irr(C)
γ∈ONB( f,a⊗d)
δ∈ONB(c, f⊗e)

U γ,δ
α,β (η ⊗ γ ⊗ ξ)⊗ δ ⊗ ζ

where (U γ,δ
α,β ) is the matrix representation of the operatorU from (6) with respect to the

appropriate bases.
Given natural transformations σ : U ⇒ V and τ : W ⇒ X, we define σ ⊗ τ :

U⊗W⇒ V⊗ X by (σ ⊗ τ)c =⊕a,b∈Irr(C) σa ⊗ idC(c,a⊗b)⊗τb.

Remark 4. Notice that this tensor structure of Vec(C) depends on the choice Irr(C), but
picking any other choice Irr(C)′, we get a canonical equivalence of monoidal structures.
Indeed, if ⊗′ is the monoidal structure induced from Irr(C)′, we can endow the identity
functor idVec(C) with a canonical tensorator isomorphism intertwining ⊗ and ⊗′.

First, for each a ∈ Irr(C) and the corresponding a′ ∈ Irr(C)′, we pick a unitary
isomorphism γa ∈ C(a, a′), which is a one dimensional Hilbert space. We define our
tensorator to be the natural transformation V⊗W⇒ V⊗′ W given on the summands
of (V⊗W)(c) for c ∈ C by η⊗ α ⊗ ξ ∈ V(a)⊗ C(c, a ⊗ b)⊗W(b) for a, b ∈ Irr(C)
maps to

V(γ ∗a )(ξ)⊗ [(γa ⊗ γb) ◦ α]
⊗W(γ ∗b )(ξ) ∈ V(a′)⊗ C(c, a′ ⊗ b′)⊗W(b′) ⊂ (V⊗′ W)(c).

This tensorator natural transformation is independent of our initial choices of γa, γb by
Remark 3, since each appears with its adjoint in the formula above.

Definition 9 (Yoneda embedding). We have a fully faithful, monoidal functor C →
Vec(C) which sends the object a ∈ C to the functor a := C( · , a) : Cop → Vec. In
particular, the tensor unit in Vec(C) is the functor 1 = C( · , 1C). We will call functors
equivalent to those of the form a compact objects in Vec(C). It is an easy exercise to see
that these are precisely the dualizable objects in the tensor category Vec(C).

Remark 5. Suppose θ = (θc)c∈C ∈ HomVec(C)(V,W) for V,W ∈ Vec(C). First, for
every c ∈ Irr(C), we have θc : V(c)→W(c) is some linear transformation. Conversely,
given a family of linear maps θc : V(c) → W(c) for c ∈ Irr(C), we see that naturality
is satisfied for all morphisms between simples c → c′. Hence we may extend θ to all
objects in C by additivity to get a natural transformation. In other words,

HomVec(C)(V,W) ∼=
∏

c∈Irr(C)
L(V(c),W(c)).

We now give an easy way to construct vector space objects V ∈ Vec(C).

Definition 10. Suppose we have a family of vector spaces {Vc|c ∈ Irr(C)}. We may
construct a canonical vector space object V ∈ Vec(C) as follows (although it depends
on the choice of Irr(C)).
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First, we define V(c) = Vc for all c ∈ Irr(C). For arbitrary b ∈ C, we define
V(b) = ⊕a∈Irr(C) V(a) ⊗ C(b, a). Notice that the spaces V(b) only depended on the
choice of Irr(C). Suppose now we have a morphism ψ ∈ C(c, b) for b, c ∈ C. We get a
natural transformation V(ψ) : V(b)→ V(c) by V(ψ) =⊕a∈Irr(C) idV(a)⊗a(ψ). It is
now easy to verify that V is a linear functor Cop → Vec.

Definition 11. We now endow Vec(C) with an involutive structure. First, we define for
V ∈ Vec(C) a linear functor V : Cop → Vec by V(c) := V(c) on objects, and on

morphisms ψ ∈ C(a, b), we define V(ψ) = V(ψ).
Note that · is an anti-linear functor. If θ = (θc)c∈Irr(C) : V ⇒ W is a natural

transformation, we get a natural transformation θ : V ⇒ W by θc = θc. We thus have
a natural identification between HomVec(C)(V,W) and the complex conjugate vector
space HomVec(C)(V,W).

The natural isomorphismϕV : V→ V is given by (ϕV)c = V(ϕ−1c )whereϕc : c→ c
is the canonical pivotal structure of C, since ϕVec is the identity. The unit morphism
r : 1→ 1 has components rc : 1(c)→ 1(c) given by post-composing with rC :

1(c) = C(c, 1C)
−◦rC−−−→ C(c, 1C) = 1(c).

The natural isomorphisms νV,W : V ⊗W→ W⊗ V are constructed as follows. First,
we note that for all a, b, c ∈ C, there is a canonical linear (unitary) isomorphism

C(c, b ⊗ a)
· Vec−−−→ C(c, b ⊗ a)

νb,a◦−−−−−→ C(c, a ⊗ b)
· C−−→ C(c, a ⊗ b)

Now for all a ∈ Irr(C), there is a unique a∗ ∈ Irr(C) such that a∗ ∼= a. We choose a
unitary isomorphism γa : a∗ → a for all a ∈ Irr(C). Now we construct a map between

(V⊗W)(c) =
⊕

a,b∈Irr(C)
V(a)⊗ C(c, a ⊗ b)⊗W(b) and

(W⊗ V)(c) = (W⊗ V)(c) =
⊕

a∗,b∗∈Irr(C)
W(b∗)⊗ C(c, b∗ ⊗ a∗)⊗ V(a∗)

νVec∼=
⊕

a∗,b∗∈Irr(C)
V(a∗)⊗ C(c, b∗ ⊗ a∗)⊗W(b∗)

as follows. Note that we have isomorphisms V(γ ∗a ) : V(a∗) → V(a), W(γ ∗b ) :
W(b∗) → W(b), and C(c, b∗ ⊗ a∗) ∼= C(c, b ⊗ a) by ψ 
→ (γb ⊗ γa) ◦ ψ , where
these conjugates are taken in Vec. Using these isomorphisms, we get an isomorphism
from the summands of (W⊗ V)(c) to the summands of (V⊗W)(c) which is indepen-
dent of the choice of γa, γb by Remark 3, since every time γa, γb appear, we also see
their adjoints γ ∗a , γ ∗b .

Definition 12. A real structure on a vector space object V ∈ Vec(C) is a natural iso-
morphism σ : V⇒ V satisfying σ ◦ σ = ϕV.

Remark 6. Let C� be the involutive rigid tensor category obtained from C by forgetting
the adjoint. Note that Vec(C) is monoidaly equivalent to the ind-category of C�, where
the monoidal structure is given by the Day convolution product [Day70]. Indeed, linear
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functors Cop → Vec never interact with the adjoint, and thus can be seen as linear
functors (C�)op → Vec. Importantly, we cannot compare · and (·)∨ in C� without the
adjoint. In general, if C is not semi-simple, then one cannot simply use linear functors,
but rather functors that commute with filtered co-limits. However, for our purposes, our
model proves especially easy to work with.

2.5. Graphical calculus for the Yoneda embedding. The Yoneda lemma gives a natural
identificationV(a) ∼= HomVec(C)(a,V). In turn, this allows us to use the tensor category
graphical calculus to represent elements of V(a) as morphisms in Vec(C). Given ξ ∈
V(a), we denote the corresponding natural transformation a ⇒ V as a coupon with
strings and labels:

V(a) � ξ ←→ ξ

a

V

∈ HomVec(C)(a,V). (7)

If ψ ∈ C(b, a), by the naturality condition of the Yoneda Lemma, the map V(ψ) :
V(a)→ V(b) is given diagrammatically by

V(ψ)(ξ)

b

V

=
ψ

ξ

b

a

V

. (8)

Naturality of the Yoneda Lemma inV says that if θ : V⇒W is a natural transformation
and ξ ∈ V(a), we have

θa(ξ)

a

W

=
ξ

θ

a

V

W

. (9)

Lemma 1. GivenV,W ∈ Vec(C), a, b ∈ Irr(C), ξ ∈ V(a), η ∈W(b), and a morphism
α ∈ C(c, a ⊗ b), the natural transformation corresponding to

ξ ⊗ α ⊗ η ∈ V(a)⊗ C(c, a ⊗ b)⊗W(b) ⊂ (V⊗W)(c)

is given by

α

ξ η

a b

c

V W

∈ HomVec(C)(c,V⊗W). (10)

where we draw an open circle to denote the morphism α ∈ C(c, a ⊗ b).
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Proof. By the naturality condition in the Yoneda lemma (8), it suffices to show that the
natural transformation corresponding to

ξ ⊗ ida⊗b⊗η ∈ (V⊗W)(a ⊗ b) = V(a)⊗ C(a ⊗ b, a ⊗ b)⊗W(b)

is given by

ξ η

a b

V W

∈ HomVec(C)(a⊗ b,V⊗W)

But this picture is represented by the natural transformation in HomVec(C)(a⊗b,V⊗W)

defined by sending

C(c, a ⊗ b) ∼= (a⊗ b)(c) � f 
−→ ξ ⊗ f ⊗ η ∈ V(a)

⊗ C(c, a ⊗ b)⊗W(b) ⊆ (V⊗W)(c).

From the Yoneda lemma, the canonical bijection between natural transformations from
a ⊗ b to V⊗W and (V⊗W)(a ⊗ b) is given by evaluating on the identity morphism
ida⊗b ∈ C(a ⊗ b, a ⊗ b). ��
Remark 7. Using the string diagramnotation,we easily seewhy thematrix representation
(U γ,δ

α,β ) of the operator U from (6) appears in the associator for Vec(C):

β

α

ζξη

eda

b

c

WVU

=
∑

f ∈Irr(C)
γ∈ONB( f,a⊗d)
δ∈ONB(c, f⊗e)

U γ,δ
α,β

γ

δ

η ξ ζ

a d e

f

c

U V W

. (11)

2.6. The category Hilb(C). Ordinary operator algebras are realized as operators acting
on Hilbert spaces, motivating us to study a ‘Hilbert space’ version of Vec(C). We note
that this category is equivalent to theNeshveyev-Yamashita unitary ind category [NY16].
We prefer to use ourmodel to emphasize the similarities and differences betweenVec(C)
and Hilb(C).

Definition 13. Let C be a rigid C*-tensor category. Let Hilb(C) be the tensor category
whose objects are linear dagger functors H : Cop → Hilb and whose morphisms from
H to K are given by bounded natural transformations. (Recall a natural transformation
θ = (θc)c∈C is bounded if supc∈C ‖θc‖ <∞.)

We define a dagger structure on Hilb(C) by defining the adjoint of a natural transfor-
mation locally. If θ : H ⇒ K is a natural transformation, θ∗ : K ⇒ H is defined by
(θ∗)c = (θc)

∗ for c ∈ C. Similar to Remark 5, we see that for all H,K ∈ Hilb(C),

HomHilb(C)(H,K) ∼=
⊕

c∈Irr(C)
B(H(c),K(c))

as von Neumann algebras, which witnesses that Hilb(C) is in fact a W*-category.
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Similar to Vec(C), using the Yoneda embedding, each ξ ∈ H(a) can be viewed as
a bounded natural transformation Θξ ∈ HomHilb(C)(a,H) by defining for ψ ∈ C(b, a),
(Θξ )b(ψ) = H(ψ)(ξ) as in (8). Again, we denote Θξ by a coupon with an a string on
the bottom and an H string on the top as in (7). Notice this means that ξ = (Θξ )a(ida).
We denote the adjoint Θ∗

ξ : H⇒ a graphically by

Θ∗
ξ = ξ∗

a

H

∈ HomVec(C)(H, a). (12)

By the second naturality criterion of the Yoneda embedding (9), for ξ ∈ H(a) ∼=
HomHilb(C)(a,H) and η ∈ H(b) ∼= HomHilb(C)(b,H), we have

(Θη)
∗
a(ξ)

a

b

=
ξ

η∗

a

H

b

.

Recall that for all a, b ∈ C, C(a, b) carries the Hilbert space structure from (3). Thus
for η, ξ ∈ H(a), since H(a) � η = (Θη)a(ida) for ida ∈ a(a) = C(a, a), we obtain the
following identity between the inner product on H(a) and the graphical calculus:

〈η|ξ 〉H(a) = 〈(Θη)a(ida)|ξ 〉H(a) = 〈ida |(Θ∗
η )a(ξ)〉C(a,a) =

ϕa

η∗

ξ

a

a

a

H

a

. (13)

Remark 8. We demonstrate the utility and consistency of the graphical calculus by the
following calculation, which verifies that H is a dagger functor. For all ψ ∈ C(b, a),
ξ ∈ H(a), and η ∈ H(b), we have

〈η|H(ψ)ξ 〉H(b) =

ϕb

η∗

ξ

ψ

b

b

bH

a

b

=

ϕb

η∗

ξ

ψ∨

b

b b

aH

a

=

ψ∨∨

ϕb

η∗

ξ

a

b

ab

H

a

=

ϕa

ψ

η∗

ξ

a

a

ab

H

a

= 〈H(ψ∗)η|ξ 〉H(a).

We now endow Hilb(C) with the structure of a C*-tensor category.
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Definition 14. The tensor product of dagger functorsH,K ∈ Hilb(C) is given similarly
to that in Vec(C) by

(H⊗K)( · ) :=
⊕

a,b∈Irr(C)
H(a)⊗a C( · , a ⊗ b)⊗b K(b),

where we take direct sum in Hilb. Here, we use the ⊗a symbol as in Definition (7)
above. The underlying space is the ordinary tensor product of vector spaces, but we
equip it with a new inner product, which is not the ordinary Hilbert space tensor product
inner product. For c ∈ C and a, b ∈ Irr(C), we define the inner product on the space
H(a)⊗a C(c, a ⊗ b)⊗b K(b) using the graphical calculus (10) as a guide:

〈ξ2 ⊗ α2 ⊗ η2|ξ1 ⊗ α1 ⊗ η1〉 :=

α∗2

α1

ξ1 η1

ξ∗2 η∗2

ϕc

a b

a b

c

c

c

c

H K = 1

dadb
〈ξ2|ξ1〉H(a)〈η2|η1〉K(b)〈α2|α1〉C(c,a⊗b).

As the operator U from (6) is unitary, we see that the associator isomorphism from
Vec(C) depicted in (11) is unitary. We suppress the rest of the definition as it is parallel
to that of Vec(C).

We endow Hilb(C) with an involutive structure the same way we endowed Vec(C)
with an involutive structure. One checks that Hilb(C) is actually bi-involutive under
this involutive structure. (Recall from Definition 3 that being bi-involutive is a property
of an involutive tensor category which is also a dagger category.) There is a similar
notion of a real structure for a Hilbert space object H ∈ Hilb(C). Notice that the full
subcategory of compact objects is again equivalent to C as a bi-involutive tensor category
via a → a := C( · , a).

The following results will be useful in what follows.

Lemma 2. Suppose f ∈ HomHilb(C)(a⊗H,H).Wehave f = 0 if and only if fc(α⊗ξ) =
0 for all c ∈ C, α ∈ C(c, a ⊗ b), and ξ ∈ H(b).

Proof. The forward direction is trivial. For the reverse direction, just note that linear
combinations of vectors of the form α⊗ ξ are dense in (a⊗H)(c). Thus fc = 0 for all
c ∈ C, and f = 0. ��

There is also a Hilbert space object version of Definition 10.

Definition 15. Suppose we have a family of Hilbert spaces {Hc|c ∈ Irr(C)}. We may
construct a canonical Hilbert space object H ∈ Hilb(C) (which depends on Irr(C)) by
first setting H(c) = Hc for all c ∈ Irr(C). For arbitrary b ∈ C, we define H(b) =⊕

a∈Irr(C) H(a)⊗a C(b, a), the direct sum of Hilbert spaces.
Given a morphism ψ ∈ C(c, b) for b, c ∈ C, for all a ∈ Irr(C), the map

a(ψ) : C(b, a) → C(c, a) which precomposes with ψ has norm bounded above
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by the same universal constant ‖ψ ◦ ψ∗‖1/2∞ in the C*-algebra C(b, b), which does
not depend on a ∈ Irr(C). Thus we get a bounded map H(ψ) : H(b) → H(c) by
H(ψ) = ⊕a∈Irr(C) idH(a)⊗a(ψ). It is now easy to verify that H preserves identity
morphisms, composition, and adjoints, so H ∈ Hilb(C).

Corollary 1. Suppose we have a V ∈ Vec(C) together with positive semi-definite
sesquilinear forms 〈 · , · 〉c on V(c) for all c ∈ Irr(C). Define H(c) to be the Hilbert
space completion in ‖ · ‖2 of V(c)/N〈 · , · 〉c , where N〈 · , · 〉c is the length zero vectors in
V(c). There is a canonical extension of H to an element of Hilb(C).

3. ∗-Algebras in Vec(C)
The aim of this section is to define the notion of a ∗-algebra in Vec(C) for C a rigid
C*-tensor category with simple unit object. As a reminder, we suppress the associators
and unitors of C whenever possible.

First, we review the notions of algebras and module categories and the correspon-
dence between them. We then define a ∗-algebra, and we discuss the correspondence
between ∗-algebras and dagger module categories. This correspondence affords an ele-
gant definition of a C*-algebra object as a ∗-algebra object whose corresponding dagger
module category is a C*-category. W*-algebra objects are defined similarly.

3.1. Algebras and module categories.

Definition 16. An algebra object in a tensor category T is an object A ∈ T , and a pair
of morphisms m : A ⊗ A→ A and i : 1C → A such that

(1) m ◦ (idA⊗m) = m ◦ (m ⊗ idA) as morphisms A ⊗ A ⊗ A→ A, and
(2) m ◦ (i ⊗ idA) = idA = m ◦ (idA⊗i) as morphisms A→ A.

Given two algebra objects (A,mA, i A) and (B,mB, iB) in T , an algebra homomor-
phism θ : A → B is a morphism in T (A, B) that is compatible with the units and
multiplications of A and B, i.e., mB ◦ (θ ⊗ θ) = θ ◦ mA and θ ◦ i A = iB .

Notation 3. Given an algebra (A,m, i), we representm and i by a trivalent and univalent
vertex respectively:

m =
A A

A

i =
A

.

The following proposition is straightforward, and we leave the details to the reader.

Proposition 1. We have an equivalence of categories

{Algebra objects in Vec(C) } ∼= {
Lax tensor functors Cop → Vec

}
.

The content of the above proposition is that the data of a multiplication morphism m
for algebra objectA ∈ Vec(C) is equivalent to the data of a laxitorμ forA : Cop → Vec,
and the unit i ∈ A(1C) can be identified with the image of 1C under the unit map
ι : 1Vec → A(1C).

We will use the equivalence of categories in Proposition 1 to freely pass between
algebra objects in Vec(C) and lax tensor functors Cop → Vec.
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Definition 17. The base algebra associated to (A,m, i) is the unital associative algebra
A(1C) with multiplication μ1C ,1C : A(1C)⊗ A(1C)→ A(1C) and unit i ∈ A(1C).

We now discuss C-module categories and C-module functors. In Section 3.2 below,
we will review the equivalence between algebra objects and cyclic C-module categories,
whose objects are labeled by the objects of C.

Definition 18. A C-module category is a linear category M with a bilinear bifunctor
−⊗− : C ×M→M together with unitor natural isomorphisms λm : 1C ⊗ m → m
for m ∈M and associator natural isomorphisms αc,d,m : c⊗ (d ⊗m)→ (c⊗C d)⊗m
satisfying the pentagon axiom

αa,b⊗Cc,m ◦ αa,b,c⊗m = (αa,b,c ⊗ idm) ◦ αa⊗Cb,c,m ◦ (ida ⊗αb,c,m)

a, b, c ∈ C;m ∈M

and the triangle axioms

(ρc ⊗ idm) ◦ αc,1C ,m = idc⊗λm and (λc ⊗ idm) ◦ α1C ,c,m = λc⊗m
c ∈ C;m ∈M.

As with tensor categories, we will suppress the associator and unitor isomorphisms for
module categories whenever possible to ease the notation.

A C-module categoryM is called cyclic with basepoint m ∈M if the objects ofM
are exactly the c ⊗ m for c ∈ C.

A C-module dagger category is a C-module category which is also a dagger category
such that the isomorphisms αa,b,m and λm are unitary isomorphisms, and for all ψ ∈
C(a, b) and φ ∈M(m, n), we have (ψ ⊗ φ)∗ = ψ∗ ⊗ φ∗, where ψ∗ ∈ C(b, a) comes
from the dagger structure of C. A C-module C*-category is a C-module dagger category
whose underlying dagger category is a C*-category. A C-moduleW*-category is defined
similarly, but we must require that the action maps φ 
→ ψ ⊗ φ are weak*-continuous.

Remark 9. Some of our readers may want to take idempotent completions of cyclic C-
module categories, but we will not need it for our purposes. We note that one can freely
pass back and forth between a cyclic C-module category and its idempotent completion,
since we are remembering the basepoint.

Definition 19. Suppose M,N are two C-module categories. A C-module functor
(F, ω) : M → N is a functor F : M → N together with a family ω of natural

isomorphisms (ωc,m : c⊗F(m)
∼=−→ F(c⊗m))c∈C,m∈M such that the following axioms

hold:

– (assocaitivity) For all c ∈ C and m ∈M, the following diagram commutes:

c ⊗ (d ⊗ F(m))
idc ⊗ωd,m ��

α

��

c ⊗ F(d ⊗ m)
ωc,d⊗m �� F(c ⊗ (d ⊗ m))

F(α)
��

(c ⊗ d)⊗ F(m)
ωc⊗d,m �� F((c ⊗ d)⊗ m)
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– (unitality) For all c ∈ C and m ∈M, the following diagram commutes:

1C ⊗ F(m)

λF(m) ����
���

���
��

ωc,m �� F(1C ⊗ m)

F(λm )�����
���

���
�

F(m)

A cyclic C-module functor between cyclic C-module categories (F, ω,�) : (M,m)→
(N , n) is a C-module functor (F, ω) together with an isomorphism � : n → F(m).

If M,N are C-module dagger categories, we call a C-module functor (F, ω) a C-
module dagger functor if all the isomorphisms ωc,m are unitary, and F( f ∗) = F( f )∗
for all morphisms f ∈ M(m, n). If M,N are C-module W*-categories, we call a C-
module dagger functor normal if each map M(m, n)→ N (F(m),F(n)) is continuous
with respect to the weak* topologies. Finally, if (M,m) and (N , n) are cyclic C-module
dagger categories, (F, ω,�) is called a cyclic C-module dagger functor if (F, ω) is a
dagger C-module functor and � is unitary.

3.2. Equivalence between algebras and cyclic module categories. The following theo-
rem is well-known to experts, so we will only sketch the proof.

Theorem 1. There is an equivalence of categories

{Algebra objects in Vec(C) } ∼= {Cyclic C-module categories } .
Remarks 1. (1) Cyclic C-module categories together with cyclic C-module functors

actually form a 2-category. Similar to [HPT16b, Lem. 3.5], there exists at most one
2-morphism between any two cyclic C-module functors, and all 2-morphisms are
invertible. We thus obtain a 1-category from this 2-category by taking equivalence
classes of 1-morphisms as in [HPT16b, p. 15].

(2) In certain situations, subject to appropriate adjectives, the above correspondence is
usually stated as a correspondence between algebra objects up toMorita equivalence
and C-module categories without basepoints. (In the semi-simple case, see [Ost03,
Rem.3.5(ii)].) Picking a basepoint forM allows us to recover the algebra, and not
just its Morita class.

Proof (Sketch of proof). To go from algebras objects to cyclic C-module categories, we
take the category MA of free right A-modules in Vec(C), whose objects are of the
form c ⊗ A for c ∈ C. (Note this is the image of the free module functor described in
[KO02,BN11,HPT16a].)

To go from cyclic C-module categories to algebras, we get an algebra A ∈ Vec(C)
by taking the Vec(C)-valued internal hom: A := HomVec(C)(m,m), which satisfies the
universal property HomVec(C)(c,A) ∼=M(c ⊗ m,m) for all c ∈ C. ��

We discuss in more detail the correspondence between algebra objects A ∈ Vec(C)
and cyclicC-module categories, as it will be useful for our discussion of operator algebras
in Vec(C).

Construction 1 (Module MA from algebra A). Suppose that A ∈ Vec(C) is an algebra
object. The cyclic left C-module category MA has objects given by c ⊗ A ∈ Vec(C)
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for c ∈ C, and morphisms given by right A-module morphisms. Recall from [Ost03,
Lem.3.2] (see also [KO02, Fig. 4]) that there is a natural equivalence

HomMA(a⊗ A,b⊗ A) ∼= HomVec(C)(a,b⊗ A).

Using this natural equivalence, we give a concrete, equivalent description ofMA which
is even easier to work with.

The objects are the symbols cA for c ∈ C, and the morphism spaces are defined by

MA(aA, bA) := HomVec(C)(a,b⊗ A) ∼= A(b ⊗ a) ∈ Vec

by Frobenius reciprocity. (Defining Hom∨C (a, b) ∈ C for a, b ∈ C by the natural isomor-
phism HomVec(C)(Hom∨C (a, b),A) ∼= MA(aA, bA), we have Hom∨C (a, b) ∼= b ⊗ a.)
Graphically, we denote our morphisms as follows:

f

b

A

a

:= f

A

a

b

Composition is defined by stacking and using the multiplication morphism for A:

g ◦ f :=
f

g

c

b
A

a

.

It is straightforward to check that composition is associative. The identity morphism for
aA is given by

idaA = a A
.

The C-module structure onMA is defined as follows. The object c ∈ C acts on aA by
(c⊗a)A. Givenmorphismsψ ∈ C(c, d) and f ∈MA(aA, bA) = HomVec(C)(a,b⊗A),
we define

ψ ⊗ f = ψ f

b

A

ac

d

∈ HomVec(C)(c⊗ a,d⊗ b⊗ A) =MA((c ⊗ a)A, (d ⊗ b)A).

It is straightforward to show this defines a bifunctor using the graphical calculus as a
guide. We see that MA is cyclic, with basepoint (1C)A.

If θ : A⇒ B is an algebra natural transformation, we define θ̌ :MA →MB by

f

b

A

a


−→ f θ

b

A

a

B
.

It is straightforward to verify that θ̌ is a functor. The fact that θ preserves units means θ̌
preserves identity morphisms, and the fact that θ intertwines the multiplication means
that θ̌ preserves composition.
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Construction 2 (AlgebraAm frommodule (M,m)). Suppose that (M,m) is a cyclic left
C-module category. Concretely, for a ∈ Cop, we define A(a) :=M(a ⊗ m,m) ∈ Vec.
We use the usual diagrammatic calculus to denote f ∈ A(a) as

f
m

m
a := f

m

m

a

Given ψ ∈ C(b, a), we get a map A(ψ) : A(a)→ A(b) by

f
m

m
a 
→ ψ f

m

m
ab

.

Wedefine the laxitorμa,b : A(a)⊗A(b)→ A(a⊗b) fora, b ∈ C on f⊗g ∈ A(a)⊗A(b)
by

μa,b( f ⊗ g) := f ◦ (ida ⊗g) =
f

g

m

m

m

ba

=
g

f

m

m

m
a

b
∈ A(a ⊗ b).

The unit i ∈ A(1C) =M(1C ⊗ m,m) is given by the identity idm .
Now suppose A and B are the algebras corresponding to the cyclic C-module cate-

gories (M,m) and (N , n). Given a cyclic C-module functor (Φ, ω,�) : (M,m) →
(N , n), we get a natural transformation Φ̂ : A ⇒ B by defining Φ̂a on f ∈ A(a) =
M(a ⊗ m,m) by

Φ̂a( f ) =

�−1

Φ( f )

ωa

�

n

Φ(m)

Φ(a ⊗ m)

Φ(m)

n

a

∈ N (a ⊗ n, n) = B(a).

Since Φ(idm) = idΦ(m), Φ̂(iA) = iB. Since Φ preserves composition, we see Φ̂ inter-
twines μA and μB.

Remark 10. Just as we defined the left cyclic C-module category MA from our algebra
object A ∈ Vec(C), we can also define the right cyclic C-module category AM as
follows. The objects are symbols of the form Ac for c ∈ C, and

HomAM(Aa, Ab) = HomVec(C)(a,A⊗ b) ∼= A(a ⊗ b).
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We have a similar diagrammatic calculus for the morphisms:

f

b

A

a

:= f

A

a

b

There is a similar version of Theorem1which gives an equivalence of categories between
cyclic right C-module categories and algebra objects in Vec(C).

Definition 20. Given a tensor category C, we define Cop to be the opposite category with
the reverse composition. We define Cmp to be the category with the reverse monoidal
structure. We define Cmop to be the tensor category with both the reverse composition
and reverse monoidal structure. (This notation is from [DSPS13, p. 26].) When C is
rigid, we get monoidal equivalences C ∼= Cmop and Cop ∼= Cmp.

Remark 11. The data of M as a left C-module category can also be viewed as:

– M as a right Cmp-module category,
– Mop as a left Cop-module category, and
– Mop as a right Cmop-module category.

When M is cyclic with basepoint m, these four module categories correspond to the
following four algebras: A ∈ Vec(C), Amp ∈ Vec(Cmp), Aop ∈ Vec(Cop), and Amop ∈
Vec(Cmop).

One shows that on objects a ∈ C, Amp(a) = A(a) and Aop(a) = Amop(a) =
A(a∨). The multiplication morphisms for Amp, Aop, and Amop are given in terms of the
multiplication morphism μ for A respectively as follows:

Amp(a)⊗ Amp(b) = A(a)⊗ A(b)
βVec−−−→ A(b)⊗ A(a)

μ−→ A(b ⊗ a) = Amp(a ⊗Cmp b)

Aop(a)⊗ Aop(b) = A(a∨)⊗ A(b∨) βVec−−−→ A(b∨)⊗ A(a∨) μ−→ A(b∨ ⊗ a∨) ∼= Aop(a ⊗Cop b)

Amop(a)⊗ Amop(b) = A(a∨)⊗ A(b∨) μ−→ A(a∨ ⊗ b∨) ∼= A((b ⊗ a)∨) = Amop(a ⊗Cmop b)

where βVec is the braiding in Vec. We see that the monoidal equivalence C → Cmop

given by a 
→ a∨ takes the algebra Amop ∈ Vec(Cmop) to the algebra A ∈ Vec(C), and
similarly for Aop and Amp.

3.3. ∗-Algebra objects and daggermodule categories. Wenow introduce the newnotion
of a ∗-algebra object in Vec(C). We will give three equivalent definitions.

Let (C, ϕ, ν, r) be a rigid C*-tensor category with its canonical bi-involutive struc-
ture. We warn the reader that Cop has the bi-involutive structure defined in Remark 2.
In particular, for the material in this section, the coherence axioms for the involutive
structure on Vec(C) have inverses on all instances of ϕ, ν, r .

Definition 21. LetF,G ∈ Vec(C). A conjugate linear natural transformation θ : F⇒ G
is a family of conjugate linear maps θa : F(a) → G(a) for a ∈ C which is conjugate
natural, i.e., for all ψ ∈ C(b, a), the following diagram commutes:
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F(a)

F(ψ)

��

θa �� G(a)

F(ψ)
��

F(b)
θb �� G(b)

Given two conjugate linear natural transformations θ : F ⇒ G and ρ : G ⇒ H, their
composite ρ ◦ θ : F⇒ H is the linear natural transformation defined by

(ρ ◦ θ)a := H(ϕa) ◦ ρa ◦ θa : F(a)→ H(a).

Remark 12. The reader should be careful not to confuse a conjugate linear natural trans-
formation with the conjugate natural transformation from Definition 11, which is linear!

Definition 22. A ∗-structure on an algebra object A ∈ Vec(C) is a conjugate linear
natural transformation j : A⇒ A which satisfies the following axioms:

– (involutive) j ◦ j = idA, i.e., idA(a) = A(ϕa) ◦ ja ◦ ja for all a ∈ C
– (unital) j1C = A(r−1)
– (monoidal) ja⊗b(μa,b( f, g)) = A(ν−1b,a)(μb,a( jb(g), ja( f ))) for all a, b ∈ C.

A ∗-algebra object in Vec(C) is an algebra object together with a ∗-structure.
Suppose (A, jA), (B, jB) ∈ Vec(C) are ∗-algebras. We call a natural transformation

θ : A⇒ B a ∗-natural transformation if θa( jAa ( f )) = jBa (θa( f )) for all f ∈ A(a).

We already saw in Definition 11 that Vec(C) has the structure of an involutive cate-
gory.We now define an involutive structure on the category of algebra objects inVec(C).

Definition 23. The conjugate algebra (A, μ, ι) ∈ Vec(C) is defined by first taking the
conjugate functor A ∈ Vec(C) from Definition 11. The laxitor μa,b : A(a)⊗ A(b) →
A(a ⊗ b) is given by

A(a)⊗ A(b)
νA(a),A(b)−−−−−→ A(b)⊗ A(a)

μb,a−−→ A(b ⊗ a)
A(ν−1a,b)−−−−→ A(a ⊗ b).

The unit map ι : 1Vec → A(1C) is given by

1Vec
r−→ 1Vec

ι−→ A(1C)
A(r−1)−−−−→ A(1C).

It is straightforward to check that this defines a lax monoidal functor.
Suppose now θ : A ⇒ B is an algebra natural transformation, we let θ : A ⇒ B

be the conjugate natural transformation from Definition 11. We see that θ is an algebra
natural transformation.

It is straightforward to verify that the category of algebra objects in Vec(C) with
algebra natural transformations is involutive.

Proposition 2. The following pieces of data are equivalent for an algebra object
(A, μ, ι) ∈ Vec(C):
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(1) a ∗-structure j on A,
(2) an involutive structure χ on A (thought of as a lax monoidal functor c.f. Proposi-

tion 1), and
(3) an algebra natural isomorphism σ : A ⇒ A which is involutive, i.e., σ ◦

σ = ϕA.

Proof. We tell how to construct the morphims, and we leave the details to the reader.

To go from (1) to (2), we define χa( f ) = j−1a ( f ) for f ∈ A(a). To go from (2) to (3),
we define σa := χa ◦ A(ϕ−1a ). To go from (3) to (1), we define ja( f ) := σa( f ) for all
f ∈ A(a). ��

Similar to Theorem 1, we have the following equivalence. Again, we only sketch the
proof, as the details are similar to that of Theorem 1. We do, however, provide explicit
details on the correspondence between the ∗-structure on an algebra object A ∈ Vec(C)
and a dagger structure on a cyclic C-module category (M,m).

Theorem 2. There is an equivalence of categories

{∗-Algebra objects in Vec(C)} ∼= {Cyclic C-module dagger categories} .

Proof (Sketch of proof). If (A, μ, ι, j) : Cop → Vec is a ∗-algebra object, we define
a dagger structure on MA from Construction 1 as follows. For f ∈ A(b ⊗ a) ∼=
MA(aA, bA), we define

f ∗ = (A(ida ⊗ϕb) ◦ A(νa,b) ◦ jb⊗a)( f ) ∈ A(a ⊗ b) ∼=MA(bA, aA).

To prove that this defines a dagger structure on MA, we must show f ∗∗ = f and
(g ◦ f )∗ = f ∗ ◦ g∗ for composable f and g. The first of these properties is verified as
follows. Suppose f ∈ A(b⊗ a) ∼=MA(aA, bA). Using naturality of j , followed by the
compatibility of ν and ϕ in an involutive tensor category, we have

f ∗∗ =

( j
b⊗a ◦ jb⊗a)( f )

νa,b

ida ⊗ϕb

νb,a

ϕa

A

b⊗ a

a⊗ b

a⊗ b

a

b

a

=

f

ϕ−1
b⊗a

νa,b

ν
b,a

ϕaϕb

A

b a

b⊗ a

a⊗ b

ab

b a

= f.
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Suppose now f ∈ A(b ⊗ a) and g ∈ A(c ⊗ b). Using naturality and monoidality of j ,

(g ◦ f )∗ =

jb⊗a( f ) jc⊗b(g)

ν−1
(b⊗a),(c⊗b)

idc⊗ coevb⊗ ida

νa,c

ϕc

A

AA

c⊗ bb⊗ a

c⊗ b⊗ b⊗ a

c⊗ a

c

a

c

=

jb⊗a( f ) jc⊗b(g)

ν−1
(b⊗a),(c⊗b)

ν

coevb ϕc

A

AA

c⊗ bb⊗ a

c⊗ b⊗ b⊗ a

b⊗ b c

a

c

Here, since ν is associative, we simply write one ν with three inputs for a composite of
ν’s to simplify the notation. Again using associativity of ν, followed by (2), the right
hand side above is equal to

jb⊗a( f ) jc⊗b(g)

νa⊗b νb⊗c

ν−1
b⊗b

coevb ϕc

A

AA

c⊗ bb⊗ a

b b

b⊗ b c

a

c

=

jb⊗a( f ) jc⊗b(g)

νa⊗b νb⊗c

ϕb ϕc

A

AA

b⊗ a c⊗ b

a

c

c

b

b

b

= f ∗ ◦ g∗.

It is similarly easy to prove (ψ ⊗ f )∗ = ψ∗ ⊗ f ∗ for all ψ ∈ C(c, d) and f ∈
MA(aA, bA).

When θ : A ⇒ B is a ∗-algebra natural transformation between ∗-algebras, the
induced cyclic C-module functor θ̌ from Construction 1 is a dagger functor.

For the other direction, suppose (M,m) is a cyclic C-module dagger category. Taking
A = Am ∈ Vec(C) corresponding to (M,m) as in Construction 2, we get a ∗-structure
on A as follows. For f ∈ A(a) =M(a ⊗ m,m), we define

A(a) � ja( f )
m

m
a := (eva ⊗ idm) ◦ (ida ⊗ f ∗) = f ∗

m

ma

∈M(a ⊗ m,m).
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It is straightforward to show j satisfies the appropriate axioms.
If Φ : (M,m)→ (N , n) is a cyclic C-module dagger functor, then Φ̂ defined as in

Construction 2 is a ∗-algebra natural transformation. ��
Definition 24. Given a ∗-algebra (A, μ, ι, j), the base algebra is the ∗-algebra A(1C ⊗
1C) ∼= EndMA(1A). (Here, the multiplication is the same as in Definition 17, but to
define the ∗-structure, we must think of 1C ∼= 1C ⊗ 1C .)

3.4. C* andW*-algebra objects. The equivalence between ∗-algebras objects inVec(C)
and C-module dagger categories afforded by Theorem 2 gives us an elegant definition
of a C*-algebra object in Vec(C).
Definition 25. A ∗-algebra object A ∈ Vec(C) is a C*-algebra object if the cyclic
C-module dagger categoryMA is a C*-category. Similarly, a ∗-algebra object is a W*-
algebra object ifMA is a W*-category.

Remark 13. ForC*-algebras, any∗-algebra homomorphism is automatically continuous.
Given any ∗-algebra natural transformation θ : A ⇒ B, the components θc⊗c give ∗-
algebra homomorphisms betweenC*-algebrasA(c⊗c)→ B(c⊗c), and are thus always
bounded. When A and B are W*-algebra objects, we should consider normal ∗-algebra
natural transformations. This means each component θc : A(c) → B(c) is continuous
with respect to the weak*-topology coming from the identificationA(c) ∼=MA(cA, 1A)
and B(c) ∼=MB(cB, 1B).

The equivalence of categories for ∗-algebra objects in Theorem 2 gives us the fol-
lowing result for W*-algebra objects.

Theorem 3. There is an equivalence of categories

{W*-algebra objects in Vec(C) } ∼= {Cyclic C-module W*-categories }
where the morphisms on both sides are required to be normal/weak* continuous.

Remark 14. Operator algebras have been associated to C-module C*/W*-categoriesM
which are semi-simple. In this case, the corresponding notion is a C*-quantum groupoid
or partial compact quantum group [BS96,NV00,DCT15].

The following fact gives an abstract characterization of C*/W*-algebra objects which
does not explicitly use cyclic C-module dagger categories.

Proposition 3. A ∗-algebra A ∈ Vec(C) is a C*/W*-algebra object if and only if for
every c ∈ C, the ∗-algebra A(c ⊗ c) is a C*/W*-algebra. Here, the multiplication and
∗-structure are those pulled back from identifying A(c ⊗ c) ∼=MA(cA, cA).

Proof. Recall from Sect. 2.1 that a dagger category that admits direct sums is a C*-
category if and only if each endomorphism ∗-algebra is a C*-algebra. NoteMA admits
direct sums,with aA⊕bA ∼= (a⊕b)A. Thuswe need only checkMA(cA, cA) ∼= A(c⊗c)
is a C*-algebra for each c ∈ C. The result for W*-algebra objects is similar. ��

It is important to note that as in Remark 1, being a C*/W*-algebra object is a property
of a ∗-algebra object, not extra structure.

We now give examples of C* and W*-algebra objects in Vec(C) for various rigid
C*-tensor categories C. Recall that to define a C*/W*-algebra object in C, we simply
need to produce a C-module C*/W*-category, and choose a distinguished object.
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Example 5 (C*/W*-algebras). Let C = Hilbfd, the category of finite dimensional Hilbert
spaces. Then Vec(C) ∼= Vec, the category of vector spaces (not necessarily finite
dimensional). To see this, we just note that any F ∈ Vec(C) is completely determined
by F(1C = C) ∈ Vec, which is some vector space. Hence if H ∈ Hilbfd, we have
F(H) = F(C)⊗C H .

Given a ∗-algebra A ∈ Vec(C), we see that we may identify the objects of MA
as free right A(C)-modules of the form H ⊗C A(C), and we identify the morphisms
spaceMA(H, K ) = A(C)⊗ B(H, K ) with composition given by ( f ⊗ S) ◦ (g⊗ T ) =
μ( f ⊗ g) ⊗ (S ◦ T ). We then see that *-algebras A ∈ Vec(C) are exactly ∗-algebras,
C*-algebras in Vec(C) are just C*-algebras, and W*-algebras in Vec(C) are just W*-
algebras.

Example 6 (Discrete groups). Suppose G is a discrete group. The group algebra G =
C[G] is a W*-algebra object in the rigid C*-tensor category Hilbfd(G) of finite dimen-
sional G-graded Hilbert spaces. Given an outer action of G on a II1 factor N , we get a
tensor functor F : Hilbfd(G) → Bimbf(N ), and we may view the crossed product as a
W*-algebra object in Vec(Hilbfd(G)) ∼= Vec(G), the category of (not necessarily finite
dimensional) G-graded vector spaces.

Example 7. Let C be a rigid C*-tensor category, D be a W*-tensor category, and F :
C → D be a dagger tensor functor. Then we can view D as

(1) A C-module category. Every object m ∈ D gives a W*-algebra AF,m ∈ C.
(2) A C � Cmp module category. Every m ∈ D gives a W*-algebra D(AF,m) called the

quantum double of AF,m .

Below, we mention classes of sub-examples that we feel are particularly interesting, and
merit individual study.

Sub-Example 1 (Symmetric enveloping algebra). Let id : C → C be the identity functor.
Then the algebra Aid,1C is trivial, while the quantum double D(Aid,1C ) is called the
symmetric enveloping algebra [Pop99,Mgu03].Wewill givemore details on this algebra
in Sect. 5.5.

Sub-Example 2 (Quantumgroup).Given a rigidC*-tensor categoryC and adagger tensor
functor F : C → Hilbfd, one can apply the Tannaka-Krein-Woronowicz construction
to obtain a discrete quantum group G, whose representation category is canonically
equivalent to C, and whose forgetful functor is equivalent to the original functor F. We
discuss this construction in greater detail in Sect. 5.5. LetG be a discrete quantum group
and let C = Rep(G) be its associated rigid C*-tensor category, with forgetful functor
F : C → Hilbfd. Then G = AF.C is called the quantum group algebra object. We
call D(G) the Drinfeld double algebra object, which is actually Morita equivalent to
D(Aid,1C ) in an appropriate sense, though explaining this would take us too far afield
for now. We will investigate the quantum group algebras further in Sect. 5.5.

Sub-Example 3 (II1 factor bimodules). Let F : C → Bim(N ) be a dagger tensor functor
where N is a II1 factor. If F is full, then choosing m to be L2(N ) yields the trivial
algebra: AF,L2(N )

∼= Aid,1C . In general, choosing an bifinite bimodule H ∈ Bimbf(N )

necessarily yields a locally finite algebra, and if H is irreducible and F is full,AF,H will
be connected.

Example 8 (Quasi-regular subfactors). An irredicible inclusion of II1 factors N ⊆ M
is called quasi-regular if the N − N bimodule N L2(M)N decomposes as L2(N ) ⊕
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⊕
i≥1 ni Hi where for each i ∈ N, ni ∈ N and Hi ∈ Bimbf(N ) is bifinite. (See

[ILP98,Pop99,PSV15] for more details.) We defineM ∈ Vec(Bimbf(N )) byM(H) :=
HomN−N (H, N L2(M)N ) for H ∈ Bimbf(N ). Since M is a von Neumann algebra, M
is a W*-algebra object, and since N ⊆ M is irreducible, M is connected.

Example 9 (Planar algebras and graphs). Consider T LJδ , the Temperley-Lieb-Jones
category with loop parameter δ. Recall that Ad(T LJδ) ∼= Ad(Rep(SUq(2))) for δ =
q + q−1, where Ad denotes taking the adjoint subcategory, a.k.a., the even half.

A planar algebra P• is an algebra object in Vec(Ad(T LJδ)) which lifts to a com-
mutative algebra in the center Z(Vec(Ad(T LJδ))). The corresponding cyclic module
category for P• is the projection category Proj(P•) from [MPS10,BHP12] with base-
point the empty diagram.

This is really a special case of De Commer and Yamashita’s classification of module
categories of Rep(SUq(2)) by weighted graphs with balanced cost functions [DCY15].
A planar algebra with its principal graph and dimension function gives such a module
category when we restrict to the adjoint subcategory Ad(Rep(SUq(2))).

Example 10 (B(H)). Note that Hilb(C) is a C-module W*-category, since C embeds in
Hilb(C). GivenH ∈ Hilb(C), take (MH,H) to be the cyclic left C-module W*-category
generated byH. We defineB(H) to be the algebra inVec(C) obtained fromConstruction
2 applied to (MH,H). Notice that by Theorem 1,

HomMB(H)
(a, b) ∼= B(H)(b ⊗ a) = HomHilb(C)(b⊗ a ⊗H,H)

∼= HomHilb(C)(a⊗H,b⊗H).

Similarly, we define HM to be the cyclic right C-module W*-category generated by H.
Note that MH ∼=MB(H), but in general, B(H)M � HM, as we see from the following
proposition.

Proposition 4. We have the following correspondence between algebras in Vec(C) and
left and right C-module W*-categories:

B(H)←→MH B(H)←→ HM
B(H)←→MH B(H)←→ HM

Note that B(H) ∼= B(H) as algebras in Vec(C), but is helpful to think of these two
algebras as four algebras to see the above correspondences more easily.

Proof. It suffices to prove HM corresponds to B(H). Let HA ∈ Vec(C) be the algebra
corresponding to HM. We see we have a ∗-algebra natural transformation θ : B(H)⇒
HA, where for c ∈ C, θc is the composite map

B(H)(c) = B(H)(c) = HomVec(C)(c⊗H,H) = HomVec(C)(c⊗H,H)

ν◦−∼= HomVec(C)(H⊗ c,H)
(id⊗ϕ)◦−∼= HomVec(C)(H⊗ c,H) = HA(c).

We leave the rest of the details to the reader. ��
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Sub-Example 4. When H ∈ Hilb(C) is compact, so is B(H), and it is easy to check that
B(H) ∼= H ⊗ H. Moreover, the algebra structure on B(H) corresponds exactly to the
usual multiplication on H⊗H given by idH ⊗ evH ⊗ idH .

4. C*-Algebra Objects in Vec(C)
We now focus our attention on C*-algebra objects in Vec(C). We prove analogues of
theorems for ordinary C*-algebras in Hilbfd.

From this point on, whenever possible, we suppress the involutive structure (ν, ϕ, r)
on Vec(C) and Hilb(C) to ease the notation. As a consequence, we will consider A(1C)
as the base algebra instead of A(1C ⊗ 1C).

4.1. Conditional expectations. Let a ∈ C and consider a C-module C*-categoryM. For
every m ∈ M, the map ιa : EndM(m) → EndM(a ⊗ m) given by ιa( f ) = ida ⊗ f
is a unital C*-algebra isometry. The standard left inverse for m ∈ M, denoted Ea :
EndM(a ⊗ m)→ EndM(m), is given by

Ea( f ) = 1

da
f

m

m

a (14)

An easy calculation shows Ea ◦ ιa = idm . The map Ea is also called a partial trace or
a conditional expectation.

We make use of the following result, due to Longo-Roberts in the abstract setting
[LR97], which is a version of the Pimsner-Popa inequality for subfactors [PP86]. We
give an easy diagrammatic proof for the convenience of the reader.

Lemma 3. If a ∈ C andm ∈M, then f ≤ d2a (ida ⊗Ea( f )) for all f ∈ EndM(a⊗m)+.

Proof. For all f ≥ 0, since the tensor product of positive operators is positive,

f
m

m

a

a

= f

m

m

a

a

≤ da f

m

m

a

a

= d2a (ida ⊗Ea( f )).

��
Corollary 2. For all f ∈ EndM(a ⊗ m)+, we have

d−2a ‖ f ‖ ≤ ‖Ea( f )‖ ≤ ‖ f ‖.
In particular, Ea is faithful.

Proof. Thefirst inequality follows fromLemma3bydividing by d2a . The second inequal-
ity follows from the fact that ida ⊗Ea is positive, together with f ≤ ‖ f ‖(ida ⊗ idm).

��
Wenowdiscuss the probabilistic index of a conditional expectation due to [PP86]. For

a broader discussion of index of inclusions, conditional expectations, and dualizability,
see [BDH14].
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Definition 26. Suppose A ⊆ B is a unital inclusion of C*-algebras. A conditional expec-
tation E : B → A ⊆ B is said to have finite index if there exists a number K ≥ 1 such
that K · E − 1B is a positive map. The index ind(E) of E is the infimum of such K .

Suppose we have a C-module C*-categoryM. Lemma 3 above shows that the condi-
tional expectation Ea : EndM(a ⊗ m)→ EndM(m) has finite index, and in particular
1 ≤ ind(Ea) ≤ d2a . Using the following proposition, this inequality has particularly nice
consequences when EndM(m) is finite dimensional.

Proposition 5 ([FK98, Cor. 4.4]) . If E : B → A ⊆ B is a faithful conditional expecta-
tion and A is finite dimensional, then B is finite dimensional if and only if ind(E) <∞.

Corollary 3. Let M be a C-module C*-category. Suppose we have m ∈ M such that
dim(EndM(m)) < ∞. Then EndM(a ⊗ m) is a finite dimensional C*-algebra for all
a ∈ C.

Corollary 4. Suppose A ∈ Vec(C) is a C*-algebra object and dim(A(1C)) <∞. Then
dim(A(a)) <∞ for all a ∈ C.

Definition 27. A C*-algebra object A ∈ Vec(C) is called locally finite if either of the
following equivalent conditions hold.

(1) dim(A(c)) <∞ for all c ∈ C.
(2) dim(A(1C)) <∞

Locally finite algebra objects bear many similarities to finite dimensional algebras. If
C = Hilbfd, then locally finite algebras are just finite dimensionalC*-algebras.Moreover,
each locally finite C*-algebra object is also a W*-algebra object, which generalizes the
fact that finite dimensional C*-algebras are also W*-algebras.

Among locally finite algebras are a distinguished class: the so-called connected alge-
bras.

Definition 28. An algebra object A ∈ Vec(C) is connected if dim(A(1C)) = 1.

Note that every connected C*/W*-algebra has a unique state.

Remark 15. Given a C*/W*-algebra object A ∈ Vec(C), there is a forgetful functor
which maps A to the C*/W*-algebra A(1C). This functor has a left adjoint; the free
functor maps a C*/W*-algebra A to the C*/W*-algebra object in Vec(C) which has
A(1C) = A, and A(c) = (0) for all c ∈ Irr(C) with c � 1C .

These free C*-algebra objects contain trivial categorical content, since they have
nothing to do with the category C. On the other hand, connected algebras contain sub-
stantial categorical content, since looking at the base algebraA(1C) = C tells us nothing
about the algebra.Globally, the structure can be highly non-trivial, as in the group algebra
discussed in Example 6.

The following facts are straightforward.



Operator Algebras in Rigid C*-Tensor Categories 1153

Facts 1. Under the correspondence between W*-algebra objects and cyclic C-module
W*-categories from Theorem 2, we have the following correspondences.

– Locally finite algebras correspond to cyclic C-module W*-categories whose endo-
morphism algebras are all finite dimensional.

– Connected algebra objects correspond to cyclic C-module W*-categories with irre-
ducible basepoint.

4.2. Operator valued inner products and equivalence of norms. We now use our pre-
vious discussion on conditional expectations in the special case of the cyclic C-module
C*-category MA associated to a C*-algebra object A ∈ Vec(C).

Definition 29. Given a C*-algebra object A ∈ Vec(C), we have a left A(1C)-linear
inner product a〈 · , · 〉 : A(a) × A(a) → A(1C) and a right A(1C)-linear inner product
〈 · | · 〉a : A(a)× A(a)→ A(1C) defined by

a〈 f, g〉 = f ja(g)
a

A

a

A

A

〈 f |g〉a = gja( f )
a

A

a

A

A

Notice that for f ∈ A(1C) and g, h ∈ A(a), a〈μ1C ,a( f ⊗ g), h〉 = μ1C ,1C ( f ⊗ a〈g, h〉)
and similarly 〈g|μa,1C (h⊗ f )〉a = μ1C ,1C (〈g|h〉a⊗ f ). These forms are anti-symmetric,
and they are positive definite by Corollary 2.

Lemma 4. Suppose A ∈ Vec(C) is a C*-algebra object. The right A(1C)-valued inner
product is completely positive in the sense that for all f1, . . . , fn ∈ A(a), the matrix
(〈 fi | f j 〉a)i, j is positive in Mn(A(1C)). A similar result holds for the left A(1C)-valued
inner product.

Proof. Let MA be the cyclic C-module C*-category from Construction 1. The condi-
tional expectation Ea : A(a ⊗ a) ∼= EndMA(aA) → EndMA(1A)

∼= A(1C) from (14)
is given by

Ea( f ) = 1

da
f

a

A

a

.

The rightA(1C)-valued inner product is exactly given by 〈 f |g〉a = daEa(μa,a( ja( f )⊗
g)), and Ea is completely positive. ��

Lemma 5. Suppose f1, . . . , fn ∈ A(a) and ψ ∈ C(b, a). As operators in Mn(A(1C)),

0 ≤
(
〈A(ψ)( fk)|A(ψ)( fi )〉a

)

i,k
≤ ‖ψ‖2C

(
〈 fk | fi 〉a

)

i,k
.
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Proof. Using the module category as in Lemma 4, we see that

(
〈A(ψ)( fk)|A(ψ)( fi )〉a

)

i,k
=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

ja( fk)

fi

ψ

ψ∗

a

a

b

b

A

A

A

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

i, j

=

⎛

⎜⎜⎜⎜⎜⎜⎜
⎝

ja( fk)

fiψ∨

(ψ∗)∨

a

a

a

a

b
A

A

A

⎞

⎟⎟⎟⎟⎟⎟⎟
⎠

i,k

≤ ‖ψ∨‖2C
(
〈 fk | fi 〉a

)

i,k
.

Now we use that fact that ψ 
→ ψ∨ is an isometry. ��
Remark 16. A priori, we get two different norms on each A(a) from a〈 · , · 〉 and 〈 · | · 〉a
by composing with ‖ · ‖A(1C), and A(a) is complete with respect to both of them.

Suppose A ∈ Vec(C) is a C*-algebra object and c ∈ C. An element f ∈ A(c) can be
embedded into MA in many ways. Any time we write c ∼= b ⊗ a for a, b ∈ C, we get
a vector space isomorphism A(c) ∼= A(b⊗ a). We get many norms on A(c) from these
identifications.

Definition 30. Whenwecanwrite c ∼= b⊗a,wedefine‖ · ‖a,b onA(c)by‖ · ‖MA(aA,bA).

All these norms induce the same topology on A(c).

Proposition 6. Suppose c ∼= b ⊗ a. Then d−1b ‖ f ‖a,b ≤ ‖ f ‖c,1C ≤ db‖ f ‖a,b.
Proof. This follows directly from Corollary 2 by drawing diagrams. ��

4.3. The Gelfand-Naimark theorem in C. First, we prove the analog of the Gelfand-
Naimark theorem: every C*-algebra is a norm closed C*-subalgebra of B(H). To do so,
we need to discuss what an embedding of C*-algebra objects should be.

Definition 31. An embedding of C-module C*-categories M → N is a faithful C-
module ∗-functor Φ : M → N . An embedding of C*-algebra objects θ : A → B
is a C*-algebra natural transformation θ : A ⇒ B such that θ̌ : MA → MB is an
embedding of C-module C*-categories.

Theorem 4 (Gelfand-Naimark in C). A C*-algebra object A ∈ Vec(C) has an embed-
ding into B(H) for some object H ∈ Hilb(C).
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Proof. Let (π, K ) be a faithful, non-degenerate representation of the C*-algebraA(1C).
(Such a representation exists by the usual Gelfand-Naimark theorem.) We’ll use Defi-
nition 15 to define a Hilbert space object H ∈ Hilb(C). First, we define the vector space
object V ∈ Vec(C) by V(a) = A(a)⊗C K for a ∈ C. We define a sesquilinear form on
each V(a) by

〈 f ⊗ ξ, g ⊗ η〉V(a) = 〈π(〈g| f 〉a)ξ, η〉K . (15)

It is clear that 〈 · , · 〉V(a) is positive by Lemma 4 and anti-symmetric. We may now take
the quotient by the length zero vectors and complete to obtain a Hilbert space H(a). By
Definition 15, we get a canonical Hilbert space object H ∈ Hilb(C) by only considering
simple objects a ∈ Irr(C). (Note that for arbitrary a ∈ C, H(a) from Definition 15 is
isomorphic to the completion of V(a) with the sesquilinear form from (15).)

We now construct an embedding A → B(H). To do so, we construct a cyclic C-
module dagger functorΦ : (MA, 1A)→ (MH,H). For each c ∈ C, we defineΦ(cA) =
c⊗H. Given amorphism f ∈MA(aA, bA) ∼= A(b⊗a), we construct a bounded natural
transformation Φ( f ) : a⊗H⇒ b⊗H as follows.

Suppose c ∈ C. First, using the diagrammatic calculus for simple tensors (10), we
see

span

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩
α

g

a d

c

A

⊗ ξ

∣∣∣∣∣∣∣∣∣∣∣

d ∈ Irr(C), g ∈ A(d), ξ ∈ K , and α ∈ C(c, a ⊗ d)

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

is dense in (a⊗H)(c). The inner product of two such vectors is given by

〈

α

g

a d

c

A

⊗ ξ,
β

h

a e

c

A

⊗ η

〉

(a⊗H)(c)

= δd=e

〈

π

⎛

⎜⎜⎜
⎝

jd (h)

g

ac

d

d

A

A

A

⎞

⎟⎟⎟
⎠

ξ, η

〉

K

.

(16)
Now we define our map Φ on f ∈MA(aA, bA) by

Φ( f )

⎛

⎜⎜⎜
⎝ α

h
a d

c

A

⊗ ξ

⎞

⎟⎟⎟
⎠
=

α

f h

b

a d

c

A

A

A

⊗ ξ .

We see that this map is well-defined and bounded by the following calculation, where
we suppress some labels to ease the notation:
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∥∥∥∥∥∥∥∥∥

Φ( f )

⎛

⎜⎜⎜
⎝

n∑

k=1 α j

hk

a

d

c

A

⊗ ξk

⎞

⎟⎟⎟
⎠

∥∥∥∥∥∥∥∥∥

2

H(b)

=
∑

i,k

〈

π

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝ αi

α∗k

j (hk)

j ( f )

f

hi

c b
A

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

ξi , ξk

〉

=
∑

i,k

〈

π

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝ αi

α∗k

j (hk)

j ( f )

f

hi

c b
A

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

ξi , ξk

〉

≤ ‖ f ‖2MA

∥∥∥∥∥∥∥∥∥

n∑

k=1 α j

hk

a

d

c

A

⊗ ξk

∥∥∥∥∥∥∥∥∥

2

H(a)
(17)

where the final inequality holds since for f ∈MA(aA, bA), f ∗ ◦ f ≤ ‖ f ‖2MA
ida .

To prove functoriality of Φ, if f ∈MA(aA, bA), g ∈MA(bA, cA), we have

Φ(g)Φ( f )

⎛

⎜⎜⎜
⎝ α

h

a

d

e

A

⊗ ξ

⎞

⎟⎟⎟
⎠
=

α

f

g

h

b

a d

c

e

A

A

A

⊗ ξ =
α

f

g

h

b

a d

c

e

A

⊗ ξ

=
α

g ◦ f h

b

a d

c

A

A

A

⊗ ξ = Φ(g ◦ f )

⎛

⎜⎜⎜
⎝ α

h

a

d

e

A

⊗ ξ

⎞

⎟⎟⎟
⎠

.
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To show that Φ is a dagger functor, if f ∈MA(aA, bA), then

Φ( f ∗)

⎛

⎜⎜⎜
⎝ α

h

b

d

c

A

⊗ ξ

⎞

⎟⎟⎟
⎠
=

α

f ∗ h

a

b d

c

A

A

A

⊗ ξ =
α

jb⊗a ( f ) h

a

b d

c

A

A

A

⊗ ξ ,

which is easily seen to be Φ( f )∗ using the inner product (16) above.
Finally, wewant to show thatΦ is an isometry on the level of hom spaces. It suffices to

check thatΦ is injective on the endomorphismC*-algebras EndMA(aA) for a ∈ C, since
injective C*-algebra homomorphisms are isometric. To do so, let f ∈ EndMA(aA)

∼=
A(a ⊗ a) such that f �= 0. Choose a vector ξ ∈ K such that 〈π〈 f | f 〉aξ, ξ 〉K �= 0,
which is possible since π is faithful. Then consider the vector

(ida ⊗iA)⊗ ξ =
a

a A

⊗ ξ ∈ (a⊗H)(a)

where iA ∈ A(1C) is the unit morphism. ThenΦ( f )((ida ⊗iA)⊗ ξ) �= 0, soΦ( f ) �= 0.
Thus Φ|EndMA (aA) has trivial kernel. ��

From our version of the Gelfand-Naimak theorem, we get notion of a representation
of a C*-algebra object.

Definition 32. A representation of the C*-algebra object (A,m, i) ∈ Vec(C) is a Hilbert
space object H ∈ Hilb(C) and a ∗-algebra natural transformation θ : A⇒ B(H).

Notice that for all c ∈ C, we get a ∗-algebra homomorphism θc⊗c : A(c ⊗ c) →
B(H)(c⊗ c), which is automatically bounded. A representation θ : A⇒ B(H) is called
faithful if each θc⊗c is injective.
4.4. Completely positive morphisms and Stinespring dilation. Just as completely pos-
itive maps between C*-algebras are positive ∗-maps which are not necessarily algebra
homomorphisms, completely positivemorphisms betweenC*-algebra objects inVec(C)
are positive ∗-natural transformations which are not necessarily algebra natural trans-
formations. The major difference is that since C admits finite direct sums, positivity is
sufficient for complete positivity!

Definition 33. SupposeA,B ∈ Vec(C) are C*-algebra objects. A ∗-natural transforma-
tion θ : A⇒ B is called a completely positive morphism (cp morphism) if for all c ∈ C,
the bounded linear transformation θc⊗c : A(c ⊗ c) → B(c ⊗ c) maps positive opera-
tors in the C*-algebra A(c ⊗ c) ∼=MA(cA, cA) to positive operators in the C*-algebra
B(c ⊗ c) ∼=MB(cB, cB).

A completely positive morphism θ : A⇒ B is called unital (ucp) if θ1C (iA) = iB.

Example 11. A ∗-algebra natural transformation θ : A ⇒ B is completely positive,
since every θc⊗c :MA(cA, cA)→MB(cB, cB) is a ∗-algebra homomorphism.

Example 12. Notice that when C = Hilbfd, a positive ∗-natural transformation θ : A⇒
B is equivalent to an ordinary completely positive map θ1C : A(1C) → B(1C). Notice
that the positivity of the n-fold amplification of θ1C follows from the positivity of
θ
(⊕n

i=11C)⊗(⊕n
i=11C)

, since Mn(A(1C)) ∼= A((⊕n
i=11C)⊗ (⊕n

i=11C)).
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We now include a formulation of cp-multiplier on the module category side which
corresponds to completely positive ∗-natural transformations between algebra objects.

Definition 34. Let (M,m) and (N , n) be cyclic C-modules categories. A multiplier is
a collection of maps Θa,b : M(a ⊗ m, b ⊗ m) → N (a ⊗ n, b ⊗ n) such that for all
ψ ∈ C(a, b), φ ∈ C(c, d), f ∈M(b ⊗ m, c ⊗ m), and e ∈ C,

Θa,d

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

φ

ψ

f

a

b

c

d

e

m

m

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

=

φ

ψ

Θb,c( f )

a

b

c

d

e

m

m

.

If (M,m) and (N , n) are C-module C*-categories, we define a cp-multiplier as a mul-
tiplier {Θa,b} such that every Θc,c maps positive elements to positive elements.

In Example 15, we compare our definition of (cp-)multiplier with [PV15, Def. 3.4].

Recall that a natural transformation θ : A ⇒ B can be defined by a collection of
maps (θc : A(c) → B(c))c∈Irr(C), which corresponds to a collection of maps (θ̌c :
MA(cA, 1A)→MB(cB, 1B))c∈Irr(C). Conversely, any such collection of mapsMA →
MB induces a natural transformation A⇒ B.

Definition 35. Suppose A,B ∈ Vec(C) are algebra objects, and let θ : A ⇒ B be a
natural transformation (which is not necessarily an algebra natural transformation). We
define the amplification of θ to be the multiplier

{
Θa,b

∣∣a, b ∈ C
} :MA →MB given

by

Θa,b

⎛

⎜
⎝ f

aA

bA
⎞

⎟
⎠ =

∑

c∈Irr(C)
α∈ONB(c,b⊗a)

dc α

α∗

fθc

( )
bB

bA

aA

aB

cB

bA

bB

. (18)

It is straightforward to check that {Θa,b} is a multiplier. The word “amplification”
is motivated by the case C = Hilbfd, in which algebra objects are ordinary associative
algebras A, B ∈ Vec, and natural transformations are simply characterized by linear
maps A→ B. A map θ : A→ B induces amplified maps Mn×m(A)→ Mn×m(B). It is
easy to check that our definition of amplification above coincides with the usual notion
when C = Hilbfd.

In fact, all multipliers arise uniquely as amplifications. The proof of the following
proposition is straightforward.

Proposition 7. Let Θ = {Θa,b
∣∣a, b ∈ C

} : MA → MB be a multiplier. Then Θ is
the amplification of the natural transformation θ : A⇒ B corresponding to the family{
Θc,1 :MA(cA, 1A)→MB(cB, 1B)

∣∣c ∈ Irr(C)
}
.
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Corollary 5. A multiplier MA → MB is completely positive if and only if it is the
amplification of a completely positive morphism A⇒ B.

Wenow prove the analog of the Stinespring dilation theorem.We beginwith a lemma.

Lemma 6. Suppose H,K ∈ Hilb(C) and v ∈ HomHilb(C)(H,K). Then the map Ad(v) :
B(K)→ B(H) defined by

Ad(v)( f ) = (idc⊗v∗) ◦ f ◦ (idc⊗v) =

v∗

f

v

c

c

H

H

K

K

∈ HomHilb(C)(c⊗H, c⊗H) ∼= B(H)(c ⊗ c)

for f ∈ B(K)(c ⊗ c) is completely positive.

Proof. Let c ∈ C and let f = g∗ ◦g for some g ∈ B(K)(c⊗c) ∼= HomHilb(C)(c⊗K, c⊗
K). Then we have Ad(v)( f ) = h∗ ◦h for h = g◦(idc⊗v) ∈ HomHilb(C)(c⊗H, c⊗K).
Now since Hilb(C) is a C*-category, we may write h∗ ◦ h = k∗ ◦ k for some k ∈
HomHilb(C)(c⊗H, c⊗H) ∼= B(H)(c ⊗ c). ��
Theorem 5 (Stinespring dilation in C). LetH ∈ Hilb(C), and let B(H) ∈ Vec(C) be the
corresponding C*-algebra object. Let A ∈ Vec(C) be another C*-algebra object, and
suppose we have a unital completely positive morphism θ : A → B(H). Then there is
a K ∈ Hilb(C), a ∗-algebra natural transformation π : A → B(K), and an isometry
v ∈ HomHilb(C)(H,K) such that θ = Ad(v) ◦ π as ∗-natural transformations.
Proof. We follow the usual proof of the Stinespring dilation theorem. We begin by
definingV = A⊗H ∈ Vec(C). We define a sesquilinear form onV(c) = (A⊗H)(c) =⊕

a,b∈Irr(C) A(a)⊗ C(c, a ⊗ b)⊗H(b) for c ∈ Irr(C) by

〈 f ⊗ α ⊗ ξ, g ⊗ β ⊗ η〉 idc =

η∗

θ(g∗ ◦ f )

ϕc

ξ

β∗

α

c

c

c

c

ba

de

H

H

,

Here, for f ∈ A(a) and g ∈ A(e), g∗ ◦ f ∈ A(e ⊗ a) ∼=MA(aA, eA) is the composite
of f ∈MA(aA, 1C) and g∗ ∈MA(1C, eA). Equivalently, g∗ ◦ f = μ1C ,1C ( je(g)⊗ f ),
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where we view f ∈ A(1C⊗a) and je(g) ∈ A(e⊗1C). Thus θ(g∗◦ f ) ∈ HomHilb(C)(a⊗
H, e⊗H).

Note that this sesquilinear form is positive semi-definite since θ is completely positive.
We now define K ∈ Hilb(C) as the completion of V (modulo the length zero vectors)
using Corollary 1.

There is an obvious morphism v : H⇒ A⊗H = V given for c ∈ Irr(C) by

H(c) � ξ 
−→ iA ⊗ id1C ⊗ξ ∈ A(1C)⊗ C(c, 1C ⊗ c)⊗H(c).

Note that v is an isometry, since i∗A ◦ iA = μ1C ,1C ( j1C (iA)⊗ iA) = iA and θ is unital.
A straightforward computation shows that v∗ : K⇒ H is given on (A⊗H)(c) by

A(a)⊗ C(c, a ⊗ b)⊗H(b) � g ⊗ α ⊗ η 
−→
θ(g)

η

α ba

H

H

c

.

We now get a ∗-representation π : A⇒ B(K) as follows. If h ∈ A(d) for d ∈ Irr(C),
we define the map πd(h) ∈ B(K)(d) = HomHilb(C)(d ⊗ K,K) by defining its c-
component (πd(h))c on β ⊗ g ⊗ α ⊗ ξ ∈ C(c, d ⊗ e)⊗A(a)⊗ C(e, a ⊗ b)⊗H(b) ⊂
(d⊗ (A⊗H))(c) by

β ⊗ g ⊗ α ⊗ ξ 
−→
α

β

h g ξ

a b

e

d

c

A A

A

H

∈ (A⊗H)(c).

The fact that this map is bounded and thus well-defined is similar to (17) above, but is a
bit more involved as θ appears in the inner product. First, we use the 6j symbols of C to
rewrite (πd(h))c applied to β ⊗ g⊗ α⊗ ξ ∈ C(c, d ⊗ e)⊗A(a)⊗ C(e, a⊗ b)⊗H(b)
as

∑

f ∈Irr(C)
γ∈ONB( f,a⊗d)
δ∈ONB(c, f⊗b)

Uγ,δ
γ

δ

h g ξ

a b

f

d

c

A A

A

H

.



Operator Algebras in Rigid C*-Tensor Categories 1161

Treating the dashed box above as a single element k f,γ ∈ A( f ), by definition,

‖(πd (h))c(β ⊗ f ⊗ α ⊗ ξ)‖2K(c) =
∑

f ∈Irr(C)
γ∈ONB( f,a⊗d)
δ∈ONB(c, f⊗b)

∑

f ′∈Irr(C)

γ ′∈ONB( f ′,a⊗d)
δ′∈ONB(c, f ′⊗b)

Uγ,δUγ ′,δ′

ϕc

c

c

ξ∗

θ(k∗f ′,γ ′ ◦ k f,γ )

ξ

(δ′)∗

δ

c

c

bf

bf ′

H

H

.

Now using that θ is natural, we may pull the γ and γ ′ outside of the θ , and again use
the 6j symbols to obtain

ϕc

c

c

ξ∗

θ [(μd,a(h ⊗ g))∗ ◦ μd,a(h ⊗ g)]

ξ

β∗

β

α∗

α

c

c

d

d

e

e

b

a

b

a

H

H

(19)

Now viewing h ∈MA(dA, 1A), similar to the calculation (17) above, we see that

(μd,a(h ⊗ g))∗ ◦ μd,a(h ⊗ g) =

g∗

h∗

h

g

A

d a

d a

=

g∗

h∗

h

g

A

d a

d a

≤ ‖h‖2MA

g∗

g

A

a

a

d = ‖h‖2MA
A(ida ⊗ evd ⊗ ida)(g

∗ ◦ g),
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where we view g ∈ A(1C ⊗ a) ∼=MA(aA, 1C). Now using positivity and naturality of
θ , we see that (19) above is bounded above by

‖h‖2MA

ϕc

c

c

ξ∗

θ(g∗g)

ξ

β∗

β

α∗

α

d

c

c

e

e

ba

ba

H

H

≤ ‖h‖2MA
‖β ⊗ g ⊗ α ⊗ ξ‖2(d⊗K)(d).

Hence πd(h) : d ⊗ K ⇒ K is a bounded natural transformation with norm at most
‖h‖MA . We omit the proof that π is a ∗-algebra natural transformation, which is similar
to the proof of the same fact in Theorem 4.

Finally, we verify that Ad(v) ◦ π = θ . Indeed, for h ∈ A(a) and ξ ∈ H(b), we
have πa(h) ∈ B(K)(a) = HomHilb(C)(a ⊗K,K) and v(ξ) ∈ K(b). For c ∈ Irr(C) and
α ∈ C(c, a ⊗ b), we have

[(Ad(v) ◦ π)a(h)]c(α ⊗ ξ) = v∗[πa(h)c(α ⊗ v(ξ))] = v∗(πa(h)(α ⊗ iA ⊗ id1C ⊗ξ))

= v∗

⎛

⎜⎜⎜
⎝ α

h ξ

a b

c

HA
⎞

⎟⎟⎟
⎠
=

θ(h)

ξ

α ba

H

H

c

= θa(h)(α ⊗ ξ).

By Lemma 2 applied to (Ad(v) ◦ π)a(h)− θa(h), we are finished. ��

4.5. States and the GNS construction.

Definition 36. A state onA is a ucp morphism φ : A→ 1where 1 = C( · , 1C) : Cop →
Hilb. Notice that a state on A corresponds uniquely to a state on A(1C), since for all c ∈
Irr(C), 1(c) = δc=1CC. Thus φ is completely determined by the map φ1C : A(1C)→ C,
which must be a state since φ is ucp.

We now give two equivalent definitions of the GNS Hilbert space representation of
A with respect to a state φ.

First, given a state φ onA, we can define Hilbert space objects L2(A)φ and φL2(A) ∈
Hilb(C) by defining the fiber Hilbert spaces at a ∈ C to be the completion of A(a) with
the inner products on A(a) given respectively by

〈 f, g〉L2(A)φ
= φ(〈g| f 〉a) 〈 f, g〉

φL2(A) = φ(a〈 f, g〉).
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Notice that we have a left and a right L2(A), similar to the left and right C-module
categories associated to A.

Equivalently, when we identify a state φ on A with a state on A(1C), we can first
apply the GNS construction for C*-algebras to obtain a representation of A(1C) on
L2(A(1C), φ), and then apply our Gelfand-Naimark Theorem 4 in C to obtain a Hilbert
space object L2(A)φ ∈ Hilb(C) and a representation A⇒ B(L2(A))φ . In other words,
we get a cyclic C-module dagger functor Fφ :MA →ML2(A)φ

, analogous to the GNS
construction.

Notice that the second description gives an isomorphic Hilbert space object. IfH is as
in our Gelfand-Naimark Theorem 4 in C for the A(1C)-module L2(A(1C), φ), we have
H(a) is the completion of A(a)⊗A(1C) L

2(A(1C), φ) using the relative tensor product
inner product.

Remark 17. The right L2(A)φ carries a leftA(1C) action, whereas the left φL2(A) carries
a rightA(1C) action. In general, the left and right L2(A) are different, and their relation-
ship is complicated. We anticipate they are related by a version of the Tomita-Takesaki
theory in our C-graded setting. We defer this exploration to a future article.

We can, however, relate the left and right L2(A) by taking conjugates.

Proposition 8. The map A(a) � f 
→ ja( f ) ∈ A(a) extends to an isomorphism of
Hilbert space objects φL2(A) ∼= L2(A)φ in Hilb(C).

Proof. It suffices to show the map is isometric. Given f, g ∈ A(a), we have

〈 ja( f ), ja(g)〉L2(A)φ
= 〈 ja( f ), ja(g)〉L2(A)φ(a)

= 〈 ja(g), ja( f )〉L2(A)φ(a)

= φ(〈 ja( f )| ja(g)〉a) = φ

⎛

⎜⎜⎜
⎝ f ja(g)

a

A

a

A

A
⎞

⎟⎟⎟
⎠

= φ(a〈 f, g〉) = 〈 f, g〉φL2(A).

��
We now focus on tracial states.

Definition 37. A trace on the C*-algebra object A ∈ Vec(C) is a state τ on A such that
for all a ∈ C and f, g ∈ A(a),

τ(a〈 f, g〉) = τ

⎛

⎜⎜⎜
⎝ f ja(g)

a

A

a

A

A
⎞

⎟⎟⎟
⎠
= τ

⎛

⎜⎜⎜
⎝ fja(g)

a

A

a

A

A
⎞

⎟⎟⎟
⎠
= τ(〈g| f 〉a).

The following corollaries are now immediate.

Corollary 6. If τ is a trace on A, then L2(A)τ = τ L2(A) in Hilb(C), since the left and
right inner products on each A(a) agree on the nose.
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Corollary 7. If τ is a trace onA, then L2(A)τ is symmetric with σ : L2(A)τ ⇒ L2(A)τ
given by the map from Proposition 8 together with Corollary 6.

Proof. It remains to show that σ is involutive, i.e., ϕ = σ ◦ σ . Indeed, since complex
conjugation on Vec is strictly involutive, we see that for f ∈ A(a),

σ(σ( f )) = σ( ja( f )) = ( ja ◦ ja)( f ) = A(ϕ−1a )( f ) = (ϕL2(A)τ
)a( f ),

where ϕL2(A)τ
was given in Definition 11. ��

Given a trace τ onA, we get left and right GNS representations ofA on L2(A), where
by Corollary 6, we do not need to specify the left or the right L2(A). First, for each a ∈ C,
we denote the image ofA(a) in L2(A)(a) by Â(a). For f ∈ A(a), we get bounded natural
transformations λ( f ) : a⊗ L2(A)⇒ L2(A) and ρ( f ) : L2(A)⊗ a⇒ L2(A) given on
their c-components for c ∈ Irr(C) by

C(c, a ⊗ b)⊗b Â(b) � α ⊗ ξ
λ( f )c
−→

α

f ξ

Â

ÂA

ba

c

∈ Â(c)

Â(b)⊗b C(c, b ⊗ a) � ξ ⊗ β
ρ( f )c
−→

β

ξ f

Â

Â A

ab

c

∈ Â(c)

(20)

Proposition 9. The left and right actions of A on L2(A) commute up to the associator
in Hilb(C).

Proof. First, note that the associativity of (A, μ, ι) involves the associator αA,A,A in
Vec(C) described in (11), which gives a unitary αL2(A),L2(A),L2(A) in Hilb(C). This
means for all η ∈ A(a), ξ ∈ A(d), ζ ∈ A(e) and α ∈ C(c, a ⊗ b), β ∈ C(b, d ⊗ e), we
have

β

α

ζξη

eda

AAA

A

c

A

b

=
∑

f ∈Irr(C)
γ∈ONB( f,a⊗d)
δ∈ONB(c, f⊗e)

U γ,δ
α,β

γ

δ

η ξ ζ

a d e

A A A

A

c

A

f

. (21)

Consider λ(η) ∈ HomHilb(C)(a ⊗ L2(A), L2(A)) for η ∈ A(a) and ρ(ζ ) ∈
HomHilb(C)(L2(A) ⊗ e, L2(A)) for ζ ∈ A(e). On the c-component C(c, a ⊗ b) ⊗b

(Â(d)⊗d C(b, d ⊗ e)) of a⊗ (L2(A)⊗ e) for c ∈ Irr(C), we have

(λ(η)⊗ ide)c ◦ (ida⊗ρ(η))c = (ida⊗ρ(η))c ◦ (λ(η)⊗ ide)c ◦ (αL2(A),L2(A),L2(A))c.
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In string diagrams, this is exactly the commutation relation

ζ

η

L2(A)

L2(A)

ea

=
ζ

η

L2(A)

L2(A)

ea

(22)

where we suppress the associator in Hilb(C). ��
Now that we have commuting actions of the algebra object A on a Hilbert space

object, we can discuss bimodules and commutants. Formalizing these notions provides
a segue into Section (5) on W*-algebra objects and the von Neumann bicommutant
theorem in C.

5. W*-Algebra Objects in Vec(C)
Wenow focus our attention onW*-algebra objects inVec(C).We prove analogues of the-
orems for ordinaryW*-algebras inHilbfd. Recall from Theorem 3 that normality/weak*
continuity is required for morphisms between W*-algebra objects and between cyclic
C-module W*-categories.

5.1. Commutants in bimodule categories.

Remark 18. One notion of a commutant for a tensor category C and a left C-module
category M is the category C′M = EndC(M), the left C-module endofunctors of M.
Notice that this is the categorified commutant, where we think of C as a categorified ring,
and thus the commutant C′M is again a tensor category. This is the wrong categoricial
level for this article. We want the commutant of an algebra object A inside B(H), which
corresponds to the cyclic C-module C*-categoryMA insideMH, to be another algebra
object. Thus wewant a definition of commutant which gives us another module category,
not a tensor category.

The above discussion, together with the commutation relation (22), motivates us to
take the commutant of a cyclic C-module dagger category inside a cyclic C−C bimodule
W*-category.

Definition 38. Suppose H ∈ Hilb(C). Define the cyclic C − C bimodule W*-category
BH to be the full W*-subcategory of Hilb(C) generated by H, i.e., the objects are of the
form a⊗H⊗ b for a, b ∈ C.

Definition 39. Suppose (M,m) is a cyclic left C-module dagger category, and Φ :
(M,m)→ (MH,H) is a cyclic C-module dagger functor. The right commutantΦ(M)′
is the cyclic right C-module W*-category whose objects are the left C-module dagger
functors Rc := − ⊗ c : MH → BH for c ∈ C, and whose morphisms are bounded
left C-module dagger natural transformations which commute with morphisms from
Φ(M). Here, the basepoint is R1C These morphisms are described explicitly below in
Lemma 7. Notice Φ(M)′ is obviously a right C-module category with C-action given
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by Ra ⊗ c := Ra⊗c. It follows from Corollary 8 below that the right commutant is a
W*-category.

Similarly, there is a notion of a left commutant of a cyclic rightC-moduleC*-category,
which is a cyclic left C-module W*-category. This is defined using left creation functors
Lc :MH → BH for c ∈ C.

Starting with a left module (M,m) and a cyclic C-module dagger functor Φ :
(M,m) → (MH,H), the right commutant Φ(M)′ has a canonical normal cyclic
right C-module dagger functor (Φ(M)′,H) → (HM,H). The bicommutant Φ(M)′′
is the left commutant of the right commutant of Φ(M)′. There is a similar notion of
bicommutant of a right module.

If θ : A → B(H) is a representation of a C*-algebra object in A ∈ Vec(C), we
define its commutant θ(A)′ ∈ Vec(C) to be the W*-algebra object from Remark 10
corresponding to the right commutant θ̌ (MA)

′ where θ̌ : (MA, 1A)→ (MH,H) is the
corresponding cyclic C-module dagger functor from Construction 1.

Lemma 7. Any C-module natural transformation ( fc)c∈C : Ra ⇒ Rb for a, b ∈ C is of
the form fc = idc⊗ f for some fixed f ∈ HomHilb(C)(H ⊗ a,H ⊗ b) independent of
c ∈ C.

Proof. Suppose we have a natural transformation ( fc)c∈C : Ra ⇒ Rb. We observe that
fc = idc⊗ f ′c , where f ′c is the normalized left partial trace of fc:

fc

b

ac H

=
fc

=
fc⊗c⊗c

= dimC(c)−1 fc⊗c⊗c = dimC(c)−1 fc = dimC(c)−1 fc .

Finally, a similar calculation shows that f ′c = f ′d for all c, d ∈ C. We have

idd⊗ f ′c = dimC(c)−1 fc = dimC(c)−1 fc = dimC(c)−1 fd⊗c⊗c
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=
fd⊗d⊗d

=
fd

= fd

b

ad H

= dimC(d)−1 fd = idd⊗ f ′d

Now using that idd⊗− is faithful, we see f ′c = f ′d . Calling this map f , we are
finished. ��

Using Lemma 7, we get a concrete description of the right commutant M′.

Corollary 8. We may identify the objects of Φ(M)′ with objects of the form H ⊗ c ∈
Hilb(C), and for c, d ∈ C, the morphism space Φ(M)′(Rc,Rd) is isomorphic to
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f ∈ HomHilb(C)(H⊗ c,H⊗ d)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f

g

H

H

c

d

a

b

=
f

g

H

H

c

d

a

b

for all g ∈ HomΦ(M)(a⊗H,b⊗H)

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

Thus M′ is a W*-category.

Next, we show that B(H) has the commutant that one should expect. We begin with
a discussion of creation natural transformations.

Definition 40 (Creation natural transformations). Suppose b, c ∈ Irr(C) and a ∈ C.
For α ∈ C(c, a ⊗ b), and x ∈ B(H(c),H(b)), we define a natural transformation
Lα,x = (Lα,x

d )d∈C : H→ a⊗H as follows. First, we recall that

(a ⊗H)(d) ∼=
⊕

e, f ∈Irr(C)
a(e)⊗e C(d, e ⊗ f )⊗ f H( f ) ∼=

⊕

f ∈Irr(C)
C(d, a ⊗ f )⊗ f H( f ).

via the Hilbert space isomorphism ψ⊗β⊗ ξ 
→ a(ψ)(β)⊗ ξ . (That the inner products
agree is a simple graphical calculation.) For d ∈ Irr(C), we define the component Lα,x

d
by

H(d) � ξ = ξ

d

H
Lα,x
d
−→= δc=d [α ⊗ x(ξ)] = δc=d

α

x(ξ)
a b

c

H

∈ C(c, a ⊗ b)⊗H(b).

The maps (Lα,x
d )d∈Irr(C) are clearly natural with respect to morphisms between simples

objects d → d ′, and we extend it by additivity to all objects.
If b = c, we define the creation natural transformation Lα = Lα,idc . We define

right creation natural transformations similarly. It is straightforward to check that the
d-component of (Lα,x )∗ for d ∈ Irr(C) is given on the summand C(d, a ⊗ f )⊗ f H( f )
for f ∈ Irr(C) by

(Lα,x )∗d(β ⊗ ξ) = δd=cδ f=b〈α|β〉C(c,a⊗b)x∗(ξ).
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Proposition 10. For an objectH ∈ Hilb(C), the commutantM′
H is equivalent to (C, 1C)

as a cyclic right C-module W*-category. Hence B(H)′ ∼= 1 ∈ Vec(C).
Proof. We want to show that any f = ( fc)c∈C ∈ HomHilb(C)(H⊗ a,H⊗ b) in M′

H is
of the form idH⊗ψ for some ψ ∈ C(a, b). By applying duality morphisms in Hilb(C),
it suffices to consider the case that a = 1C .

Suppose f = ( fc)c∈C ∈ HomHilb(C)(H,H⊗ b) is inM′
H. ��

Claim 1. For c ∈ Irr(C), the image of fc is contained in the ‘diagonal’H(c)⊗c C(c, c⊗
b).

Proof (Proof of Claim 1). Let g ∈ EndHilb(C)(H) be the natural transformation which is
the identity onH(c) and zero everywhere else. Since f ∈M′

H, f ◦g = (g⊗idb)◦ f .We
have ( f ◦ g)c = fc, but ((g⊗ idb) ◦ f )c has image contained in theH(c)⊗c C(c, c⊗ b)
summand of (H⊗ b)(c). ��
Claim 2. For c ∈ Irr(C), there is a βc ∈ C(c, c ⊗ b) such that fc(ξ) = ξ ⊗ βc for all
ξ ∈ H(c). Thus f is the sum of the right creation operators Rβc over c ∈ Irr(C).
Proof (Proof of Claim 2). We may assume there is a unit vector ξ ∈ H(c) such that
fc(ξ) �= 0, as otherwise the claim is trivial setting βc = 0. Note that we can write fc(ξ)
as a finite sum

fc(ξ) =
∑

β∈ONB(c,c⊗b)
ηβ ⊗ β.

Let g ∈ EndHilb(C)(H)be the natural transformationwhose c-component is the projection
onto Cξ and zero everywhere else. Then
∑

β

ηβ ⊗ β = fc(ξ) = ( f ◦ g)c(ξ) = ((g ⊗ idb) ◦ f )c(ξ) =
∑

β

〈ξ |ηβ〉ξ ⊗ β = ξ ⊗ βc,

where βc =∑β〈ξ |ηβ〉β ∈ C(c, c ⊗ b)\{0}.
Now pick any other unit vector η ∈ H(c). Let h ∈ EndHilb(C)(H) be the natural

transformation whose c-component is the rank one operator |η〉〈ξ | and zero everywhere
else. Since f ∈M′

H, we have f ◦ h = (h ⊗ idb) ◦ f , so

fc(η) = ( fc ◦ hc)(ξ) = ( f ◦ h)c(ξ) = ((h ⊗ idb) ◦ f )c(ξ) = (h ⊗ idb)c(ξ ⊗ βc)

= η ⊗ βc.

Thus we see fc is right creation by βc. ��
For the next claim, we define Supp(H) = {c ∈ Irr(C)|H(c) �= (0)}.

Claim 3. The collection (βc)c∈Supp(H) satisfy the following ‘naturality condition’: for
all a ∈ C and α ∈ C(c, a ⊗ d), we have (ida ⊗βd) ◦ α = (α ⊗ idb) ◦ βc.
Proof (Proof of Claim 3). Suppose c, d ∈ Supp(H). Let ξ ∈ H(c) and η ∈ H(d) be
unit vectors, and consider the rank one operator x = |η〉〈ξ |. Form the creation natural
transformation Lα,x ∈ HomHilb(C)(H, a ⊗ H) from Definition 40. Since f ∈ M′

H, by
the definition of the tensor product of natural transformations in Hilb(C), we have

η ⊗ [(ida ⊗βd) ◦ α] = (ida⊗ f )c ◦ Lα,x
c (ξ) = (Lα,x ⊗ idb)c ◦ fc(ξ)

= η ⊗ [(α ⊗ idb) ◦ βc].
��
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Claim 4. There is a fixed ψ ∈ C(1C, b) such that for all c ∈ supp(H), βc = idc⊗ψ .

Proof (Proof of Claim 4). Again, we may assume there are distinct c, d ∈ supp(H).
Setting a = c ⊗ d , the naturality condition from Claim 3 implies that

βc

bddc

α

=
βd

bddc

α

.

This has two important implications. First, setting c = d and applying a c-cap between
the second and third strings on the top, we see that

βc = γc

c

c b

= idc⊗γc

for some morphism γc ∈ C(1C, b).
The naturality condition above now reduces to idc⊗ ev∗d ⊗γc = idc⊗ ev∗d ⊗γd . By

capping off and diving by the appropriate scalars, we see that γc = γd . Thus there is a
single ψ ∈ C(1C, b) such that for all c ∈ supp(H), βc = idc⊗ψ . ��

From this series of claims, we deduce that there is a fixed ψ ∈ C(1C, b) such that
for all c ∈ supp(H), fc : H(c) → ⊕

a∈Irr(C) H(a) ⊗a C(c, a ⊗ b) is exactly the map
ξ 
→ ξ ⊗ (idc⊗ψ) ∈ H(c) ⊗ C(c, c ⊗ b). Note that this formula also holds when
c /∈ supp(H), since for those c ∈ Irr(C), we have H(c) = (0). The result follows. ��

5.2. W*-categories and linking algebras. We now recall how to pass back and forth
between W*-categories and their linking von Neumann algebras. Much of the follow-
ing conversation is contained, either explicitly or implicitly, in [GLR85, §2]. (See also
[GLR85, Prop. 7.17].)

Suppose we have a small W*-category X , so that Ob(X ) is a set. By [GLR85], there
is a faithful normal dagger functor F : X → Hilb, also called a faithful representation,
which is norm closed at the level of hom spaces.

Definition 41. We define the auxiliary Hilbert space by

K =
⊕

x∈Ob(X )

F(x).

The linking algebra of (X ,F) is the von Neumann algebra

W*(X ,F) =
⎛

⎝
⊕

x,y∈Ob(X )

F(X (x, y))

⎞

⎠

′′
∩ B(K ),

together with the distinguished projections px := F(idx ) ∈ B(F(x)) for all x ∈ Ob(X ).
Note that

∑
x∈Ob(x) px = 1W*(X ,F). Also, for all x, y ∈ Ob(X ), we have a Banach

space isomorphism X (x, y) ∼= pyW*(X ,F)px .
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Now starting with a von Neumann algebra X and a partition of unity, i.e., a collection
ofmutually orthogonal projections P = {p}which sum to 1, we get a smallW*-category
W(X,P) as follows. The objects are the p ∈ P , and the morphism spaces are given by
W(X,P)(p, q) = qXp. The identity morphism in W(X,P)(p, p) is p, and composition
is exactly multiplication in X .

It is now easy to see that starting with theW*-categoryX and the faithful representa-
tion F : X → Hilb, we have an equivalence of categoriesX ∼=W(W*(X ,F),{px |x∈Ob(X )}),
and the objects of both categories can be identified with Ob(X ). Starting with a von
Neumann algebra X and a distinguished partition of unity P , given any faithful rep-
resentation F : W(X,P) → Hilb, we have an isomorphism of von Neumann algebras
W*(W(X,P),F) ∼= X .

Moreover, these constructions are well-behaved with respect to inclusions. Given a
W*-subcategory Y ⊂ X with Ob(Y) = Ob(X ), together with a faithful representation
F : X → Hilb, we get a unital inclusion of von Neumann algebras W*(Y,F|Y ) ⊆
W*(X ,F). Note also that W*(Y,F|Y ) contains the distinguished partition of unity
{px |x ∈ Ob(X )}. Conversely, given a von Neumann subalgebra Y ⊆ X such that Y
contains the distinguished partition of unity P = {p} of X , we get a canonical W*-
subcategory W(Y,P) ⊆ W(X,P) whose objects are the elements p ∈ P and whose
morphisms spaces are given by Y(p, q) = qY p ⊆ qXp.

The discussion above sketches the proof of the following theorem.

Theorem 6. LetX be aW*-category and let X =W*(X ,F) be its linking algebra with
respect to the representationF, togetherwith the partition of unity P = {px |x ∈ Ob(X )}.
There is a bijective correspondence between:

(1) W*-subcategories of X whose objects are Ob(X ), and
(2) von Neumann subalgebras of X containing the distinguished partition of unity P.

As an application of the above theorem, given a dagger subcategory Z ⊂ X whose
objects are Ob(X ), we can define its W*-completion. First, we take the unital ∗-
subalgebra Z ⊂ X =W*(X ,F) corresponding toZ , and we define the W*-completion
Z ′′ of Z to be the W*-subcategory of X corresponding to Z ′′ ⊆ X . It is easy to see that
Z ′′ can also be obtained by taking Z ′′(x, y) to be the weak* closure of every Z(x, y)
in X (x, y) for all x, y ∈ Ob(X ). (This is essentially in [GLR85, Thm.4.2].)

5.3. The linking algebra of BH and the bicommutant theorem. For this section, we
assume that C is small. Our main result holds when C is essentially small, meaning C is
equivalent as a dagger category to a small rigid C*-tensor category.

Suppose we haveH ∈ Hilb(C). We now apply the discussion of the last section to the
W*-category BH, whose objects are the set Ob(BH) = {a ⊗H⊗ b|a, b ∈ C}. Note that
we get a faithful representation BH → Hilb by a⊗H⊗ b 
→⊕

e∈Irr(C)(a⊗H⊗ b)(e).
Thus the auxiliary Hilbert space is given by

K =
⊕

a,b∈Ob(C)

⊕

e∈Irr(C)
(a ⊗H⊗ b)(e),

and the linking algebra W*(H) of BH is the von Neumann algebra

W*(H) =
⎛

⎝
⊕

a,b,c,d∈Ob(C)

⊕

e∈Irr(C)
B

(
(a⊗H⊗ b)(e), (c⊗H⊗ d)(e)

)⎞

⎠

′′
∩ B(K ).
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The distinguished partition of unity is

P =
⎧
⎨

⎩
pa,b =

∑

e∈Irr(C)
id(a⊗H⊗b)(e)

∣∣∣∣∣∣
a, b,∈ C

⎫
⎬

⎭
.

We now use Theorem 6 to define some canonical W*-subcategories of BH. There is
a left action λ of MH on K . Each morphism in f ∈MH(a ⊗H, c ⊗H) includes into
W*(H) by defining

λ( f ) =
∑

b∈Ob(C)
f ⊗ idb ∈

⎛

⎝
⊕

a,b,c∈Ob(C)

⊕

e∈Irr(C)
B

(
(a ⊗H⊗ b)(e), (c⊗H⊗ b)(e)

)⎞

⎠

′′
⊂W*(H).

Similarly, there is a right action ρ of HM on K such that each ρ(g) ∈W*(H).

Definition 42. We define the von Neumann subalgebra LH = λ(MH)
′′ ∩ B(K ) ⊂

W*(H). Similarly, there is a von Neumann subalgebra RH = ρ(HM)′′ ∩ B(K ) ⊂
W*(H).

We now have a partition of unity of W*(H) which is coarser than P given by

QL =
⎧
⎨

⎩
qa = λ(ida⊗H) =

∑

b∈Ob(C)
pa,b

∣∣∣∣∣∣
a ∈ C

⎫
⎬

⎭
.

Similar to Theorem 6, by construction, we can recover a category equivalent to MH,
since for all a, b ∈ C, we have a Banach space isomorphism

qbLHqa ∼=MH(a⊗H,b⊗H).

Similarly, we can recover HM fromRH from the coarse partition of unity

QR =
⎧
⎨

⎩
ρ(idH⊗b) =

∑

a∈Ob(C)
pa,b

∣∣∣∣∣∣
b ∈ C

⎫
⎬

⎭
.

Now we have a normal embedding ι :M1 ↪→MH given by embedding C(a, b) ↪→
HomHilb(C)(a ⊗ H,b ⊗ H) by ψ 
→ ψ ⊗ idH. The image ι(M1) inside MH behaves
like the scalars.

Definition 43. We define the left ‘trivial’ algebra LC = (λ ◦ ι(M1))
′′ ⊂ λ(MH) ⊂

W*(H). Similarly, we have the right ‘trivial’ algebra RC defined using ρ ◦ ι.
Using this new language, the following corollary is just a restatement of Proposition

10.

Corollary 9. L′H ∩RH = RC . Similarly, LH ∩R′
H = LC .

Now by Theorem 6, there is a bijective correspondence between von Neumann subal-
gebras N ⊆ LH containing the distinguished partition of unity Q, andW*-subcategories
W(N ,QL ) ⊆ MH with the objects a ⊗ H for a ∈ C. Similarly, we have a bijective
correspondence between von Neumann subalgebras N ⊂ RH containing R and W*-
subcategories (N ,QR)W ⊆ HM with the objects H⊗ b for b ∈ C.
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Remark 19. Note that in general, W(N ,QL ) is not a C-module category. If W(N ,QL ) is
a C-module category, then N necessarily contains LC , since N is unital. The converse
is not true, since there is no a priori compatibility between the algebra multiplication
and the left C action. However, we call always obtain a W*-algebra containing N which
corresponds to a C-module category by taking the closure inMH ofW(N ,QL ) under the
left C-action and taking the corresponding W*-algebra.

We can now describe the relationship between these bijective correspondences and
the commutants from Definition 39. In our new language, the following proposition is a
restatement of Corollary 8.

Proposition 11. SupposeN ⊆MH is a cyclic C-module dagger subcategory (not nec-
essarily W*), so that N has objects of the form a ⊗ H for a ∈ C. Let N ⊆ LH be the
corresponding ∗-subalgebra. Then N ′ = (N ′∩RH,QR)W .

We have a similar statement switching the role of left and right.

We are now ready to prove our version of the von Neumann bicommutant theorem.

Theorem 7 (von Neumann bicommutant). Suppose we have a cyclic C-module dagger
functor Φ : (M,m) → (MH,H). The bicommutant cyclic C-module W*-category
(Φ(M)′′,H) is equivalent to the weak* closure of Φ(M) inside (MH,H).

Proof. Let M ⊆ LH be the induced subalgebra ofΦ(M) ⊆MH. Then we see that the
weak* closure of Φ(M) ⊆MH is W(M ′′,QL ). Also note that by Remark 19, LC ⊆ M
since M is unital. We then have

Φ(M)′′ =W((M ′∩RH)′∩LH,QL ) (by Proposition 11)

=W((M ′′∩LH)∨(R′
H∩LH),QL)

=W(M ′′∨LC ,QL ) (by Corollary 9)

=W(M ′′,QL )

��
Remark 20. In the event that Φ = θ̌ where θ : A ⇒ B(H) is a representation of a
C*-algebra object, Theorem 7 gives us a W*-algebra object corresponding to θ̌ (MA)

′′,
which we denote by A′′ ∈ Vec(C). Note that the representation A ⇒ B(H) factors
through A′′, since the cyclic C-module dagger functor θ̌ factors through θ̌ (MA)

′′.

5.4. Bimodules betweenalgebra objects. Equippedwith our definition of the commutant
and the bicommutant theorem, we now discuss the notion of a bimodule between algebra
objects in Vec(C).

Definition 44. Suppose we have two ∗-algebra objects A,B ∈ Vec(C). An A − B
bimodule consists of a Hilbert space object H ∈ Hilb(C), together with representations
λ : MA → MH ⊂ BH and ρ : BM → HM ⊂ BH satisfying the requirement that
ρ(BM) ⊆ λ(MA)

′.

Example 13. Suppose A ∈ Vec(C) is a C*-algebra object with a trace τ . The left and
right actions of A on L2(A) from (20) make L2(A) an A−A bimodule by Proposition
9.
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Definition 45. AfiniteW*-algebra object inVec(C) is a pair (M, τ )whereM ∈ Vec(C)
is a W*-algebra object and τ is normal a tracial state onM which is faithful onM(1C).

Proposition 12. The GNS representation of a W*-algebra object M ∈ Vec(C) with
respect to a normal state φ on M(1C) gives a normal representation π : M ⇒
B(L2(M)φ).

Proof. It suffices to show that the induced C-module dagger functor π̌ : MM →
ML2(M) is normal. Since theseW*-categories admit direct sums, we need only show that
for every increasing bounded net fi ↗ f in theW*-algebraMM(aM, aM) ∼=M(a⊗a),
we have π̌( fi )↗ π̌( f ) in the W*-algebra EndHilb(C)(a ⊗ L2(M)). Since the action of
EndHilb(C)(a⊗L2(M)) on Ha :=⊕c∈Irr(C)(a⊗L2(M))(c) ∼=⊕b,c∈Irr(C) C(c, a⊗b)⊗b

L2(M)(b) is faithful (and normal), we need only check that for every
∑n

k=1 αk ⊗ ξk ∈
C(c, a ⊗ b)⊗b M̂(b),

n∑

k,�=1
〈(αk ⊗ ξk )|π̌ ( fi )(α)�⊗ ξ�)〉c = φ

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

α�αk

jb(ξk ) fi ξ�

aa cc

bb

MM M

M

M
⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

↗ φ

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

α�αk

jb(ξk ) f ξ�

aa cc

bb

MM M

M

M
⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

=
n∑

k,�=1
〈(αk ⊗ ξk |π̌( f )(α� ⊗ ξ�)〉c.

(Since ( fi ) is bounded, we need only check π̌( fi )↗ π̌( f ) on a dense subspace of Ha .
For example, see [Pen13, Lem. A.2].) This readily follows from the fact that MM is a
W*-category, the positivity and normality of the conditional expectation Ec from (14),
and the normality of φ on M(1C). ��
Corollary 10. The left and right M action on L2(M) from (20) are normal.

We now want to prove the analog of the fact that JM J = M ′ in the case of a finite
von Neumann algebra (M, trM ). We recall the proof from [JS97, Thm. 1.2.4] in the
ordinary operator algebra setting so that we may adapt the technique for a finite von
Neumann algebra object (M, τ ) ∈ Vec(C).

Theorem 8. Let (M, trM ) be a finite von Neumann algebra, and let J : L2(M, trM )→
L2(M, trM ) be the conjugate linear unitary given by the extension of xΩ 
→ x∗Ω ,
where Ω ∈ L2(M, trM ) is the image of 1 ∈ M. Then JM J = M ′.

Proof. It is trivial that JM J ⊆ M ′ since left and right multiplication commute. It is
easy to compute that for all x ∈ M ′, J xΩ = x∗Ω . Indeed, for all f ∈ M ,

〈J xΩ, fΩ〉 = 〈J fΩ, xΩ〉 = 〈 f ∗Ω, xΩ〉 = 〈x∗Ω, fΩ〉. (23)



1174 C. Jones, D. Penneys

Using this, we compute M ′ ⊆ JM J by showing (JM J )′ = JM ′ J ⊆ M . Indeed, for
x, y ∈ M ′ and f, g ∈ M , we have

〈x J y J fΩ, gΩ〉 = 〈J y f ∗Ω, x∗gΩ〉 = 〈J f ∗yΩ, gx∗Ω〉 = 〈Jgx∗Ω, f ∗yΩ〉
= 〈JgJ xΩ, f ∗yΩ〉 = 〈 f xΩ, Jg∗ J yΩ〉 = 〈 f xΩ, Jg∗y∗Ω〉
= 〈x fΩ, J y∗g∗Ω〉 = 〈x fΩ, J y∗ JgΩ〉 = 〈J y J x fΩ, gΩ〉,

(24)

which relied on the fact that (J z J )∗ = J z∗ J for z = g, y. ��
To generalize this result to (M, τ ) ∈ Vec(C), we first need to define the analogs of

J and Ω , and define the analogs of the vectors Ω , fΩ for f ∈ M(a), and xΩ for
x ∈ M′(b). We should then see that JMJ ⊆ M′. By construction, we should have
J fΩ = jMa ( f )Ω , and we will need to prove J xΩ = jM

′
b (x)Ω . We should then be able

to follow the string of inequalities in the above proof to conclude the other inclusion.

Definition 46. For a, b ∈ C, we define a conjugate linear natural transformation Ja,b :
a ⊗ L2(M)⊗ b⇒ b⊗ L2(M)⊗ a by defining its c-component Ja,bc for c ∈ C by the
extension of the map

C(d, a ⊗ e)⊗e M̂(e)⊗d C(c, d ⊗ b) � α ⊗ ξ ⊗ β 
→ β ⊗ je(ξ)⊗ α ∈ C(c, b
⊗ d)⊗d M̂(e)⊗e C(d, e ⊗ a)

for d, e ∈ Irr(C). (Recall M̂(e) is the image ofM(e) inside L2(M)(e) as in Section 4.5.)

The following lemmas are straightforward calculations.

Lemma 8. Using Definition 21 for composition for conjugate linear natural transfor-
mations, and suppressing ϕ’s, the conjugate linear natural transformations J satisfy
J b,a ◦ Ja,b = ida⊗L2(M)⊗b.

Lemma 9. For α ⊗ ξ ⊗ β ∈ C(d, a ⊗ e) ⊗e M̂(e) ⊗d C(c, d ⊗ b) and γ ⊗ η ⊗ δ ∈
C(c, b ⊗ d)⊗d M̂(e)⊗e C(d, e ⊗ a),

〈Ja,b(α ⊗ ξ ⊗ β)|γ ⊗ η ⊗ δ〉(b⊗L2(M)⊗a)(c) = 〈Jb,a(γ ⊗ η ⊗ δ)|α ⊗ ξ ⊗ β〉(a⊗L2(M)⊗b)(c).

Lemma 10. Conjugation by J is an anti C − C bimodule natural transformation. That
is, for every x ∈ BH(a ⊗ H ⊗ b, c ⊗ H ⊗ d) and ψ ∈ C(a′, c′) and φ ∈ C(b′, d ′), we
have

J

ψxφ

J

Ha ba′ b′

b′ a′b a

d cd′ c′

c′ d′c dH

=

J

φxψ

J

Ha ba′ b′

b a

d c

c′ d′c dH

.
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Proposition 13. For f ∈ M(a), we have J 1C ,1Cλ( ja( f ))J 1C ,a = ρ( f ) as natural
transformations L2(M)⊗ a⇒ L2(M).

Proof. Fix c ∈ Irr(C) and ξ ⊗ α ∈ M̂(b)⊗b C(c, b ⊗ a). Then

(J 1C ,1Cc ◦ λ( ja( f ))c ◦ J 1C ,ac )(ξ ⊗ α) = (J 1C ,1Cc ◦ λ( ja( f ))c)(α ⊗ jb(ξ))

= J 1C ,1Cc

⎛

⎜⎜⎜⎜⎜⎜
⎝

α

jb(ξ)ja( f )

M̂

M̂M

a b

c

⎞

⎟⎟⎟⎟⎟⎟
⎠

=
α

ξ f

M̂

M̂ M

ab

c

= ρ( f )c(ξ ⊗ α).

��
Definition 47. Using the left and right actions λ, ρ ofM on L2(M) from (20), we define
the W*-algebra object JMJ ∈ Vec(C) is the algebra object corresponding to the left
C-module W*-category generated by the Jλ( f )J = ρ( j ( f )) for f ∈ M(a). (Note
that the left C-action here is given by ψ � ρ( f ) = ρ( f ) ⊗ ψ .) By Proposition 13, we
have JMJ ⊆ M′, i.e., there is a canonical injective ∗-algebra natural transformation
JMJ ⇒M′.

WenowdefineΩ : 1⇒ L2(M) to be the boundednatural transformation correspond-
ing to iM ∈ M(1C). For f ∈ M(a), we see fΩ ∈ M̂(a) ⊂ L2(M)(a) corresponds to
λ( f )(ida⊗Ω) : a⇒ L2(M):

fΩ
a

M̂

=
iM

f
a

M̂
M

=
Ω

λ( f )
a

L2(M)

.

Moreover, it is immediate that J fΩ = J 1C ,1Ca fΩ = ja( f )Ω .

Lemma 11. Suppose x ∈M′(b) ⊆ HM(M′b,M′1). We have J xΩ = jM
′

b (x)Ω .

Proof. The proof follows (23) almost exactly. Suppose f ∈M(b). Then

〈 fΩ|J xΩ〉 = 〈xΩ|J fΩ〉 =

Ω∗

Ω

x∗

λ( jb( f ))

L2(M) =

Ω∗

Ω

x∗

λ( jb( f ))

=

Ω∗

Ω

x∗

λ( jb( f ))

.

The first equality follows from Lemma 9, the third equality follows from commutation
between M and M′, and the last equality follows from sphericality, since we have bal-
anced solutions to the conjugate equations. Now we use the correspondence between
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the dagger structure of BH and the definition of jM and jM
′
to see that the right hand

side above is equal to

Ω

Ω∗

jM
′

b (x)

λ( f )∗

L2(M) = 〈 fΩ| jM′
b (x)Ω〉.

��
Theorem 9. For all x ∈M′(b) and y ∈M′(a),

x J y J =

x

J

y

J

Ha b

b

a

b

H

=

J

y

J

x

Ha b

a

H

= J y J x .

Thus JM′ J ⊆M, and together with Proposition 13, JMJ =M′.

Proof. The proof follows (24) almost exactly. Fix c ∈ Irr(C), and suppose α⊗ f ⊗ β ∈
C(e, a ⊗ d) ⊗d M(d) ⊗e C(c, e ⊗ b) and g ∈ M(c). We calculate 〈x J y J (α ⊗ f ⊗
β)Ω, gΩ〉L2(M)(c) as follows. To get the first line of (24), we get the following equalities
by Lemma 10, J fΩ = jMd ( f )Ω , the fact that M and M′ commute, and Lemma 9
respectively:
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α

β

Ω

Ω∗

g∗

x

J

y

J

f

c

b

a

b

c

=

α

β

Ω

Ω∗

g∗

x

J

y

J

f

b

a

c

cb

c

=

α

β

Ω

Ω∗

g∗

x

J

y

jd( f )

d

a

bc

cb

c

=

α

β

Ω

Ω∗

x

g∗

J

jd( f )

y

a

d

bc

cb

c

=

α∨
β∨

Ω∗

Ω

x∗

g

J

jd( f )∗

y∗
a

d

bc

cb

c

We get the first two terms in the second line of (24) by applying isotopy, using the
definition of jM

′
, applying Lemma 11, and using Proposition 13 respectively:
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α∨
β∨

Ω∗

Ω

x∗

g

J

jd( f )∗

y∗
a

d

bc

cb

c

=

α∨
β∨

Ω∗

Ω

x∗

g

J

jd( f )∗

y∗
a

d

bc

cb

c

=

α∨
β∨

Ω∗

Ω

jM
′

b (x)

g

J

jd( f )∗

y∗
a

b

d

c

cb

c

=

α∨
β∨

Ω∗

Ω

x

J

g

J

jd( f )∗

y∗
a

b

d

c

cb

c b

c

=

α∨
β∨

Ω∗

Ω

x

jd( f )∗

J

g

J

y∗
a

b dc

cbd

c b

c

d

Now conjugation by J is a natural transformation, so we may pull α∨ and β∨ through
the pair of J ’s to move them to the bottom.We rotate α∨ and β∨ and the d string attached
to jd( f )∗ to obtain α and β and f again. We then use Lemma 11 again follows by the
definition of jM

′
to finish the second line of (24).
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α∨
β∨

Ω∗

Ω

x

jd ( f )
∗

J

g

J

y∗
a

b dc

cbd

c b

c

d

=

α

β

Ω

Ω∗

y∗

J

g

J

f

x

a

a

a

c

a c

b

c

=

α

β

Ω

Ω∗

jM
′

a (y)∗

g

J

f

x

a

c

a c

b

c

=

α

β

Ω

Ω∗

y

g

J

f

x

a

c

a c

b

c

We obtain the final line of (24) by again using thatM andM′ commute, then using the
definition of jM, then using J jMc (g)Ω = gΩ , and finally Lemma 10 again.

α

β

Ω

Ω∗

y

g

J

f

x

a

c

a c

b

c

=

α

β

Ω

Ω∗

g

y

J

x

f

a

c

a c

b

c

=

α

β

Ω

Ω∗

jc(g)∗

y

J

x

f

a

c

a c

b

c
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=

α

β

Ω

Ω∗

g∗

J

y

J

x

f

c

c

a

c

a c

b

c

=

α

β

Ω

Ω∗

g∗

J

y

J

x

f

c

ca

a

b

c

.

We conclude that x J y J (α ⊗ f ⊗ β) = J y J x(α ⊗ f ⊗ β) for all α ⊗ f ⊗ β ∈
C(e, a ⊗ d) ⊗d M(d) ⊗e C(c, e ⊗ b), and thus x J y J = J y J x by a result similar to
Lemma 2. ��

5.5. Analytic properties. We now consider connectedW*-algebra objectsM ∈ Vec(C).
These algebras have natural definitions of analytic properties such as amenability, the
Haagerup property, and property (T). We show that our definitions specialize to the
usual definitions for two well-studied classes of examples: subfactors and rigid C*-
tensor categories due to [Pop99,PV15], and discrete (quantum) groups, studied by many
authors.

Beforewe begin,wewould like to remark on our specialization to connected algebras.
For ordinary W*-algebras, the correct definitions for things like property (T), amenabil-
ity, and the Haagerup property are undoubtably via Connes’ correspondences. There, no
traces or multipliers are required.While we strongly believe that a robust theory of corre-
spondences exists in our setting, the development of this theory in full generality requires
a generalization of Tomita-Takesaki theory, a task which would take us too far a field.
We restrict our attention to connected algebras, which bear the strongest resemblance to
the best studied examples: discrete (quantum) groups and rigid C*-tensor categories.

On the other hand, it would be relatively easy to modify our definitions to include
algebras whose base algebra is a finite von Neumann algebra. This would allow us to
include the well studied case of actual II1 factors as examples. However, the definitions
are not quite as clean and natural as they are for connected algebras, so we exclude them
here, but we’ve set things up suggestively so that the interested reader may easily derive
the correct generalization.

Let M ∈ Vec(C) be a connected W*-algebra object, and let τ denote its unique
state. Let Hτ := ⊕a∈Irr(C) L2(M(a))τ , where the inner product on M(a) is given
by 〈 f |g〉a = τ(〈 f |g〉a). Then we can canonically identify EndHilb(C)(L2(M)τ (a)) ∼=
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⊕
a∈Irr(C) B(L2(M)τ ) ⊆ B(Hτ ). We define the von Neumann algebra �∞(M) :=

⊕
a∈Irr(C) B(L2(M)τ (a)).
Let Ψ :M⇒M be a ucp morphism (note that all ucp morphisms are automatically

normal sinceM is locally finite). Then mΨ :=⊕a∈Irr(C) Ψa extends to a bounded norm
onemap in �∞(M) acting on Hτ . Note conversely, for anym ∈ �∞(M), there exists some
categorical multiplier Ψ such that m = mΨ . Thus we call an element mΨ ∈ �∞(M)

a ucp-multiplier if Ψ is a ucp morphism. (This is a slight conflict of notation with our
earlier notion of cp-multiplier on MM, but they are equivalent notions by definition.)

Below, point-wise convergence of operators in �∞(M) ⊆ B(Hτ )means strong oper-
ator topology convergence in B(Hτ ). Also, a ucp multiplier mΨ ∈ �∞(M) ⊆ B(Hτ ),
so it naturally makes sense to talk about finite rank and compact multipliers.

Definition 48. Let M ∈ Vec(C) be a connected W*-algebra object. Then M

(1) is amenable if there exists a net of finite rank ucp multipliers converging to the
identity point-wise in �∞(M).

(2) has theHaagerupproperty if there exists a net of compact ucpmultipliers converging
to the identity point-wise in �∞(M).

(3) has property (T) if every sequence of ucpmultipliers which converges to the identity
point-wise converges in the operator norm in �∞(M).

Notice that since connected implies allM(a) are finite dimensional, a ucp multiplier
mΨ is finite rank if and only if it is non-zero for at most finitely many a ∈ Irr(C).
Similarly, mΨ is compact if and only if for every ε > 0, there is a finite set F ⊂ Irr(C)
such that ‖Ψa‖ < ε for all a ∈ Irr(C) \ F .

We now consider several classes of examples which have recently generated a great
deal of interest, and show that various notions of cp-multipliers in different settings
correspond to our ucp morphisms. We give a translation for the definition of analytic
properties from well known examples to our context.

Example 14 (Discrete groups). This is actually a special case of 16 below. Suppose G is
a discrete group. The group algebra G = C[G] is a connected W*-algebra object in the
rigid C*-tensor category C = Hilbfd(G) of finite dimensional G-graded Hilbert spaces.
Then �∞(G) = �∞(G). It follows the more general results from Example 16 below
that cp-multipliers agree with the usual definition, and thus our definitions of analytic
properties agree with the usual notions.

Example 15 (Symmetric enveloping algebra object). Consider C as a left C�Cmp-module
W*-category, where the action is given by (a�bmp)(c) = a⊗c⊗b. Then the cyclic (C�
Cmp)-module W*-category (C, 1C) yields an algebraM ∈ Vec(C) called the symmetric
enveloping algebra [Pop94,Pop99,Mas00], or the quantum double.

For an object A ∈ C �Cmp,M(A) =⊕a∈Irr(C)(C �Cmp)(A, a�amp). Note that we

have a canonical isomorphism γa,b : (a � amp) ⊗ (b � b
mp

) → (a ⊗ b) � (a ⊗ b)
mp

given by the involutive structure on C. The algebra structure on M is given for f ∈
(C ⊗ Cmp)(A, a � amp) and g ∈ (C ⊗ Cmp)(B, b � b

mp
) by

μM
A,B( f ⊗ g) =

∑

c∈Irr(C)
α∈ONB(a⊗b,c)

dc(α � α) ◦ γa,b( f ⊗ g).

Using the identification of (C, 1C) with the category of free M-modules, we see
that M(a � bmp, c � dmp) ∼= C(a ⊗ b, c ⊗ d). Now, in [PV15, Def. 3.4], Popa and
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Vaes define a multiplier on a rigid C*-tensor category as a family of maps Θa,b :
C(a ⊗ b, a ⊗ b) → C(a ⊗ b, a ⊗ b) satisfying certain compatibility conditions. In
[PV15, Prop. 3.6], they show that these maps uniquely extend to maps Θa⊗b,c⊗d :
C(a⊗b, c⊗d)→ C(a⊗b, c⊗d) satisfying the same type of compatibility conditions.
By inspection, these conditions are precisely the conditions for a familyΘa⊗b,c⊗d to be
amultiplier in the sense of Definition 34. Furthermore, they define a cp-multiplier to be a
multiplier for whichΘa,b is positive for all objects a, b ∈ C. This precisely corresponds
to our definition of a ucp-multiplier. This yields a canonical bijection between ucp
morphisms θ :M⇒M and cp-multipliers for C in the sense of Popa and Vaes [PV15].

From this discussion, we deduce the following result.

Proposition 14. The symmetric enveloping algebra objectM has a property from Defi-
nition 48 if and only if C has the corresponding property in the sense of [PV15, Def. 5.1].

Example 16 (Discrete quantum groups).We rapidly recall the basics of discrete quantum
groups from [NT13]. We refer the reader there for additional details.

Suppose C admits a dagger tensor functor (F, η) : C → Hilbfd. Using Tannaka-
Krein-Woronowicz reconstruction, we obtain a discrete quantum group G, which has
two canonical algebras associated to it. The first is the Hopf ∗-algebra C[G] which,
as in the case of group algebra C[G], has a universal C*-completion and a reduced
C*-completion. All intermediate norms yield compact quantum groups often thought
of as the “algebras of functions” on the compact duals of G. The second is the type I
von Neumann algebra �∞(G) = ∏a∈Irr(C) B(F(a)), which has a non-trivial co-algebra
structure making it into a multiplier Hopf algebra. We describe both of these algebras
more explicitly below.We remark that when viewed as a locally compact quantumgroup,
one uses the latter von Neumann algebra as the fundamental object.

For convenience, for c ∈ C, we define the space Hc = Hilbfd(C,F(c)), which can
canonically be identifiedwithF(c) itself, and H∗c = Hilbfd(F(c),C)which is canonically
identified with the dual space F(c)∗. Then using the tensorator η, we can define maps
ηc,d : Hc ⊗ Hd → Hc⊗d and η∗c,d : H∗c⊗d → H∗c ⊗ H∗d . For α ∈ C(a ⊗ b, c), we set
α̂ = F(α) ◦ ηa,b : F(a) ⊗ F(b) → F(c). In particular, since eva ∈ C(a ⊗ a, 1C) and
eva ∈ C(a ⊗ a, 1C) are standard solutions to the duality equations in C, we see êva and
êva solve the duality equations for F(a),F(a) in Hilbfd, since F is a dagger functor. It is
an important point that these solutions in general are highly non-standard. For example,
êv∗a ◦ êva = da , but in general, if da is not an integer, we have dimHilb(F(a)) < da . It is
also easy to check that in general they do not induce a pivotal structure on Hilbfd.

Define �∞(G) = ⊕a∈Irr(C) B(F(a)), the von Neumann algebra direct sum. While
boring as an algebra, �∞(G) has a much more interesting co-algebra structure, which
we will not describe in detail. The group algebra, also called the polynomial algebra
on the compact dual, is defined as C[G] := ⊕a∈Irr(C) H∗a ⊗ Ha , the algebraic vector
space direct sum, which we can view as the “restricted dual" of the algebra �∞(G).
This has a matrix co-algebra structure Δ (dual to the algebra structure on �∞(G). The
multiplication is defined for x = ∑a∈Irr(C) xa(1) ⊗ xa(2) and y = ∑b∈∈Irr(C) yb(1) ⊗ yb(2)
(in leg numbering notation) by

xy =
∑

a,b∈Irr(C)
α∈ONB(a⊗b,c)

dc(x
a
(1) ⊗ yb(1)) ◦ α̂∗ ⊗ α̂ ◦ (xa(2) ⊗ yb(2)),
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underwhichC[G] is an associative algebra.Define theantipode S : H∗a⊗Ha → H∗a⊗Ha
by

S(x(1) ⊗ x(2)) = êv∗a ◦ (1a ⊗ x(2))⊗ (x(1) ⊗ 1a) ◦ êva
which we extend to all of C[G] linearly. It is easily verified that S(xy) = S(y)S(x).
Note that S2 = 1 if and only if the (êva, êva) induce a pivotal structure on Hilbfd, which
is equivalent to asking that G is of Kac type.

To define a ∗-structure, first note that the dagger structure on the category Hilbfd
gives us conjugate linear maps ∗ : Ha → H∗a and ∗ : H∗a → Ha , yielding a conjugate
linear map j : H∗a ⊗ Ha → H∗a ⊗ Ha given by j (x(1) ⊗ x(2)) = x∗(2) ⊗ x∗(1). The
anit-linear involution on C[G] is given by x# = S ◦ j (x). It is straightforward to verify
that x## = x and (xy)# = y#x#. The maps S and # satisfy the relation S(S(x#)#), which
makes (C[G],Δ, S) into a Hopf ∗-algebra. In general, S and # do not commute; rather,
they commute precisely when G is Kac type.

To make the connection with the standard aspects of the theory of compact quantum
groups, for a ∈ Irr(C), let Ba := {eai } be an orthonormal basis for F(a). Here, we again
slightly abuse notation to identify eai with the morphism C → F(a) sending 1 
→ eai .
We use the notation (eaj )

∗ for dual basis element of H∗a . We define uai j = (eai )
∗ ⊗ eaj ∈

H∗a ⊗ Ha ∈ C[G]. It is well known (and easy to check) that ua := (uai j )i, j ∈ Mn(C[G])
is unitary. In fact, the map eai 
→

∑
j e j ⊗ uai, j extends to a linear map π : F(a) →

F(a)⊗C[G], and makes F(a) into a unitary co-representation of C[G]. One can show
C is equivalent to the rigid C*-tensor category of unitary co-representations of C[G].
Again, we refer the reader to [NT13] for more details on compact quantum groups.

Definition 49. A state on G is a linear functional φ on C[G] such that φ(1C[G]) = 1C
where 1C[G] = u1C1,1, and φ(x#x) ≥ 0 for all x ∈ C[G].

The pairing H∗a ⊗ Ha → C given by x(1) ⊗ x(2) → x(1)(x(2)) is non-degenerate
(since Ha ∈ Hilbfd). Thus for every linear functional φa : H∗a ⊗ Ha → C, there is a
unique Φa ∈ End(F(a)) such that φa(x(1) ⊗ x(2)) = x(1)(Φa(x(2))).

A linear functional φ on C[G] may thus be uniquely defined by a sequence mφ =
{Φa |Φa ∈ End(F(a))}. If φ is a state, φ extends to a state on the universal C*-algebra
C∗u(G) (for example, boundedness follows from [DK94,Lem. 4.2].) ThenΦa is the image
of ua under the amplification of the state φ (viewed as a ucp map from C∗u(G) → C),
and thus ‖Φa‖ ≤ 1. Hence mφ ∈ �∞(G).

Definition 50. A cp-multiplier on G is an element mφ ∈ �∞(G) such that the corre-
sponding functional φ is a state.

We are now ready to give definitions for analytic properties for quantum groups.
First, defining H := ⊕

a∈Irr(C) Ha , we can view �∞(G) as a von Neumann sub-
algebra of B(H), which enables us to discuss finite rank/compact ucp-multipliers.
Again, point-wise convergence means strong operator topology convergence, viewing
�∞(G) ⊂ B(H).

Definition 51. Let G be a discrete quantum group. Then G

(1) is amenable if there exists a net of finite rank ucp-multipliers converging point-wise
to the identity in �∞(G).
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(2) has theHaagerup property if there exists a net of compact ucp-multipliers converg-
ing point-wise to the identity in �∞(G).

(3) has property (T) if every net of ucp-multipliers converging point-wise to the identity
in �∞(G) converges uniformly to the identity.

We remark that the definitions presented here are somewhat non-standard. The first
definitions of these properties were given respectively by: amenability [BS93,Rua96,
BCT05], the Haagerup property [DFSW16], and property (T) [Fim10]. For a general
overview of analytic properties (and many equivalent characterizations of the above
properties) for locally compact quantum groups in general, we recommend the survey
papers [DFSW16] and [DSV16], and the references therein.

Our definitions can be seen to be equivalent to the more usual definitions via the con-
text of completely positive multipliers for quantum groups (see [Daw12]). The equiva-
lence of amenability to other definitions can be seen by applying the usual group-theory
type arguments; for example, our definition clearly is equivalent to saying “the trivial
representation on C[G] can be approximated by finitely supported states”, so by stan-
dard group theory type arguments, the universal C*-norm equals the reducedC*-normon
C[G], hence the reducingmap is injective. Thus the compact dual is co-amenable, which
is equivalent to G being amenable (see, for example [Bra16, Thm. 3.12, 3.13 and 3.15]).
For the Haagerup property, this can be seen directly from [DFSW16, Thm. 5.5]. For
property (T), this comes from [DSV16, Thm. 3.1]. We greatly thank Makoto Yamashita
for very helpful discussions about the equivalent characterizations of these properties
for discrete quantum groups.

We now unify these definitions with our categorical definitions. Recall the tensor
functorFmakesHilbfd into aC-moduleW*-category. LetG be the connectedW*-algebra
object corresponding to C ∈ Hilbfd, given by G(a) = Hilbfd(F(a),C) = H∗a . A natural
transformation Θ : G → G is uniquely determined by a family of linear maps Φa :
H∗a → H∗a . Each Φa can be viewed as an operator Φa ∈ B(Ha), which acts on H∗a by
precomposition. Such aΦa induces a categoricalmultiplierΦa,b : Hilbfd(F(a),F(b))→
Hilbfd(F(a),F(b)), given by

Φa,b( f ) :=
∑

a,b∈Irr(C)
α∈ONB(c,b⊗a)

dc
(
idF(b)⊗

(
êvb ◦ (idF(b)⊗ f ) ◦ α̂ ◦Φc ◦ α̂∗

))
◦ (êv∗b ⊗ idF(a))

(compare with (18)). Conversely, every cp-multiplier is of this form and produces a
family Φa and a state φ as described above.

Recall that if A, B are n × n matrices, their Schur product is the n × n matrix given
by (A  B)i j = Ai j Bi j . The Schur Product Theorem states that the Schur product of
two positive matrices is again positive. We have the following lemma that will be useful
later.

Lemma 12. Let A be an n × n matrix. Then A is positive if and only if v(B  A)v∗ ≥ 0
for all positive matrices B, where v = (1, 1, . . . , 1).

Proof. By the Schur product theorem, if A ≥ 0, then the condition follows. Conversely,
assume our condition holds. Let z = (z1, . . . , zn) be an arbitrary row vector, and let
Z = diag(z), so that Z∗ = diag(z). Let V be the n × n matrix with all entries equal to
1. Then zAz∗ = v(Z(V  A)Z∗)v∗ = v ((ZV Z∗)  A) v∗ ≥ 0 since ZV Z∗ ≥ 0. Here
we have used the fact that since Z , Z∗ are diagonal, Z(V  A)Z∗ = (ZV Z∗)  A. Thus
A is positive. ��
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The next proposition is essentially [Daw12, Thm. 5.9]. We include a proof for com-
pleteness and convenience of the reader.

Proposition 15. A natural transformationΦ : G→ G is ucp if and only if φ ∈ C[G] is
a state.

Proof. Let {Φa ∈ End(F(a))|a ∈ Irr(C)} be the sequence associated toΦ. Let Ba be an
orthonormal basis for F(a) as above. For i, j ∈ Ba and k, l ∈ Bb, define the number
Φ

k,l;b
i, j;a = φ((ubkl)

#uai j ). Here and throughout, the letter after the semi-colon indicates the
component of the preceding index.

We want to find a nice characterization of positivity for ucp morphisms which we can
compare to positivity of states on the algebraC[G]. First note thatΦ is a ucpmorphism if
and only if for any c ∈ C, f ∈ B(F(c)), and t ∈ Hc, the correspondingmultiplier satisfies
t∗ ◦Φc,c( f )◦ t ≥ 0. We will express this condition by choosing coordinates and writing
this expression in terms of coefficients with respect to orthonormal bases. First, we write
F(c) ∼= ⊕a∈Λ F(C(c, a)) ⊗ F(a) =: KΛ, where Λ is the finite subset of Irr(C) such
that a ≺ c. We have a choice of orthonormal basis for F(a) (hence Ha), for a ∈ Irr(C)
given above, and we choose an orthonormal basis Va of F(C(a, c)) for each a ∈ Λ. Then
viewing f ∈ End(KΛ), we define fa,b(v, i, w, k) as the coefficients of f with respect
to the tensor product basis, namely

∑
v∈Vai∈Ba fa,b(v, i, w, k)w⊗ ebk = Pb( f (v⊗ eai )),

where here Pb is the projection of KΛ onto the component F(C(c, b))⊗F(b). Similarly,
define the numbers ta(v, j) as the coefficient of eaj in the expansion of v ◦ t for v ∈ Va .
Then positivity is equivalent to

∑

a,b∈Λ

∑

w∈Vb, v∈Va

∑

k,l∈Bb, i, j∈Ba
tb(w, l) fa,b(v, i, w, k)ta(v, j)Φ

k,l;b
i, j;a ≥ 0

The above discussion leads to the following abstract characterizations of positivity
in both cases:

(1) We see φ is a state on C[G] if and only if for any finite set Λ ⊆ Irr(C), and any
functions αa : Ba × Ba → C, the sum

∑

a,b∈Λ

∑

k,l∈Bb, i, j∈Ba
αb(k, l)αa(i, j)Φ

k,l;b
i, j;a ≥ 0.

(2) Φ : G ⇒ G is a ucp morphism if and only if for any finite set Λ ⊆ Irr(C) and
arbitrary finite sets Va for a ∈ Λ, and for any maps ta : Va × Ba → C and
fa,b : Va × Ba × Vb × Bb whose values fa,b(i, v, k, w) are the coefficients of an
n × n positive matrix for n = |⋃a Va × Ba | (as above) we have

∑

a,b∈Λ

∑

w∈Vb, v∈Va

∑

k,l∈Bb, i, j∈Ba
tb(w, l) fa,b(v, i, w, k)ta(v, j)Φ

k,l;b
i, j;a ≥ 0.

Now, we claim conditions (1) and (2) on the coefficients of Φ are equivalent. Let
C[Va] denote the Hilbert space with orthonormal basis given by Va . Define KΛ :=⊕

a∈Λ C[Va] ⊗ Ha and HΛ := ⊕a∈Λ H∗a ⊗ Ha . Then we can naturally view f as a
positive operator F : KΛ → KΛ. Similarly we can view Ta((eai )

∗) :=∑v∈Va ta(v, i)v
as a linear map H∗a → C[Va]. Setting T := ⊕a∈Λ Ta ⊗ ida : HΛ → KΛ, we have
the positive operator T ∗ ◦ F ◦ T , which we view as a matrix with our distinguished
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orthonormal basis. Similarly, defining Φ̂((eai )
∗ ⊗ eaj ) :=

∑
b∈Λ, k,l∈Bb Φ

k,l;b
i, j;a (e

b
k )
∗ ⊗ ebl

yields an operator Φ̂ : HΛ → HΛ.
Its clear that condition (1) on Φ simply states that the operator Φ̂ is positive, while

condition (2) states that

v
(
(T ∗ ◦ F ◦ T )  Φ̂) v∗ ≥ 0

for all KΛ and positive F : KΛ → KΛ, where v = (1, 1, . . . , 1). But T ∗ ◦ F ◦ T ∈
End(Hλ) is always a positive operator, and every positive P ∈ End(Hλ) arises this way
for some KΛ (for example, pick KΛ = Hλ, and set T = id). Thus we can replace this
condition with v(P  Φ̂)v∗ ≥ 0 for all positive operators P ∈ End(HΛ), which by
Lemma 12 above is equivalent to Φ̂ being positive. Thus the conditions (1) and (2) are
equivalent. ��

We now deduce the following proposition.

Proposition 16. A discrete quantum group G is amenable, has the Haagerup property,
or property (T) if and only if the corresponding W*-algebra object G in Rep(G) does.
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