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Abstract—In a time-division duplex (TDD) multiple antenna
system, the channel state information (CSI) can be estimated
using reverse training. A pilot contamination (spoofing) attack
occurs when during the training phase, an adversary (spoofer)
also sends identical training (pilot) signal as that of the legitimate
receiver. This contaminates channel estimation and alters the
legitimate beamforming design, facilitating eavesdropping. A
recent approach proposed superimposing a random sequence on
the training sequence at the legitimate receiver and then using
the minimum description length (MDL) criterion to detect pilot
contamination attack. In this paper we augment this approach
with joint estimation of both legitimate receiver and eavesdropper
channels, and secure beamforming, to mitigate the effects of pilot
spoofing. We consider two cases: (i) the spoofer transmits only
the pilot signal, (ii) the spoofer also adds a random sequence
to its pilot. The proposed mitigation approach is illustrated via
simulations.

I. INTRODUCTION

Consider a three-node time-division duplex (TDD) multiple
antenna system, consisting of a multi-antenna base station
Alice, a single antenna legitimate user Bob, and a single an-
tenna eavesdropper Eve. Alice designs its transmit beamformer
based upon its channel to Bob for improved performance.
In a TDD system, the downlink and uplink channels can
be assumed to be reciprocal. Therefore, Alice can acquire
the channel state information (CSI) regarding Alice-to-Bob
channel via reverse training during the uplink transmission.
Bob sends pilot (training) signals to Alice during the training
phase of the slotted TDD system. If Eve attacks the chan-
nel training phase by transmitting the same pilot sequence
during the training phase, the CSI estimated by Alice then
is a weighted sum of Bob-to-Alice and Eve-to-Alice CSIs.
Consequently the beamformer designed on this basis will lead
to a significant information leakage to Eve. This is an example
of a pilot spoofing/contamination attack [1], [2].

This issue of pilot contamination attack was first noted in [1]
where the focus is on enhancing eavesdropper’s performance.
Several approaches are discussed in [2]-[5] for detection of the
attack assuming a TDMA uplink requiring separate time slots
for each user Bob. In [6] an SDMA uplink was considered to
allow for simultaneous transmission of training from Bobs. In
[7], the approach of [4] was augmented with joint estimation of
both legitimate receiver and eavesdropper channels, and secure
beamforming, to mitigate the effects of pilot spoofing. In the
set-up of [7], while the legitimate user superimposes a random
sequence on its training sequence, the spoofer does not. In
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this paper we consider the scenario where the spoofer also
could superimpose its own random sequence on the training
sequence, before spoofing the legitimate user.

Approaches of [3], [5] require a separate secure channel
from Alice-to-Bob (two-way training) to work. We only need
one-way reverse training in this paper. Refs. [2], [4], [6] deal
only with attack detection, not its mitigation. Unlike [7], we
allow the spoofer to superimpose its own random sequence on
the training sequence.

II. SYSTEM MODEL AND BACKGROUND

We follow the system model of [2]-[5]. Let s;(n), 1 <n <
T, denote the training sequence of length 7' time samples.
Consider a flat Rayleigh fading environment with Bob-to-Alice
channel denoted as hgy = /dghg € CN-*! and Eve-to-
Alice channel denoted as hgy = /dg hg € CN"*1, where real
scalars dp and dp represent respective path loss attenuations
and hg ~ N.(0,Iy,) and hg ~ N.(0,Iy,) represent small-
scale fading. Let P and Pg denote the average training power
allocated by Bob and Eve, respectively. In the absence of any
transmission from Eve, the received signal at Alice during the
training phase is given by

¥(n) = /Py hsy(n) +v(n) 0

where additive noise v(n) ~ N.(0,021y,) and we normalize
T lsi(n)|? = 1 (e.g., take |s¢(n)] = 1). When Eve
also transmits (Eve’s pilot contamination attack), the received
signal at Alice during the training phase is

y() = (VPshs +vVPehe) suln) +v(n). (@)

In case of Eve’s attack, based on (2), Alice would estimate
VPghg + VPghg as Bob-to-Alice channel, instead of
v/Pg hp based on (1).

[4] addresses the problem: how to detect Eve’s attack
based only on the knowledge of s:(n) and y(n). [4] allocates
a fraction 3 of the training power Pp at Bob to a scalar
random sequence sp(n) (zero-mean, i.i.d., normalized to have
71" |sp(n)]*> = 1, finite alphabet: BPSK or QPSK,
e.g.) to be transmitted by Bob along with (superimposed
on) sy(n). That is, instead of \/Pgs;(n), Bob transmits
o0<p<l, n=1,2,---,7)

5p(n) =/ Pp(1—B)si(n) +/ PpBsp(n). 3)

The sequence {sp(n)} is unknown to Alice (and to Eve) and
it can not be replicated in advance as it is a random sequence
generated at Bob. However, Alice knows that such {sg(n)}
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is to be expected in y(n). In the approach of [4], [7] one has
the following two hypotheses Ho (no attack) and #; (attack
present) for the received signal at Alice:

Ho : y(n) =hgsp(n)+v(n) (4)
Hi @ y(n) =hpsp(n) + VP hgsi(n) + v(n).

In this paper, we allow Eve too to add a scalar random
sequence sg(n) (clearly independent of sp(n)) to s(n) at
Eve’s transmitter. This results in the following set-up:

Ho = y(n) =hpsp(n)+v(n) )
Hi : y(n) =hgsig(n) +hgsg(n) + v(n)
where
8p(n) =/ Pe(l—B2)s(n) +/PeB2sg(n). (6)

That is, Eve spoofs Bob more closely than in [4], [7].

A. Approach of [4]

It is based on the model (4). Define the correlation matrix
of measurements as (i = 0, 1)
R,; = T'SF_ E{y(n)y"(n)|H;} and the correla-
tion matrix of source signals as (i = 0,1) R;; =
T30 E{ly(n) — v(n)]ly(n) — v(n)]! |H2} Then we
have R, ; = R, ; + 02lIy,, i = 0, 1. It is shown in [4] that
rank(R; o) = 1 and rank(R, ;) = 2. Thus, introduction of
{sp(n)} by Bob leads to signal subspace of rank 2 in the
presence of Eve’s attack. If § = 0, then rank(R, ;) = 1. [4]
exploits the MDL estimator of the signal subspace dimension (
[8]) based on the eigenvalues of the estimated data correlation
matrix to detect spoofing attack; it does not address attack
mitigation. Note that if Eve also adds a random sequence to
its pilot, rank(R; 1) = 2. The attack will still be detected.

B.  Approach of [7]

If the MDL method indicates presence of attack, Alice
proceeds to jointly estimate the channels to Bob and Eve.
Consider a periodic training sequence s;(n) with period P
and T = n; P for some integer n, > 1 (we can have n, = 1).
Stack P consecutive samples of ¢th component y,(n) of y(n)
into a column:

Ye(1) -+
vi(1)

Ye(P) ye(P+1) -+ ye
y4(2)

(2P) -

Define v*(m) from vy(n), the /th component v(n) in a similar
fashion. Let §; = [s¢(1) s:(2) --- s:(P)]" and $§p(m) =
[sg(1+ (m —1)P) --- sg(P + (m — 1)P)]T. Then in the
presence of self-contamination and eavesdropper, we have

yi(m) = (\/PB 1-p5 hBﬁ‘i‘\/PiEhEﬁ)st
+/PpBhpsp(m)+v (m)

where hp 4 is the £th component of hp, and similarly for hg 4.
Let PJ- = projection orthogonal to the subspace spanned by
$;. Then Pi-y*(m) has no contribution from training s;(n).
“Reshape” Pl y‘(m) into a row vector along time and put all
components és together. Then the so “projected” y(n), denoted

by §(n), lacks s+(n) but has the effect of hp and sg(n) which
can be used to estimate hg up to a scale factor via eigen-
decomposition if model (4) holds true. Omitting the details,

we have
~(TL) = \/PBﬁthB n (7)

where n = 1,2, ;np(P — 1), {v(n)} is i.i.d. zero-mean
complex Gaussian with covariance 031 p—1 and similarly
5p(n) is uncorrelated zero-mean sequence with E{|35(n)|*}
not a function of n (however, 55(n) is not i.i.d.). In [7], (7) is
used to estimate h g, which in turn, is used to estimate hg after
estimating the composite channel h, := /Pp(1 — ) hp +
V/Pg hg using the training sequence s;(n) and least-squares.

+v(n)

III. PROPOSED APPROACH BASED ON MODEL (5)
If (5) is true, then (7) becomes

=+/PpBhpsp(n)+ /PeBrhgig(n (n). (8

While the signal subspace of (7) is of rank 1, the signal
subspace of (8) is of rank 2. The MDL criterion applied to
{¥(n)} will reveal its signal subspace rank. If this rank is 1, the
approach of [7] suffices. If this rank is 2, then (5) is true, and
the approach of [7] will fail. (8) represents a mixture of two
non-Gaussian signals in white Gaussian noise, but the non-
Gaussian signals are not i.i.d., hence, the standard approaches
for unmixing using higher-order statistics (e.g., kurtosis) [12],
[13] do not apply.
Under model (5), let

h. :=/Pp(1—f3)hp + /Pp(l — 35) hg.

Let us estimate h, usmg the training sequence s;(n) and least-
squares, as h, = % Zn 1¥(n)si(n). Define

y(n) :)’(n) — hesi(n)
%\/PBﬁthB(n)Jr\/PEﬁQhEsE(n)+V(n). 9

Now we can apply higher-order statistics-based approaches
to unmix and estimate (scaled) hp and hg. We use the
RobustICA algorithm of [12] that uses kurtosis of “unmixed”
measurements, after whltenlng y(n). Detalls follow.

Let Ry = 5 anl Iﬁi{y( n)y?(n)} and R =
%Zfﬂy(n)y’f (n), where Ry is a consistent estimator
of the correlation matrix Ry of {y(n)}. Consider EVD of Ry
to obtain

R, —0s0” [0, 0, 5t 0 (10)
0 >

| w2 07
where Y isa N, x N, diagonal matrix with the eigenvalues
of R arranged in decreasing order of magnitude, columns of
U are the corresponding eigenvectors, and Uy is N, x 2. With
reference to (9), define a channel matrix Hy € CVr*? as

H, = [/ PgfBhp \/Prf2hg]. (11)
Then we can rewrite (9) as
¥(n) = Has(n) +¥(n), s(n) = [sp(n) sp(n)]”.  (12)

1668



Since the contamination sequences sp(n) and sg(n) are zero-
mean, unit variance, mutually independent and i.i.d., we have
the true correlation function

0

g [ww s

(14)

where U, X, etc. in (13) are the true counterparts of the
estimated U, 3, etc. in (10).

The channels hp and hg lie in the subspace spanned by the
columns of U;. Consider x(n) = U’y € C2. Then we have

x(n) = U (Hgs(n) +V(n)) = Hgs(n) + v(n) (15)

where Hy € C2*2, Hy = UTH,, and v(n) = Uf¥(n) e C2.
We have E{v(n)v (n)} = 021, since UU =1I,.

We will use the RobustICA algorithm of [12] to yield an
estimate Hy of Hy using x(n). One obtains, for some 6;s,

(16)

where P is a permutation matrix — the order of “extracted”
sources, hence, the order of extracted columns of H, cannot
be determined by RobustICA (indeed, by any blind source
separation method for instantaneous mixtures [13]), and one
can only recover channels up to a constant of modulus one
when using kurtosis and related criteria for unmixing. Thus,
an estimate of H; = Ull:Id is given by

H; = ﬁlﬁd = [V/PpBhp \/Ppbhg] (17)

Remark 1: Consider the (restricted) independent component
analysis (ICA) problem

z(n) = As(n) (18)

where z(n),s(n) € CP, A € CP*P, the sequence {s(n)}
is zero-mean, i.i.d., non-Gaussian (finite alphabet), and the
objective is to recover s(n) and estimate A. Such problems
have been addressed in [12], [13], among others. We will
consider only square A, hence the term restricted ICA; this
is sufficient for our purposes. Ignoring noise v(n) in (15), we
see that (18) corresponds to (15) with p = 2, A = Hy, and
z(n) = x(n). For some w € CP, let e(n) = wi’z(n). In the
approach of [12], w is picked to maximize |y4|, where the
kurtosis (normalized 4th cumulant) ~4 of e(n) is given by

_ E{le()|"} — 2E{|e(n)|*} — E{e*(n)}
(E{Je(n)[?})*

When |v4| is maximized for w = w, one has e(n)
wHz(n) = s,,(n) for some 1 < m < p, where s,,(n) is
the mth component of s(n). Thus, one can obtain s, (n)
and using s,,(n), (18) and least-squares, estimate Ay, for
1 < ¢ < p, where Ay, is (¢,m)th element of A. After
estimating the mth column of A, contribution of s,,(n) to
z(n) is subtracted (deflated) from z(n), and the entire process
is repeated till all sources (components of s(n)) are extracted,
and A is estimated. O

R; = UXU” = [U; Uy [

= Hde +02ly,

Hy~ H,PTy, Ty =diag{e’®, i=1,2}

~ HdPI‘g .

(19)

Remark 2: Note that order of the extracted sources in an
ICA problem is unknown [12], [13]. That is, in Remark 1,
the index m in the recovered s,,(n) could correspond to
any of the existing sources in the mixture. Therefore, the
channel estimated based on the extracted source signal is
not “labeled,” i.e., with reference to (9), we do not know
if an estimated channel resulting from the application of
the RobustICA algorithm of [12] (or any other unmixing
approach), corresponds to that of Bob or of Eve. We need
some additional information to resolve this ambiguity. If old
estimates of Bob’s channel (from earlier frames) are available
to Alice, they can be used to distinguish between current
estimates of Bob’s and Eve’s channel. If Bob and Eve use
different symbol constellations for random sequences, it can
help distinguish between the two. In this paper, we assume
that the superimposed random sequence of Bob has some
information embedded in it regarding user identification, and
Alice can extract this from decoded data, decoded using,
for instance, matched filter beamforming based on estimated
channel (see Sec. IV). In the absence of such information,
Alice quits if MDL-based subspace rank determined from
{¥(n)} of (7) exceeds one. [

IV. SECURE BEAMFORMING

Let {sa(n)}, E{|sa(n)]?} = 1, denote the scalar infor-
mation sequence of Alice intended for Bob, and let w € CM~
denote the unit norm beamforming vector of Alice. Then Alice
transmits \/P4w s4(n) where P, is the transmit power. The
received signals at Bob and Eve are given, respectively, by

= /Pshfwsa(n) + vp(n) (20)
yAE(n \/EhasA ) +vE(n), (21)

where we have used channel reciprocity, vg(n) ~ N.(0,0%)
and vp(n) ~ N.(0,0%) are additive white Gaussian noise at
Eve’s and Bob’s receivers. For MF reception at Bob, Alice
should pick w as hy/||hg]| if hp is known [9], [10], but
instead uses the estimated channel to pick

w. = hp/[lhp.

The choice w = h%;/||hp| maximizes the SNR at Bob since
lhpw| < |hp| ||w| with equality iff w = ch} for some
constant c.

The SNRs at Bob and Eve, respectively, are SNRp =
Palhiw.|?/0%, SNRg = Palhpw.[>/o%. If a Gaussian
codebook is used for {sa(n)}, the achievable rates at Bob
and Eve, respectively, are R = log, (1 + SNRp) and Rg =
log, (1 + SNRg) and the secrecy rate at Bob is

RB,sec = max (RB - RE7 0) .

(22)

(23)

In the presence of Eve with channel hg, the beamformer w
may be picked to maximize Rp sc.. By [11, Theorem 2],
the optimal beamformer w, is given by the (unit-norm) gen-
eralized eigenvector corresponding to the largest generalized
eigenvalue of the matrix pair

(In, +hh} /0%, In, +hphl/o%). (24)
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We will use (24) with true channels replaced with their
estimated counterparts.

V. SIMULATION EXAMPLE

We consider Rayleigh flat-fading channels with path losses
dp = dg = 1, noise power o2, training power budget Pp
at Bob is such that Pg/02 = 10dB, training power budget
Pg at Eve is such that Pg /o2 varies from —20dB through
20dB, and fractional allocation § of training power at Bob
to random sequence sg(n) is 0.4, and B2 = 0.4 when Eve
chooses to add her random sequence sg(n). Bob and Eve have
single antennas while Alice has INV,, = 4 or 40 antennas. The
training sequence is selected as periodic extension of a (binary)
Hadamard sequence of length P = 2* = 16 and the random
sequences {sp(n)} and {sg(n)}were i.i.d. QPSK. Figs. 1-2
show our detection probability P, results averaged over 5000
runs under pilot contamination attack for various parameter
choices when Pp /o2 = 10dB. Fig. 1 applies to model (4),
i.e., B2 = 0 in (5), and Fig. 2 applies to model (5) with 55 = 0.

The secrecy rate results of precoding (i.e., matched filter
beamforming (22) or (24)) are shown in Figs. 3-4, with
the corresponding channel estimation phase-insensitive MSE
(mean-square error) shown in Figs. 5-6 and 7-8 for Eve’s and
Bob’s channels, respectively, all averaged over 5000 runs. If
h B is an estimate of h, both normalized to unit norm, phase-
insensitive MSE is given by [14]

2 — 2hhg| = duin |hs — e’hp|2.

The precoders/beamformers do not depend upon any phase
rotation 6, hence, the use of phase-insensitive MSE to evaluate
channel estimation errors in our context (as in [14] in a
different problem).

It is seen from Fig. 3 that when S = 0 (Eve sends only
training), secure beamforming (precoding) yields a secrecy
rate performance as a function of Pg that is almost invariant
to the presence/absence of pilot spoofing attack. However, as
seen in Fig. 4, when Eve also sends a random sequence, she
reveals more of herself, resulting in better secrecy rate for
Bob with increasing Pg. As seen in Fig. 6, 52 > 0 yields
better Eve’s channel estimates with increasing Pr compared
to the B2 = 0 case (Fig. 5), hence, better nulling by the
beamformer of Alice along Eve’s direction. On the other hand,
Bob’s channel estimate accuracy is relatively unaffected in the
two cases, as seen in Figs. 7-8.
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