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Abstract—In a time-division duplex (TDD) multiple antenna
system, the channel state information (CSI) can be estimated
using reverse training. A pilot spoofing (contamination) attack
occurs when during the training phase, an adversary (spoofer)
also sends synchronized, identical training (pilot) signal as that of
the legitimate receiver. This contaminates channel estimation and
alters the legitimate beamforming/precoder design, facilitating
eavesdropping. A recent approach proposed superimposing a
random sequence on the training sequence at the legitimate
receiver and then using the minimum description length (MDL)
criterion to detect pilot contamination attack. In this paper, we
augment this approach with estimation of both legitimate receiver
and eavesdropper channels, and secure beamforming, to mitigate
the effects of pilot spoofing. We consider two cases: (i) the spoofer
transmits only the pilot signal, (ii) the spoofer also adds a random
sequence to its pilot, mimicking the legitimate receiver. We
also employ a random matrix theory based source enumeration
approach instead of MDL, for spoofing detection, leading to
improved detection performance. The proposed detection and
mitigation approaches are illustrated via simulations.

Index Terms—Physical layer security, pilot spoofing attack,
active eavesdropping, secure beamforming.

I. INTRODUCTION
Wireless networks are vulnerable to malicious attacks aimed

at disrupting their operation, due to their broadcast nature.
Physical layer security methods have shown that using the
properties of physical channels, it is possible to ensure con-
fidentiality of data against eavesdropping [1], [2]. In these
physical layer security methods, full or partial knowledge of
the channel state information (CSI) of the legitimate system is
required [2]. This knowledge is typically acquired by channel
estimation during the training phase before the information
signal transmission. In a time-division duplex (TDD) multiple
antenna system, CSI can be acquired using reverse training.
Consider a three-node TDD multiple antenna system, con-

sisting of a multi-antenna base station Alice, a single antenna
legitimate user Bob, and a single antenna eavesdropper Eve.
Alice designs its transmit beamformer based upon its channel
to Bob for improved performance. In a TDD system, the
downlink and uplink channels can be assumed to be reciprocal.
Therefore, Alice can acquire the CSI regarding Alice-to-Bob
channel via reverse training during the uplink transmission.
Bob sends pilot (training) signals to Alice during the training
phase of the slotted TDD system. If a publicly known protocol
is used where the pilot sequences are publicly known, a mali-
cious single-antenna terminal (eavesdropper) Eve can transmit
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the same pilot sequence during the training phase. If Eve
attacks the channel training phase by transmitting the same
pilot sequence during the training phase, synchronized with
Bob’s training, the CSI estimated by Alice then is a weighted
sum of Bob-to-Alice and Eve-to-Alice CSIs. Consequently, the
beamformer designed on this basis will lead to a significant
information leakage to Eve. This is an example of a pilot
spoofing/contamination attack [3]–[6].
Several types of eavesdropping have been identified and

analyzed in the literature [6]. In passive eavesdropping, the
eavesdropper does not transmit any signal of its own, but tries
to intercept confidential communication between a legitimate
transmitter-receiver pair. In active eavesdropping, the eaves-
dropper also transmits a signal of its own. If the intent is to
disrupt the legitimate operation, active eavesdropping attack is
more appropriately termed as a jamming attack [7], [8]. Such
jamming attacks may occur during the training phase (pilot
jamming), as in [7]–[9], and/or in the data phase, as in [7], [8].
The objective of a jamming attack is to degrade the overall
legitimate system performance. Distinct from pilot jamming
is the pilot spoofing or pilot contamination attack [3], [6],
[10], [11], where the eavesdropper Eve sends synchronized,
identical training (pilot) signal as that of the legitimate user
Bob. In contrast, in a pilot jamming attack, Eve’s signal is
a different pilot or not noise-like signal [9]. Eve’s objective
in pilot spoofing is to deceive Alice into treating the Alice-to-
Eve channel as Alice-to-Bob channel. This paper is concerned
with pilot spoofing attack issues.

A. Related Work
There exist several approaches to the problem of pilot

jamming and spoofing detection, and countermeasures to the
attack. They differ in the underlying assumptions regarding the
attack model, and the assumed degree of cooperation between
Alice and Bob, e.g., two-way methods utilizing both uplink
and downlink communication between Alice and Bob, versus
methods based on uplink signals only.
1) Jamming Detection and Mitigation: Here representative

examples include [7]–[9]. These approaches do not address
issues involving pilot spoofing.
2) Pilot Spoofing Attack Detection: The pilot contamination

attack was first noted in [3] where the focus is on enhancing
eavesdropper’s performance. Several approaches have been
discussed in [4]–[6], [10]–[16] for detection of the attack.

a) Two-way Methods or User Cooperation: The ap-
proaches of [10], [11], [14], [15] all require two-way com-
munication between Alice and Bob. Asymmetry of received
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signals’ power levels at Alice and Bob is exploited in [10] to
design an attack detector. It is based on uplink reverse training
from Bob to Alice as well as a subsequent downlink transmis-
sion from Alice to Bob relaying received signal power level
of Bob-to-Alice transmission. A two-way training method is
proposed in [14] for attack detection and secure transmission
(attack mitigation), where one requires additional downlink
training from Alice to Bob, not attacked by Eve. An interesting
secret key arrangement protocol is proposed in [11] for attack
detection and mitigation. This protocol involves several uplink
and downlink transmissions between Alice and Bob in order
to operate successfully. More recently, [15] proposed a two-
stage uplink training method for attack detection (and secure
transmission). This training method consists of splitting the
training sequence into two subsequences of unequal lengths
and unequal power levels from Bob, but same power level
from Eve, where the knowledge of the power split is unknown
to Eve, but is communicated by Alice to Bob in a downlink
transmission.

b) Only Uplink Signals: The approaches proposed in
[4]–[6], [12], [13], [16] for detection of the pilot spoofing
attack are all based on uplink signals only. The methods
discussed in [4]–[6] apply only to massive MIMO systems,
relying on the fact that number of antennas at Alice is large
(approaching infinity). The detection approach of [13] requires
knowledge of the statistical CSI of both Bob and Eve at Alice.
The training signal is self-contaminated by Bob in the method
of [12], which results in signal subspace of dimension two in
the presence of pilot contamination attack and of dimension
one in its absence. In [12], the minimum description length
(MDL) source enumeration method ( [17]–[19]) based on
data correlation matrix is used for estimation of the signal
subspace dimension, hence, for attack detection. An additional
random training phase is added in [16] after the conventional
pilot training phase in order to devise a new pilot spoofing
attack detector, and a secure transmission scheme. In [20],
[21], a space division multiple access (SDMA) uplink was
considered to allow for simultaneous transmission of training
from multiple legitimate users. The model of [20], [21] also
allows multiple Eves.
3) Pilot Spoofing Attack Countermeasures: Having de-

tected a pilot spoofing attack at Alice, what approaches can
be taken by Alice to secure her downlink transmission to Bob
against Eve’s eavesdropping? This issue has been considered
in [10], [11], [14]–[16], [22], where Alice needs to obtain
estimates of channels of both Bob and Eve.

a) Two-way Methods or User Cooperation: The methods
of [10], [11], [14], [15] have already been discussed in Sec.
I-A2a. Given the presence of attack, in the approach of [22],
Alice communicates this information in downlink to Bob, who
then transmits a random binary sequence in a post training
phase to help devise countermeasures.

b) Only Uplink Signals: The secure transmission ap-
proach of [16] assumes that during the random training phase,
Eve’s power is much lower than Bob’s power at Alice,
otherwise Eve’s channel can not be reliably estimated at Alice
to allow for secure beamforming. In this paper, we allow Eve’s
power to be (much) higher than Bob’s power at Alice, and still

have secure beamforming at Alice. A preliminary conference
version of this paper is [23]..

B. Contributions of This Paper
A preliminary conference version of this paper is [23],

where the approach of [12] utilizing MDL criterion for attack
detection, was augmented with estimation of both Bob’s and
Eve’s channels, and secure beamforming, to mitigate the
effects of pilot spoofing. In the set-up of [23], while Bob
superimposes a random sequence on its training sequence,
Eve does not. In this paper, we also consider the scenario
where Eve also could superimpose its own random sequence
on the training sequence, before spoofing Bob. The main
contributions of this paper are as follows:

• Our approaches need only uplink signals at Alice in
the training phase in order to detect an attack and to
devise a countermeasure, unlike other existing approaches
discussed in Sec. I-A, except for [16]. Unlike [16], we
allow Eve’s power to be (much) higher than Bob’s power
at Alice, and still have secure beamforming at Alice, since
Bob’s channel can be accurately estimated.

• We employ the random matrix theory (RMT) based
source enumeration approach of [24], [25] instead of
MDL, for spoofing detection, leading to more accurate
detection performance, compared to our earlier results in
[12], [23].

• Accurate estimation of Bob’s channel in the presence of
Eve’s attack in uplink is crucial for secure beamforming
at Alice for downlink transmission. For the case where
Eve transmits only pilot in the training phase, we present
a novel algorithm for estimation of Bob’s and Eve’s
channels in Sec. III using the correlation matrices of
data and projected data, where the latter is obtained
by exploiting the temporal subspace properties of the
pilot signal (Sec. III-B1). While various steps of the
algorithm rely on existing techniques, pre-processing of
data before application of these techniques, and order of
the steps, are novel and non-trivial. For instance, second-
order statistics-based blind estimation of Bob’s channel
detailed in Sec. III-B2 will not work if applied to the
received signal at Alice; it has to operate on projected
data which is devoid of pilot signal contributions.

• We also consider the attack model where Eve also could
superimpose its own random sequence on the training
sequence. We present a novel algorithm in this case for
estimation of Bob’s and Eve’s channels in Sec. IV, using
higher-order statistics of the data after removal of the
contribution of pilot sequence.

• We exploit the signal subspace rank of the projected
data to determine which attack model is true: Eve with
pilot only, or Eve with pilot and random sequence. Thus,
one does not need to know apriori which attack model
applies. This is also a contribution of this paper.

The rest of the paper is organized as follows. In Sec. II, we
present our system model, and also review some background
material regarding the pilot spoofing attack detection approach
of [12], and the RMT-based source enumeration approach of
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[24], [25]. Two attack models are considered: (i) Eve transmits
only the pilot signal, (ii) Eve also adds a random sequence
to its pilot, mimicking Bob. Estimation of both Bob’s and
Eve’s channels are discussed in Secs. III and IV for the case
of pilot-only Eve transmission and pilot-and-random signal
Eve transmission, respectively. In Sec. V, we discuss measures
taken at Alice for her transmission to Bob, taking into account
presence/absence of Eve. Simulation results are presented in
Sec. VI to illustrate the proposed approaches. Since Eve’s
objective in pilot spoofing is to deceive Alice into treating the
Alice-to-Eve channel as Alice-to-Bob channel, Bob’s secrecy
rate as it pertains to Alice’s downlink transmission, is taken
as a performance measure.
Notation: Superscripts (.)∗, (.)⊤ and (.)H represent complex

conjugate, transpose and complex conjugate transpose (Hermi-
tian) operation, respectively, on a vector/matrix. The notation
E{.} denotes the expectation operation, C the set of complex
numbers, and IM an M × M identity matrix. The notation
x ∼ Nc(m,Σ) denotes a random vector x that is circularly
symmetric complex Gaussian with mean m and covariance Σ.
The abbreviations w.p.1 and i.p. stand for with probability one
and in probability, respectively.

II. SYSTEM MODEL AND BACKGROUND

We consider an MISO (multiple-input single-output) system
with a multi-antenna transmitter Alice equipped with Nr ≥ 3
antennas and a single antenna legitimate user Bob, operat-
ing in a flat Rayleigh fading environment. Alice designs its
transmit beamformer for downlink transmission to Bob based
on its channel to Bob. The system operates in a TDD mode
where the downlink and uplink channels can be assumed
to be reciprocal. If Nr is large (as in massive MIMO and
similar systems [6]), it is more convenient and efficient for
Bob to send a single training sequence to Alice to enable
Alice to estimate the Nr sub-channels via reverse training
in uplink, and then use channel reciprocity to infer Alice-
to-Bob channel for downlink beamforming. If Alice were to
send pilot sequences to Bob simultaneously in downlink, one
would need Nr orthogonal pilot sequences, hence, at least Nr

symbols long pilots. Alternatively, each Alice antenna-to-Bob
sub-channel can be trained by the same pilot in downlink,
sent sequentially in a time-division set-up, still needing at
least Nr symbols for training. Therefore, reverse training
is preferred. We assume that there exists a pilot spoofing
eavesdropper Eve who transmits synchronized, identical pilot
signal as that of Bob, during the training phase. Eve’s objective
in pilot spoofing is to deceive Alice into treating the Alice-to-
Eve channel as Alice-to-Bob channel. Hence, the number of
antennas at Eve must be the same as the number of antennas
at Bob. Therefore, in our model, Eve also has a single antenna.
Such a system model has also been investigated in [4], [10],

[12]–[16], [22]. Let st(n), 1 ≤ n ≤ T , denote the training
sequence of length T time samples. Consider a flat Rayleigh
fading environment with Bob-to-Alice channel denoted as
hB =

√
dB h̃B ∈ C

Nr and Eve-to-Alice channel denoted
as hE =

√
dE h̃E ∈ C

Nr , where real scalars dB and dE
include the effects of respective path losses (dependent upon

path loss exponents and distance between transmitter-receiver
pairs), and h̃B ∼ Nc(0, INr

) and h̃E ∼ Nc(0, INr
) represent

small-scale fading. Let PB and PE denote the average training
power allocated by Bob and Eve, respectively. In the absence
of any transmission from Eve, the received signal at Alice
during the training phase is given by

y(n) =
√

PB hBst(n) + v(n) (1)

where additive noise v(n) ∼ Nc(0, σ
2
vINr

), and we normalize
T−1

∑T
n=1 |st(n)|2 = 1 (e.g., take |st(n)| = 1). When Eve

also transmits (Eve’s pilot spoofing attack), the received signal
at Alice during the training phase is

y(n) =
(√

PB hB +
√
PE hE

)
st(n) + v(n). (2)

In case of Eve’s attack, based on (2), Alice would estimate√
PB hB +

√
PE hE as Bob-to-Alice channel, instead of√

PB hB based on (1).
How to detect Eve’s attack based only on the knowledge

of st(n) and y(n), is addressed in [12], where a fraction
β of the training power PB at Bob is allocated to a scalar
random sequence sB(n) (zero-mean, i.i.d., normalized to have
T−1

∑T
n=1 |sB(n)|2 = 1, finite alphabet: binary phase-shift

keying (BPSK) or quadrature phase-shift keying (QPSK), e.g.),
to be transmitted by Bob along with st(n). That is, instead of√
PBst(n), Bob transmits (0 ≤ β < 1, n = 1, 2, · · · , T )

s̃B(n) =
√

PB(1− β) st(n) +
√

PBβ sB(n). (3)

The sequence {sB(n)} is unknown to Alice (and to Eve) and
it can not be replicated in advance as it is a random sequence
generated at Bob. However, Alice knows that such {sB(n)} is
to be expected in y(n). In the approach of [12], one considers
the following two hypotheses, H0 (no attack) and H1 (attack
present), for the received signal at Alice:

H0 : y(n) = hB s̃B(n) + v(n)
H1 : y(n) = hB s̃B(n) +

√
PE hEst(n) + v(n). (4)

We also consider another attack model where we allow
Eve too to add a scalar random sequence sE(n) (clearly
independent of sB(n)) to st(n) at Eve’s transmitter. This
results in the following set-up:

H0 : y(n) = hB s̃B(n) + v(n)
H1 : y(n) = hB s̃B(n) + hE s̃E(n) + v(n) (5)

where

s̃E(n) =
√

PE(1− β2) st(n) +
√
PEβ2 sE(n), (6)

and Eve allocates a fraction β2 of its transmit power
to {sE(n)}. We assume that {sE(n)} is similar in na-
ture to {sB(n)}, i.e., it is zero-mean, i.i.d., finite al-
phabet (but unknown to Alice), and normalized to have
T−1

∑T
n=1 |sE(n)|2 = 1. That is, Eve spoofs Bob more

closely than in [12].
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A. Attack Detection Approach of [12]

It is based on the model (4). Define the correlation matrix
of measurements as (i = 0, 1)

Ry,i = T−1
T∑

n=1

E
{
y(n)yH(n)

∣∣Hi

}
(7)

and the correlation matrix of source signals as (i = 0, 1)

Rs,i = T−1
T∑

n=1

E
{
[y(n)− v(n)][y(n)− v(n)]H

∣∣Hi

}
. (8)

Then we have

Ry,i = Rs,i + σ2
vINr

, i = 0, 1. (9)

It is shown in [12] that rank(Rs,0) = 1 and rank(Rs,1) = 2.
Thus, introduction of {sB(n)} by Bob leads to signal subspace
of rank 2 in the presence of Eve’s attack. If β = 0, then
rank(Rs,1) = 1. Define the sample correlation matrix as

R̂y = T−1
T∑

n=1

y(n)yH(n). (10)

Let the ordered eigenvalues of R̂y be denoted by λ1 ≥
λ2 ≥ · · · ≥ λNr

. The MDL estimator [17] d̂MDL of the
signal subspace dimension based on the eigenvalues λis, is
exploited in [12] to detect spoofing attack; for details, see
[12]. If d̂MDL = 1, there is no spoofing pilot attack, and if
d̂MDL > 1, we have a spoofing pilot attack. Attack mitigation
(countermeasure) is not addressed in [12]. Note that if Eve
also adds a random sequence to its pilot, rank(Rs,1) = 2. The
attack will still be detected, i.e., the approach of [12] also
applies to attack model (5).

B. RMT Based Rank Determination [24], [25]

The RMT-based approach of [24], [25] is based on the
distribution of the eigenvalues of R̂y when y(n) = v(n) (noise
eigenvalues). Let R̂v = T−1

∑T
n=1 v(n)v

H(n), with ordered
eigenvalues ℓ1 ≥ ℓ2 ≥ · · · ≥ ℓNr

. As Nr, T → ∞ with
Nr/T → c ≥ 0, the largest eigenvalue ℓ1 of R̂v is distributed
with a Tracy-Widom distributed of order 2 [25], i.e.,

lim
Nr,T→∞

Nr/T→c≥0

P
{
ℓ1 < σ2

v

(
µ

T,Nr
+ zσ

T,Nr

)}
= FTW,2(z)

(11)
where FTW,2(z) denotes the Tracy-Widom probability distri-
bution function of order 2, and by [26],

µ
T,Nr

=
1

T

(√
T + 0.5 +

√
Nr + 0.5

)2

,

σ
T,Nr

=

√
µ

T,Nr

T

(
1√

T + 0.5
+

1√
Nr + 0.5

)1/3

. (12)

When signals with correlation matrix of rank d are added to
v(n), the (d+ 1)st eigenvalue of R̂y follows a Tracy-Widom
distribution, as in (11), except that we replace Nr with Nr−d;
for details, see [25].

The RMT-based signal subspace rank estimator d̂RMT of
[24], [25] is given by

d̂RMT = argmin
k

{
λk < σ̂v

2(k)
(
µ

T,Nr−k
+ z(Pfa)σT,Nr

)}
−1

(13)
where k ∈ {1, 2, · · · ,min(Nr, T ) − 1}, z(Pfa) is such
that FTW,2(z(Pfa)) = Pfa, and Pfa is the probability
of false alarm for the hypothesis testing problem where
signal subspace rank ≤ k − 1 is the null hypothesis
H0 and signal subspace rank ≥ k is the alternative
H1. Instead of using the maximum likelihood estimator
σ̂v

2(k) = 1
Nr−k

∑Nr

i=k+1 λi for noise variance (which
has a negative bias [25]), [25] develops an alternative
iterative estimator σ̂v

2(k) of σ2
v which is more accurate. A

MATLAB code of the algorithm of [24], [25] is available at
http://www.wisdom.weizmann.ac.il/∼nadler/Rank Estimation.
Since in this paper, we are interested only in the fact whether
d̂RMT = 1 or d̂RMT > 1, in (13), we search for the minimum
over a smaller set k ∈ {1, 2}. As discussed in [24], [25], the
RMT-based approach can detect weaker signals compared to
the MDL detector.

III. CHANNEL ESTIMATION UNDER ATTACK MODEL (4)

In this section, we discuss several variations of channel
estimation assuming that the attack model (4) is true. If no
attack is indicated, Alice uses an iterative channel estimation
approach to estimate Bob’s channel, as discussed in Sec. III-A.
It turns out that independent of attack detection, Alice can
estimate Bob’s channel up to a complex constant. This is
discussed in Sec. III-B. If the MDL or the RMT method
indicates presence of attack, Alice can jointly estimate the
channels to Bob and Eve. These estimated channels underlie
the countermeasures taken at Alice for her transmission to
Bob, discussed in Sec. V.

A. No Attack

If the attack detector indicates absence of any attack, Alice
proceeds to initially estimate the channel using (4) under
H0, knowledge of {st(n)} and the least-squares method. This
approach treats {sB(n)} as interference. An obvious solution,
as discussed in [12], is to perform iterative channel estimation
via a linear minimum mean-square error (MMSE) equalizer
to estimate and decode (quantize) self-contamination sB(n),
and then use the decoded sB(n) in conjunction with st(n) as
pseudo-training. For details, see [12, Sec. IV].

B. Blind Estimation of Bob’s Channel

Here we exploit temporal subspace properties of the pilot
signal to null out the contribution of the pilot, from both Bob
and Eve (if Eve’s signal is present), to the signal received at
Alice. However, the contribution of random sequence sB(n)
remains, and is exploited to estimate Alice-to-Bob channel, up
to a complex constant. This method applies whether or not a
pilot spoofing attack is present, and whether or not the attack
detector (RMT or MDL) detects a spoofing attack.

http://www.wisdom.weizmann.ac.il/~nadler/Rank_Estimation
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1) Projection Orthogonal to Training: The projection ap-
proach discussed here was first proposed in the preliminary
conference version [23]. It was later used in [21] for detection
and identification of spoofed pilots in TDD/SDMA systems
where multiple Bobs and Eves are allowed. However, [21]
does not address the issue of estimation of Bob’s channel when
Bob is under a pilot spoofing attack.
Stack P consecutive samples of ℓth component yℓ(n) of

y(n) into a column:

yℓ(1) · · · yℓ(P )︸ ︷︷ ︸
yℓ(1)

yℓ(P + 1) · · · yℓ(2P )︸ ︷︷ ︸
yℓ(2)

· · · (14)

Define vℓ(m) from vℓ(n), the ℓth component v(n), in a similar
fashion. Let

št = [st(1) st(2) · · · st(P )]⊤ , (15)

šB(m) = [sB(1+(m−1)P ) · · · sB(P +(m−1)P )]⊤. (16)

Then, in the presence of self-contamination and eavesdropper,
we have

yℓ(m) =
(√

PB(1− β)hB,ℓ +
√
PE hE,ℓ

)
št

+
√
PBβ hB,ℓšB(m) + vℓ(m) (17)

where hB,ℓ is the ℓth component of hB , and similarly for
hE,ℓ. Let P⊥

št denote the projection orthogonal to the subspace
spanned by št, given by P⊥

št = IP −P−1štšHt ∈ C
P×P , where

we have used šHt št = P . Then P⊥
št y

ℓ(m) has no contribution
from training st(n). “Reshape” P⊥

št y
ℓ(m) into a row vector

along time and put all components ℓs together. Then the so
“projected” y(n) lacks st(n), but has the effect of hB and
sB(n), which can be used to estimate hB up to a scale factor
via eigen-decomposition. We elaborate on this approach in
what follows.
The eigenvalue decomposition (EVD) of Hermitian, non-

negative definite matrix P⊥
št of rank P − 1, can be expressed

as
P⊥
št = U1Σ1UH

1 , U1 ∈ C
P×(P−1) , (18)

where Σ1 is diagonal with positive eigenvalues along its diag-
onal. Consider the reduced dimension vectors (of dimension
P − 1), given by

vℓr(m) := UH
1 vℓ(m), yℓr(m) := UH

1 yℓ(m),

šrB(m) := UH
1 šB(m). (19)

Then E{vℓr(m)(vℓr(m))H} = σ2
vIP−1, and vℓr(m1) and

vℓr(m2) are independent for m1 6= m2; see also [21, Sec.
III]. Since P⊥

št št = 0 implies UH
1 št = 0, we have, for

m = 1, 2, · · · , T/P ,

yℓr(m) =
√

PBβ hB,ℓšrB(m) + vℓr(m). (20)

Now reshape yℓr(m), m = 1, · · · , T/P , with T/P an inte-
ger, into a row of scalars ỹℓ(n), n = 1, 2, · · · , (T/P )(P − 1),
using the correspondence

ỹℓ(1) · · · ỹℓ(P − 1)︸ ︷︷ ︸
yℓr(1)

ỹℓ(P ) · · · ỹℓ(2(P − 1))︸ ︷︷ ︸
yℓr(2)

· · · (21)

Similarly define ṽℓ(n) from vℓr(m), m = 1, · · · , T/P , and
similarly construct s̃rB(n) from šrB(m). Then ỹ(n) ∈ C

Nr ,
with ℓth component ỹℓ(n), satisfies

ỹ(n) =
√
PBβ hB s̃rB(n) + ṽ(n). (22)

In the above model, {ṽ(n)} is i.i.d. zero-mean complex
Gaussian with covariance σ2

vINr
, and similarly s̃B(n) is uncor-

related zero-mean sequence with E{|s̃B(n)|2} not a function
of n (follows just as the properties of ṽ(n)).
2) Estimation of Bob’s Channel: Consider (22) with n =

1, 2, · · · , nb(P − 1), where nb = T/P= an integer. Then, as
in (7), with T ′ = nb(P − 1),

Rỹ =
1

T ′

T ′∑

n=1

E{ỹ(n)ỹH(n)} = βPBhBhHB + σ2
vINr

(23)

where E{|sB(n)|2} = 1 = E{|s̃B(n)|2}. It follows that
hB/‖hB‖ is a unit-norm eigenvector of Rỹ with eigenvalue
(βPB‖hB‖2+σ2

v), all other eigenvectors have eigenvalues σ2
v .

Hence, we estimate hB up to a complex constant as the unit
norm eigenvector v̂1 corresponding to the largest eigenvalue
of R̂ỹ ,

R̂ỹ =
1

T ′

T ′∑

n=1

ỹ(n)ỹH(n). (24)

The above approach can be thought of as applying the EVD-
based channel estimation method of [27], proposed for mul-
ticell, multi-user massive MIMO systems, but applicable here
for our problem even though Nr can be small, since we have
just one user Bob in (22).
Since hB ≈ cv̂1 for some complex c, we pick c to minimize

1

T

T∑

n=1

‖y(n)− cv̂1
√

(1− β)PBst(n)‖2, (25)

leading to the solution

ĉ =
1√

(1− β)PBT

T∑

n=1

(v̂H1 y(n))s∗t (n). (26)

Then we have the estimate of hB as

ĥB = ĉv̂1. (27)

Since limT→∞ R̂ỹ = Rỹ i.p. [18], we have limT→∞ v̂1 = v1
i.p. [18], and for some θ,

v1 = ejθhB/‖hB‖. (28)

Note that the eigenvector is unit norm, and ejθ reflects
the complex scalar, unit modulus ambiguity that remains in
determining the eigenvector. Using (4) under H1, (26) and
(27), we have

lim
T→∞

ĉ = vH1
(
hB +

√
PE/(PB(1− β)) hE

)
i.p. (29)

It follows from (26)-(29) that, i.p.,

lim
T→∞

ĥB = h̄B =
(
1 +

√
PE/(PB(1− β)) hHBhE/‖hB‖2

)
hB .

(30)
Thus, while the direction of h̄B is correct, its com-
plex scaling is biased. As Nr → ∞, hHBhE/‖hB‖2 =
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(1/Nr)hHBhE/((1/Nr)hHBhB) → 0 w.p.1 since h̃B ∼
Nc(0, INr

), h̃E ∼ Nc(0, INr
), and h̃B and h̃E are indepen-

dent.

C. Under Attack
If the MDL or the RMT method indicates presence of

attack, Alice can jointly estimate the channels to Bob and
Eve, as discussed in this section. To this end, we strive for a
more accurate estimate of hB compared to that in Sec. III-B2,
utilizing the finite alphabet property of sB(n).
Under H1, we have

y(n) =
(√

PB(1− β) hB +
√
PE hE

)
st(n)

+
√
PBβ hBsB(n) + v(n). (31)

We estimate the composite channel

hc :=
√

PB(1− β) hB +
√
PE hE (32)

using the training sequence st(n) and least-squares, as

ĥc =
1

T

T∑

n=1

y(n)s∗t (n). (33)

This is an unbiased estimator of hc since E{ĥc} = hc.
Furthermore, straightforward calculations show that

E{‖ĥc − E{ĥc}‖2} =
1

T

[
βPB‖hB‖2 + σ2

vNr

]
. (34)

Therefore, we have limT→∞ ĥc = hc i.p.
We first estimate sB(n), up to a rotation ambiguity, using

its finite alphabet property. This property does not hold for
s̃B(n) in (22), which precludes use of (22) and the approach of
Sec. III-B. Let χ denote the signal symbol constellation, and
let Θ be the set of rotation angles which leave χ invariant,
i.e., if χ = {sm, m = 1, 2, · · · ,M} and Θ = {θℓ, ℓ =
1, 2, · · · , L}, then χ = {ejθℓsm, m = 1, 2, · · · ,M} for any
θℓ ∈ Θ. For example, let χ correspond to a QPSK constellation
withM = 4 and χ = {1, j, −1, −j}. Then the corresponding
Θ = {(ℓ− 1)π/2, ℓ = 1, 2, 3, 4} with L = 4. Alice know the
sets χ and Θ.
Define

y̌(n) =y(n)− ĥcst(n)
=
√

PBβ hBsB(n) + (hc − ĥc)st(n) + v(n) (35)

≈
√

PBβ hBsB(n) + v(n). (36)

With v̂1 as in Sec. III-B1, define

x(n) =v̂H1 y̌(n) ≈
√

PBβ v̂H1 hBsB(n) + v̂H1 v(n) (37)
=cxsB(n) + vx(n) (38)

where vx(n) = v̂H1 v(n) ∼ Nc(0, σ
2
v) and

cx =
√

PBβ v̂H1 hB ≈
√
PBβvH1 hB = ejθ

√
PBβ‖hB‖︸ ︷︷ ︸

=α

,

(39)

provided v̂1 is close to v1, as defined in (28).
Using (38) and (39), one can estimate sB(n), up to a

rotation ambiguity. In the following we will assume a QPSK

constellation, so that in χ, M = 4 and |sm|=1 for every
m = 1, 2, 3, 4. We estimate θ in (39), using (38) and assuming
QPSK signals, as

θ̂ = arg min
0≤φ≤(π/2)

r1(φ) (40)

where

r1(φ) =
1

T

T∑

n=1

{
min

ψ∈{0,π
2
,π, 3π

2
}

∣∣∣∣
e−jφ x(n)

|x(n)| − ejψ
∣∣∣∣

}
.

In r1(φ) above, we first compensate for unknown θ with −φ,
then normalize e−jφ x(n) to unit modulus (the modulus of
QPSK symbol constellation) which also eliminates the need
to know α, and for each time n, pick the symbol in the
constellation closest to e−jφ x(n)/|x(n)| as the estimate of
sB(n). Optimization in (40) can be carried out exhaustively
over a grid of φ values in the interval [0, π/2]. Because of the
rotation ambiguity in QPSK constellation, in (40), search is
confined to the interval [0, π/2], instead of [0, 2π).
With optimized θ̂ from (40), we estimate sB(n) as

ŝBr(n) = e−jψ̂(n) (41)

where

ψ̂(n) = min
ψ∈{0,π

2
,π, 3π

2
}

∣∣∣∣∣
e−jθ̂ x(n)

|x(n)| − ejψ

∣∣∣∣∣ .

In the absence of any noise, the estimated symbols ŝBr(n) may
differ from true sB(n) due to rotation ambiguity (symmetry)
of χ, i.e., for QPSK constellation, ŝBr(n) = ejθsB(n) for
some θ ∈ Θ and n = 1, 2, · · · , T . In the presence of noise,
we additionally have symbol decoding errors.
Our next step is to resolve this rotation ambiguity, and

then use the decoded symbols as pseudo-pilots, in conjunction
with (36), to re-estimate hB without the rotation ambiguity.
Consider (36) and with

√
βŝBr(n) as the training sequence,

estimate
√
PBhB as ĥBr up to a rotation ambiguity, as

ĥBr =
1√
β T

T∑

n=1

y̌(n)ŝ∗Br(n) (42)

where we have used the fact that |sBr(n)| = 1. We now look
for an estimate ĥB = ejθ̄ĥBr for θ̄ ∈ Θ, which resolves
the rotation ambiguity ĥBr. To this end, we reconstruct Bob’s
contribution to y(n) at Alice, and cancel it from y(n) to leave
only Eve’s contribution and noise. Consider

ŷB,θ̄(n) =
√

1− βejθ̄ĥBrst(n) +
√
βĥBr ŝBr(n) (43)

which is an attempt to reconstruct the contribution of Bob’s
signal

√
PB(1− β) st(n) +

√
PBβ sB(n) to Alice’s received

signal y(n). Note that we include
√
PB in ĥBr. We can not

resolve the rotation ambiguity by using ŝBr(n) alone, since
the latter is the cause of this ambiguity, and furthermore, the
ambiguity θ̄ is inherent in ŝBr(n). However, since true training
st(n) is known, it suffers from no such uncertainty. Let

yd,θ̄(n) = y(n)− ŷB,θ̄(n) (44)

where y(n) follows (4) under H1. When θ̄ ∈ Θ takes its true
value, we have yd,θ̄(n) ≈

√
PE hEst(n) + v(n), otherwise it
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has additional contributions due to hB , ĥBr, sB(n), st(n), and
ŝBr(n). Consider

ˆ̄θ = argmin
θ̄∈Θ

r2(θ̄) where r2(θ̄) =
1

T

T∑

n=1

|yd,θ̄(n)|2 . (45)

When θ̄ is not equal to its true value, we have

yd,θ̄(n) =
√
1− β

(√
PBhB − ejθ̄ĥBr

)
st(n)

+
√
β
(√

PBhBsB(n)− ĥBr ŝBr(n)
)

+
√
PE hEst(n) + v(n) (46)

≈
√

1− β
(√

PBhB − ejθ̄ĥBr

)
st(n)

+
√
PE hEst(n) + v(n). (47)

When θ̄ is equal to its true value, using ĥB = ejθ̄ĥBr ≈ hB ,
we have

yd,θ̄(n) ≈
√
PE hEst(n) + v(n). (48)

Thus, with θ̄0 denoting the true value of θ̄, one expects
r2(θ̄0) < r2(θ̄) for θ̄ 6= θ̄0, θ̄, θ̄0 ∈ Θ, resulting in ˆ̄θ = θ̄0.
Then we estimate

√
PBhB without any rotation ambiguity as

ĥB = ej
ˆ̄θ ĥBr. (49)

Since y
d, ˆ̄θ

(n) ≈ √
PE hEst(n) + v(n), a least-squares

estimate ĥE of
√
PEhE is given by

ĥE =
1

T

T∑

n=1

y
d, ˆ̄θ

(n)ŝ∗t (n). (50)

D. Summary of Solutions Under Attack Model (4)

We have discussed three different approaches to channel es-
timation under the attack model (4), which we now summarize.
In the following, we assume that, if needed, the RMT-based
spoofing attack detector is used.
1) Attack Not Detected: If the attack detector declares no

attack, we can only estimate Bob’s channel. If d̂RMT = 1,
estimate Bob’s channel via the method of [12, Sec. IV], and
design Alice’s beamformer as in (70) of Sec. V, discussed
later. Estimation of Bob’s channel utilizes both training st(n)
and random sequence sB(n) in an iterative procedure.
2) Attack Ignored – Blind Channel Estimation: Here re-

gardless of the outcome of the spoofing attack detector, we
only estimate Bob’s channel, using the method of Sec. III-B.
Generate the projected sequence ỹ(n) as specified in Sec.
III-B1. Then Bob’s channel is estimated as in (27), and it
equals a scaled version of the eigenvector of the sample
correlation matrix of ỹ(n). For secure transmission from Alice
to Bob, design Alice’s beamformer as in (70) of Sec. V,
discussed later.
3) Attack Detected: If d̂RMT > 1, there is a spoofing

attack. Now Alice estimates both Bob’s and Eve’s channels,
following the procedure outlined in Sec. III-C.

IV. CHANNEL ESTIMATION UNDER ATTACK MODEL (5)

Now we consider the case where attack model (5) could be
true. If (5) and hypothesis H1 are true, then (22) becomes

ỹ(n) =
√

PBβ hB s̃B(n) +
√
PEβ2 hE s̃E(n) + ṽ(n) (51)

where s̃E(n) is defined in (6). While the signal subspace of
(22) is of rank 1, the signal subspace of (51) is of rank 2.
The RMT or the MDL criterion applied to {ỹ(n)} will reveal
its signal subspace rank. If this rank is 1, the approach of
Sec. III-C for channel estimation suffices. If this rank is 2,
then (5) is true, and the approach of Sec. III-C will fail. We
now consider how to estimate channels of Bob and Eve in
the latter case. The signal in (51) represents a mixture of two
non-Gaussian signals in white Gaussian noise, but the non-
Gaussian signals are not necessarily stationary (although they
are wide-sense stationary), hence, the standard approaches for
unmixing using higher-order statistics (e.g., kurtosis) [28]–
[31] do not apply to (51). Therefore, we follow a different
approach.
Under model (5) and hypothesis H1, let

hc2 :=
√

PB(1− β) hB +
√
PE(1− β2) hE . (52)

Let us estimate hc2 using the training sequence st(n) and
least-squares, as

ĥc2 =
1

T

T∑

n=1

y(n)s∗t (n). (53)

This is an unbiased estimator of hc2 since E{ĥc2} = hc2.
Also, straightforward calculations show that

E{‖ĥc2−E{ĥc2}‖2} =

[
βPB‖hB‖2 + β2PE‖hE‖2 + σ2

vNr

]

T
.

(54)
Therefore, we have limT→∞ ĥc2 = hc2 i.p. Define

y̌2(n) =y(n)− ĥc2st(n) (55)

=
√

PBβ hBsB(n) +
√

PEβ2 hEsE(n)
+ (hc2 − ĥc2)st(n) + v(n) (56)

≈
√
PBβ hBsB(n) +

√
PEβ2 hEsE(n) + v(n). (57)

Since sequences {sB(n)} and {sE(n)} are independent non-
Gaussian, one can apply higher-order statistics-based ap-
proaches to estimate hB and hE [28]–[31]. We first whiten
y̌2(n), and then use the RobustICA algorithm of [30] that uses
kurtosis of “unmixed” whitened measurements. It provides
estimates ĥB and ĥE of hB and hE , respectively, up to a
complex scaling factor, using y̌2(n). Details follow.
Let

Ry̌2
=

1

T

T∑

n=1

E{y̌2(n)y̌H2 (n)} and R̂y̌2
=

1

T

T∑

n=1

y̌2(n)y̌
H
2 (n),

(58)
where R̂y̌2

is a consistent estimator of the correlation matrix
Ry̌2

of {y̌2(n)}. Consider the EVD of R̂y̌2
to obtain

R̂y̌2
= ÛΣ̂Û

H
= [Û1 Û2]

[
Σ̂1 0
0 Σ̂2

]
[Û1 Û2]

H (59)
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where Σ̂ is an Nr×Nr diagonal matrix with the eigenvalues of
R̂y̌2

arranged in decreasing order of magnitude, the columns
of Û are the corresponding eigenvectors, and Û1 is Nr × 2.
With reference to (57), define a channel matrix Hd ∈ C

Nr×2

as
Hd = [

√
PBβ hB

√
PEβ2 hE ]. (60)

Then we can rewrite (57) as

y̌2(n) = Hds(n) + v(n), s(n) = [sB(n) sE(n)]
T . (61)

Since the contamination sequences sB(n) and sE(n) are zero-
mean, unit variance, mutually independent and i.i.d., we have
the true correlation function

Ry̌2
= UΣUH = [U1 U2]

[
Σ1 0
0 Σ2

]
[U1 U2]

H

= HdHH
d + σ2

vINr
(62)

where U, Σ, etc. in (62) are the true counterparts of the
estimated Û, Σ̂, etc. in (59).
The channels hB and hE lie in the subspace spanned by

the columns of U1. Consider x(n) = UH
1 y̌2(n) ∈ C

2. Then
we have

x(n) = UH
1 (Hds(n) + v(n)) = H̃ds(n) + v̌(n) (63)

where H̃d ∈ C
2×2, H̃d = UH

1 Hd, and v̌(n) = UH
1 v(n) ∈ C

2.
We have E{v̌(n)v̌H(n)} = σ2

vI2 since UH
1 U = I2. We will

use the RobustICA algorithm of [30] to yield an estimate ˆ̃Hd

of H̃d using x(n). One obtains, for some θis,

ˆ̃Hd ≈ H̃dPΓθ, Γθ = diag{ejθi , i = 1, 2} (64)

where P is a permutation matrix – the order of “extracted”
sources, hence, the order of extracted columns of H̃d cannot
be determined by RobustICA (indeed, by any blind source
separation method for instantaneous mixtures [31]), and one
can only recover channels up to a constant of modulus one
when using kurtosis and related criteria for unmixing. Thus,
an estimate of Hd = U1H̃d is given by

Ĥd = Û1
ˆ̃Hd = [

√
PBβ ĥB

√
PEβ2 ĥE ] ≈ HdPΓθ . (65)

Remark 1: Consider the (restricted) independent component
analysis (ICA) problem

z(n) = As(n) (66)

where z(n), s(n) ∈ C
p, A ∈ C

p×p, the sequence {s(n)} is
zero-mean, i.i.d., non-Gaussian (finite alphabet), with inde-
pendent components, and the objective is to recover s(n) and
estimate A. Such problems have been addressed in [28]–[31],
among others. We will consider only square A, hence the term
restricted ICA; this is sufficient for our purposes. Ignoring
noise v̌(n) in (63), we see that (66) corresponds to (63) with
p = 2, A = H̃d, and z(n) = x(n). For some w ∈ C

p, let
e(n) = wHz(n). In the approach of [30], w is picked to
maximize |γ4|, where the kurtosis (normalized 4th cumulant)
γ4 of e(n) is given by

γ4 =
E{|e(n)|4} − 2E{|e(n)|2} − E{e2(n)}

(E{|e(n)|2})2
. (67)

When |γ4| is maximized for w = w̄, one has e(n) =
w̄Hz(n) = sm(n) for some 1 ≤ m ≤ p, where sm(n) is
the mth component of s(n). Thus, one can obtain sm(n),
and using sm(n), (66) and least-squares, estimate Aℓm for
1 ≤ ℓ ≤ p, where Aℓm is (ℓ,m)th element of A. After
estimating the mth column of A, contribution of sm(n) to
z(n) is subtracted (deflated) from z(n), and the entire process
is repeated till all sources (components of s(n)) are extracted,
and A is estimated. Such a procedure for more general
class of systems may also be found in [28]. The RobustICA
algorithm of [30] provides an optimal step-size in the iterative
maximization of |γ4| via a gradient-descent method, leading
to fast convergence. �

Remark 2: Note that order of the extracted sources in an
ICA problem is unknown [30], [31]. That is, in Remark 1,
the index m in the recovered sm(n) could correspond to
any of the existing sources in the mixture. Therefore, the
channel estimated based on the extracted source signal is
not “labeled,” i.e., with reference to (57), we do not know
if an estimated channel resulting from the application of
the RobustICA algorithm of [30] (or any other unmixing
approach), corresponds to that of Bob or of Eve. We need
some additional information to resolve this ambiguity. If old,
outdated estimates of Bob’s channel (from earlier frames) are
available to Alice, they can be used to distinguish between
current estimates of Bob’s and Eve’s channel. If Bob and
Eve use different symbol constellations for random sequences,
it can help distinguish between the two. In this paper, we
assume that either outdated estimates of Bob’s channel are
available, or the superimposed random sequence of Bob has
some information embedded in it regarding user identification,
and Alice can extract this from decoded data. �

A. Summary of Solution

Alice does not know if attack model (4) or (5) is in
effect. Based on the discussion in Secs. III and IV, we have
the following approach to pilot spoofing attack detection,
and estimation of both legitimate receiver and eavesdropper
channels.

(i) Apply RMT rank estimator (13) to (original) measure-
ments y(n), to determine signal subspace rank d̂RMT . If
d̂RMT = 1, estimate Bob’s channel via the method of
[12, Sec. IV].

(ii) If d̂RMT > 1, there is a spoofing attack. Generate the
projected sequence ỹ(n) as specified in Sec. III-C. Apply
the RMT rank estimator to {ỹ(n)} to estimate signal
subspace rank ˆ̂

d of the projected measurements. If ˆ̂
d = 1,

attack model (4) is in effect, and if ˆ̂
d > 1, attack model

(5) applies.
(iii) If ˆ̂

d = 1, follow second-order statistics-based method
discussed in Sec. III-C to obtain estimates of hB and
hE .

(iv) If ˆ̂
d > 1, follow kurtosis-based method discussed in Sec.

IV to obtain estimates ĥB and ĥE .
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V. COUNTERMEASURE: SECURE BEAMFORMING

In this section, we discuss measures taken at Alice for
her transmission to Bob, taking into account presence/absence
of Eve, or simply ignoring Eve. These measures are based
on known results, but their applicability depends upon the
spoofing detection results and consequent estimation of the
channels of Bob and Eve, as appropriate.
Let {sA(n)}, E{|sA(n)|2} = 1, denote the scalar informa-

tion sequence of Alice intended for Bob, and let w ∈ C
Nr

denote the unit norm beamforming vector of Alice. Then Alice
transmits

√
PAw sA(n) where PA is the transmit power. The

received signals at Bob and Eve are given, respectively, by

yB(n) =
√

PAh⊤Bw sA(n) + vB(n) (68)

yAE(n) =
√
PAh⊤Ew sA(n) + vE(n), (69)

where we have used channel reciprocity, vE(n) ∼ Nc(0, σ
2
E)

and vB(n) ∼ Nc(0, σ
2
B) are additive white Gaussian noise at

Eve’s and Bob’s receivers.

A. MF Beamforming
For matched filter (MF) reception at Bob, Alice should pick

w as h∗B/‖hB‖ if hB is known [32], [33], but instead uses the
estimated channel to pick the optimum beamformer

w∗ = ĥ
∗

B/‖ĥB‖. (70)

The choice w = h∗B/‖hB‖ maximizes the SNR at Bob
since |h⊤Bw| ≤ ‖hB‖ ‖w‖ with equality iff w = ch∗B for
some constant c. We will refer to the solution (70) as MF
beamforming. Generally, we would use MF beamforming
when there is no Eve (or Eve is not detected) and we use
the estimate of Bob’s channel as obtained in Sec. III-D1.

B. Blind Beamforming
In blind beamforming, we do not depend upon the decision

of the attack detector, and use MF beamformer based on blind
estimate of Bob’s channel, which is obtained as described in
Sec. III-D1. Since the blind channel estimate is obtained from
projected data, it is not influenced by the presence or absence
of Eve’s signal.

C. Secure Beamforming
We now discuss the case where Eve has been detected. Us-

ing beamformer w at Alice, the signal-to-noise ratios (SNRs)
SNRB and SNRE at Bob and Eve, respectively, are

SNRB = PA|h⊤Bw|2/σ2
B , SNRE = PA|h⊤Ew|2/σ2

E . (71)

If a Gaussian codebook is used for {sA(n)}, the achiev-
able rates at Bob and Eve, respectively, are RB =
log2 (1 + SNRB) and RE = log2 (1 + SNRE), and the se-
crecy rate at Bob is [1]

RB,sec = max (RB −RE , 0) . (72)

In the presence of Eve with channel hE , the beamformer
w may be picked to maximize RB,sec. By [1, Theorem 2],

the optimal beamformer w∗ is given by the (unit-norm) gen-
eralized eigenvector corresponding to the largest generalized
eigenvalue of the matrix pair

(
INr

+ h∗Bh
⊤
B/σ

2
B , INr

+ h∗Eh
⊤
E/σ

2
E

)
. (73)

Under high SNR, the above solution approaches the solution
that satisfies h⊤Ew = 0 [1, Cor. 1] (see the discussion in the
second paragraph after the statement of Cor. 1 in [1], and also
its proof in [1, Sec. VI.B]). If h⊤Ew = 0, then RE = 0 and
maximizing RB,sec is equivalent to maximization of rate RB ,
hence of |h⊤Bw|. This leads to the optimization problem

maxw |h⊤Bw| subject to h⊤Ew = 0, ‖w‖ = 1. (74)

The constraint h⊤Ew = 0 implies that w lies in a subspace
orthogonal to h∗E , i.e., for some w0, with P⊥

h∗
E

denoting
projection orthogonal to h∗E ,

w = P⊥
h∗
E
w0 =

(
INr

− h∗Eh
⊤
E/‖hE‖2

)
w0. (75)

With h̃B := (P⊥
h∗
E
)⊤hB , |h⊤Bw| = |h̃⊤Bw0| is maximized w.r.t.

w0 by an MF solution w0∗ = c h̃
∗

B for some nonzero constant
c, as in Sec. V-A. Since P⊥

h∗
E
is a projection operator satisfying

P⊥
h∗
E
(P⊥

h∗
E
)H = P⊥

h∗
E
, in terms of w, we have w = P⊥

h∗
E
w0∗ =

cP⊥
h∗
E
h∗B , which after normalization to unit norm, leads to the

optimal solution

w∗ =

(
INr

− h∗Eh
⊤
E/‖hE‖2

)
h∗B

‖
(
INr

− h∗Eh
⊤
E/‖hE‖2

)
h∗B‖

. (76)

The optimization problem (74) has been investigated in [34] in
a different context, with solution (76). In practice, we replace
hB and hE with their estimates. We will refer to the optimal
solution (73) and suboptimal solution (76), both as secure
beamforming.

VI. SIMULATION EXAMPLES

We consider Rayleigh flat-fading channels with path losses
dB = dE = 1, noise power σ2

v , training power budget PB

at Bob is such that PB/σ
2
v = 10dB, training power budget

PE at Eve is such that PE/σ
2
v varies from −20dB through

20dB, and fractional allocation β of training power at Bob
to random sequence sB(n) is 0.4, and β2 = 0.4 when Eve
chooses to add sE(n) under attack model (5). Bob and Eve
have single antennas while Alice has N r = 4 or 40 antennas.
The training sequence is selected as periodic extension of a
(binary) Hadamard sequence of length P = 24 = 16, and the
random sequences {sB(n)} and {sE(n)} were i.i.d. QPSK
symbols. Alice knows that {sB(n)} is QPSK, but does not
know the alphabet size of {sE(n)}. All shown simulation
results were averaged over 5000 runs.

A. Attack Model (4)
Here we consider the case where Eve does not transmit

any random sequence, just the pilot. Figs. 1a-1b show our
detection probability Pd results averaged over 5000 runs
under pilot contamination attack for various parameter choices,
when PB/σ

2
v = 10dB. Fig. 1a compares RMT and MDL



1 0

− 2 0 − 1 5 − 1 0 − 5 0 5 1 0 1 5 2 0
0

0. 1

0. 2

0. 3

0. 4

0. 5

0. 6

0. 7

0. 8

0. 9

1

P
E
 / σ

v
2  ( d B)

Pr
o
b
a
bil

it
y 

of
 

At
t
ac

k 
D
et

ec
ti

o
n

 

 

N
r
= 4, T = 1 6, R M T

N
r
= 4, T = 6 4, R M T

N
r
= 4 0, T = 1 6, R M T

N
r
= 4 0, T = 6 4, R M T

N
r
= 4, T = 1 6, M D L

N
r
= 4, T = 6 4, M D L

N
r
= 4 0, T = 1 6, M D L

N
r
= 4 0, T = 6 4, M D L

( a)

− 2 0 − 1 5 − 1 0 − 5 0 5 1 0 1 5 2 0
0

0. 1

0. 2

0. 3

0. 4

0. 5

0. 6

0. 7

0. 8

0. 9

1

P
E
 / σ

v
2
 ( d B)

Pr
o
b
a
bil

it
y 

of
 

At
t
ac

k 
D
et

ec
ti

o
n

 

 

N
r
= 4, T = 1 6, R M T

N
r
= 4, T = 6 4, R M T

N
r
= 4 0, T = 1 6, R M T

N
r
= 4 0, T = 6 4, R M T

N
r
= 4, T = 1 6, E R D

N
r
= 4, T = 6 4, E R D

N
r
= 4 0, T = 1 6, E R D

N
r
= 4 0, T = 6 4, E R D

( b)

Fi g. 1: Att a c k m o d el ( 4). ( a) Pr o b a bilit y of att a c k d et e cti o n usi n g
M D L or R M T esti m at ors, as a f u n cti o n of E v e’s p o w er P E r el ati v e
t o n ois e p o w er σ 2

v , w h e n B o b’s p o w er is fix e d at P B / σ 2
v = 1 0 d B.

β = 0 .4 .
( b) Pr o b a bilit y of att a c k d et e cti o n usi n g R M T esti m at or or e n er g y-
r ati o d et e ct or ( E R D) of [ 1 0], as a f u n cti o n of E v e’s p o w er P E r el ati v e
t o n ois e p o w er σ 2

v , w h e n B o b’s p o w er is fix e d at P B / σ 2
v = 1 0 d B.

β = 0 .4 .

a p pr o a c h es. We pi c k e d P f a = 0 .0 0 1 f or t h e R M T m et h o d. T h e
M D L m et h o d n e e ds n o t hr es h ol d. It is s e e n fr o m Fi g. 1 a t h at
t h e R M T m et h o d si g nific a ntl y o ut p erf or ms t h e M D L d et e ct or,
i n t h at t h e R M T m et h o d is a bl e t o d et e ct pil ot s p o ofi n g att a c k
f or m u c h s m all er v al u es of E v e’s p o w er P E c o m p ar e d t o M D L.
F or t h e c as es s h o w n i n Fi g. 1 a, t h e e m piri c al P f a f or t h e M D L
m et h o d w as l ess t h a n 0. 0 0 0 8 f or (N r , T ) = ( 4 0 , 1 6) , ( 4, 6 4)
a n d ( 4 0, 6 4), a n d it w as 0. 0 4 8 f or (N r , T ) = ( 4 , 1 6) , w h er e as
f or t h e R M T m et h o d, t h e e m piri c al pr o b a bilit y of f als e al ar m
w as 0. 0 4 9, 0. 0 2 6, 0. 0 0 2 a n d 0. 0 0 2, f or (N r , T ) = ( 4 , 1 6) ,
( 4, 6 4), ( 4 0, 1 6) a n d ( 4 0, 6 4), r es p e cti v el y. Fi g. 1 b c o m p ar es
R M T- b as e d d et e ct or wit h t h e e n er g y-r ati o d et e ct or ( E R D) of
[ 1 0], t h e l att er d esi g n e d f or P f a = 0 .0 5 , w hi c h a d diti o n all y
r e q uir es f e e d b a c k fr o m Ali c e t o B o b. It is s e e n fr o m Fi g. 1 b
t h at t h e R M T m et h o d si g nific a ntl y o ut p erf or ms E R D. Als o,
c o m p ari n g Fi gs. 1 a a n d 1 b w e s e e t h at t h e M D L d et e ct or
als o o ut p erf or ms E R D. F or t h e c as es s h o w n i n Fi g. 1 b, t h e
e m piri c al P f a f or t h e R M T m et h o d w as e x a ctl y as f or Fi g. 1 a,
w h er e as f or E R D, it w as 0. 0 5 0, 0. 0 4 4, 0. 0 4 8 a n d 0. 0 5 8, f or
(N r , T ) = ( 4 , 1 6) , ( 4, 6 4), ( 4 0, 1 6) a n d ( 4 0, 6 4), r es p e cti v el y.
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Fi g. 2: Att a c k m o d el ( 4). P h as e-i ns e nsiti v e c h a n n el M S Es as a
f u n cti o n of E v e’s p o w er P E r el ati v e t o n ois e p o w er σ 2

v , w h e n B o b’s
p o w er is fix e d at P B / σ 2

v = 1 0 d B. β = 0 .4 . ( a) M S E ( 7 7) f or
B o b’s c h a n n el. T h e m et h o d of S e c. III- B w as us e d f or c ur v es l a b el e d
“ bli n d ” a n d i n di c at e d vi a d as h e d c ur v es. F or s oli d c ur v es, w e us e
t h e m et h o d of S e c. III- C if t h e R M T d et e ct or i n di c at es t h e pr es e n c e
of E v e’s att a c k, ot h er wis e us e t h e m et h o d of S e c. III- A .
( b) M S E ( 7 8) f or E v e’s c h a n n el. We us e t h e m et h o d of S e c. III- C if
t h e R M T d et e ct or i n di c at es t h e pr es e n c e of E v e’s att a c k, els e E v e’s
c h a n n el is n ot esti m at e d.

Gi v e n t h e c h a n n el h B a n d its r ot at e d v ersi o n e j θ h B f or
s o m e θ , t h e s ol uti o n t o s e c ur e b e a mf or mi n g vi a ( 7 3) or ( 7 6),
a n d t h e s ol uti o n t o M F or bli n d b e a mf or mi n g vi a ( 7 0), n o n e
d e p e n ds u p o n t h e p h as e r ot ati o n θ . Si mil ar c o m m e nts a p pl y t o
h E a n d its r ot at e d v ersi o n e j θ h E w h e n s e c ur e b e a mf or mi n g is
c o nsi d er e d. T h er ef or e, w e will us e a p h as e-i ns e nsiti v e m e a n-
s q u ar e err or ( M S E) m e as ur e t o e v al u at e c h a n n el esti m ati o n
err ors i n esti m ati n g h B a n d h E . S u c h a m e as ur e h as b e e n
us e d i n [ 3 5] i n a diff er e nt c o nt e xt. N ot e als o t h at ( 7 0) a n d
( 7 6) d o n ot d e p e n d u p o n t h e n or ms of h B a n d h E . If ĥ B

is a n esti m at e of h B , b ot h n or m ali z e d t o u nit n or m, p h as e-
i ns e nsiti v e M S E i n esti m ati o n of h B is gi v e n b y [ 3 5]

C M S E B = mi n
θ ∈ [ 0,2 π ]

h B − e j θ ĥ B
2 = 2 − 2 |h H

B ĥ B |. ( 7 7)

Si mil arl y, if ĥ E is a n esti m at e of h E , b ot h n or m ali z e d t o u nit
n or m, p h as e-i ns e nsiti v e M S E i n esti m ati o n of h E is gi v e n b y

C M S E E = mi n
θ ∈ [ 0,2 π ]

h E − e j θ ĥ E
2 = 2 − 2 |h H

E ĥ E |. ( 7 8)



1 1

Fi gs. 2 a a n d 2 b s h o w p h as e-i ns e nsiti v e M S E i n B o b’s a n d
E v e’s c h a n n el esti m ati o n, r es p e cti v el y. B o b’s c h a n n el c a n b e
esti m at e d t w o diff er e nt w a ys: bli n d esti m ati o n as dis c uss e d i n
S e c. III- B (l a b el e d “ bli n d ” a n d i n di c at e d vi a d as h e d c ur v es
i n Fi g. 2 a), or esti m ati o n as i n S e c. III- C o nl y if t h e R M T
m et h o d i n di c at es t h e pr es e n c e of E v e’s att a c k, ot h er wis e us e
t h e m et h o d of S e c. III- A (s h o w n vi a s oli d c ur v es i n Fi g.
2 a). Si n c e t h e bli n d a p pr o a c h is a p pli e d aft er pr oj e cti o n of
d at a ort h o g o n al t o tr ai ni n g, i n d e p e n d e nt of t h e r es ult of t h e
att a c k d et e ct or, a n d si n c e t h e pr oj e ct e d d at a is d e v oi d of
E v e’s si g n al, t h e M S E i n B o b’s bli n d c h a n n el esti m ati o n is
i n v ari a nt t o E v e’s p o w er. T his f a ct is r efle ct e d i n Fi g. 2 a.
O n t h e ot h er h a n d, w h e n B o b’s c h a n n el is esti m at e d b as e d
o n t h e r es ult of t h e att a c k d et e ct or ( m et h o ds of S e c. III- A
or S e c. III- C), t h e c h a n n el esti m ati o n p erf or m a n c e d e p e n ds
u p o n E v e’s p o w er. If t h e R M T m et h o d i n di c at es a bs e n c e of
t h e att a c k, w e us e t h e m et h o d of S e c. III- A, w h er e E v e’s
si g n al at Ali c e is n ot m o d el e d, a n d t h er ef or e, it c o ntri b ut es t o
i n cr e as e d n ois e, r es ulti n g i n i n cr e asi n g M S E wit h i n cr e asi n g
E v e’s p o w er. H o w e v er, as s o o n as t h e att a c k is d et e ct e d, w e
s wit c h t o t h e m et h o d of S e c. III- C, w h er e E v e’s si g n al at Ali c e
is e x pli citl y m o d el e d, r es ulti n g i n i m pr o v e d c h a n n el M S E i n
Fi g. 2 a wit h i n cr e asi n g P E . As T i n cr e as es, w e h a v e i m pr o v e d
att a c k d et e cti o n (s e e Fi g. 1 a), w hi c h r es ults i n l o w er c h a n n el
M S E i n Fi g. 2 a wit h i n cr e asi n g T .

E v e’s c h a n n el is esti m at e d o nl y if t h e R M T d et e ct or i n di-
c at es t h e pr es e n c e of a s p o ofi n g att a c k. T h e p h as e-i ns e nsiti v e
M S E C M S E E i n E v e’s c h a n n el esti m ati o n is s h o w n i n Fi g. 2 b.
At first, it d e cr e as es wit h i n cr e asi n g P E , b ef or e l e v eli n g off,
or i n cr e asi n g a littl e. Si n c e, i n S e c. III- C, h E is esti m at e d aft er
c a n c eli n g t h e c o ntri b uti o n of B o b’s si g n al fr o m y (n ), B o b’s
c h a n n el n e e ds t o b e esti m at e d wit h a c c ur at e p h as e r ot ati o n a n d
m a g nit u d e, t o yi el d “ eff e cti v e ” c a n c ell ati o n. It t ur ns o ut t h at,
at hi g h er v al u es of P E , s u c h err ors i n cr e as e, w hi c h, i n t ur n,
c a us e l e v eli n g off or i n cr e as e i n C M S E E s h o w n i n Fi g. 2 b.
T his dis cr e p a n c y, h o w e v er, l ess e ns wit h i n cr e asi n g N r .

B as e d o n t h e c h a n n el esti m at es, Ali c e d esi g ns s e c ur e b e a m-
f or m ers f or d o w nli n k tr a ns missi o n t o B o b, as dis c uss e d i n
S e c. V. B o b’s s e cr e c y r at e r es ults ar e s h o w n i n Fi gs. 3 a- 3 b
f or T = 1 6 a n d T = 6 4 , r es p e cti v el y. F or c o m p aris o n, w e
als o s h o w t h e r es ults f or t h e c as e w h er e Ali c e is i g n or a nt of
E v e’s att a c k, a n d esti m at es B o b’s c h a n n el as d es cri b e d i n S e c.
III- A, a n d t h e n d esi g ns M F b e a mf or m er ( 7 0). T h es e r es ults
ar e l a b el e d “ u ns e c ur e M F ” i n Fi gs. 3 a- 3 b. It is s e e n t h at as
E v e’s s p o ofi n g p o w er P E i n cr e as es, t h e s e cr e c y r at es d e cr e as e
t o z er o f or all v al u es of T a n d N r , si n c e t h e esti m at e d B o b’s
c h a n n el at Ali c e is n o w d o mi n at e d b y E v e’s c h a n n el. T h er e is
si g nific a nt i nf or m ati o n l e a k a g e t o E v e. N o w c o nsi d er t h e c as e
w h er e Ali c e is a w ar e t h at t h er e c o ul d b e E v e’s pil ot s p o ofi n g
att a c k, b ut i nst e a d of tr yi n g t o d et e ct it, si m pl y us es bli n d
esti m ati o n of B o b’s c h a n n el ( S e c. III- B), a n d t h e n d esi g ns
M F b e a mf or m er ( 7 0). T h es e r es ults ar e l a b el e d “ bli n d ” i n
Fi gs. 3 a- 3 b. F or t his c as e, it is s e e n fr o m Fi gs. 3 a- 3 b t h at
t h e s e cr e c y r at es ar e i n v ari a nt t o E v e’s s p o ofi n g p o w er P E ,
r es ulti n g i n s e c ur e tr a ns missi o n t o B o b. T h e c ur v es l a b el e d
“s e c ur e ” r ef er t o b e a mf or mi n g b as e d o n ( 7 3) w h e n E v e is
d et e ct e d a n d o n ( 7 0) w h e n E v e is n ot d et e ct e d, a n d w e us e
t h e m et h o ds of S e c. III- A or S e c. III- C f or c h a n n el esti m ati o n,

d e p e n di n g u p o n if t h e att a c k is n ot d et e ct e d or d et e ct e d. I n
o ur si m ul ati o ns, w e di d n ot fi n d a n y dis c er ni bl e diff er e n c e
b et w e e n s e c ur e b e a mf or m ers b as e d o n ( 7 3) or ( 7 6). As s e e n
i n Fi gs. 3 a- 3 b, w h e n E v e i n cr e as es h er tr a ns mit p o w er P E , s h e
r e v e als m or e of h ers elf (i. e., l e a ds t o b ett er c h a n n el esti m ati o n
p erf or m a n c e at Ali c e, s e e Fi g. 2 b), r es ulti n g i n b ett er s e cr e c y
r at e f or B o b wit h i n cr e asi n g P E . We a c hi e v e b ett er n ulli n g b y
t h e b e a mf or m er of Ali c e al o n g E v e’s dir e cti o n.
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Fi g. 3: Att a c k m o d el ( 4). S e cr e c y r at e ( b ps/ Hz) at B o b usi n g t h e
b e a mf or m ers b as e d o n ( 7 0) or ( 7 3), as a f u n cti o n of E v e’s p o w er
P E . All p ar a m et ers as f or Fi g. 1 a. T h e l a b el “s e c ur e ” r ef ers t o
b e a mf or mi n g b as e d o n ( 7 3) w h e n E v e is d et e ct e d, a n d o n ( 7 0)
w h e n E v e is n ot d et e ct e d; “ u ns e c ur e M F ” m e a ns o n e us es ( 7 0) wit h
E v e i g n or e d i n c h a n n el esti m ati o n, i. e., B o b’s c h a n n el is esti m at e d
usi n g t h e m et h o d of S e c. III- A; “ bli n d ” m e a ns o n e us es ( 7 0) wit h
B o b’s c h a n n el esti m at e d usi n g t h e m et h o d of S e c. III- B. P A = 1 ,
σ 2

B = σ 2
E = 0 .1 . ( a) T = 1 6 , ( b) T = 6 4 .

M ulti pl e E v es : We als o c o nsi d er e d t h e c as e of 3 E v es
u n d er att a c k m o d el ( 4) w h er e ( 2) is m o difie d as y (n ) =
√

P B h B +
3
i = 1 P E i

h E i
s t (n ) + v (n ), a n d h E i

s ar e

m ut u all y i n d e p e n d e nt. We t a k e P E i
= P E / 3 ∀ i. T his m o d el

is t a nt a m o u nt t o h a vi n g o n e virt u al E v e wit h
√

P E h E =
3
i = 1 P E i

h E i
. O ur s p o ofi n g d et e cti o n r es ults ar e s h o w n

i n Fi g. 4 a, a n d t h e y ar e si mil ar t o t h e si n gl e E v e r es ults of
Fi g. 1 a. Aft er o bt ai ni n g t h e c h a n n el esti m at es ĥ B a n d ĥ E ( w e
c a n n ot g et ĥ E i

s), w e d esi g n s e c ur e b e a mf or m ers as f or t h e
r es ults i n Fi g. 3 a (T = 6 4 ), a n d e v al u at e s e cr e c y r at es of B o b
(s h o w n i n Fi g. 4 b) w.r.t. o n e of t h e E v es (i n d o w nli n k e a c h



1 2

E v e r e c ei v es its o w n Ali c e-t o- B o b si g n al). Si n c e n o w Ali c e
d o es n ot k n o w a si n gl e E v e’s c h a n n el wit h a n y a c c ur a c y, t h e
s e cr e c y r at e d o es n ot i m pr o v e wit h i n cr e asi n g P E ( c o m p ar e
wit h Fi g. 3 a), b ut it d o es n ot d et eri or at e eit h er w h e n usi n g
bli n d or s e c ur e b e a mf or m ers.
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Fi g. 4: M ulti pl e E v es i n att a c k m o d el ( 4). ( a) Pr o b a bilit y of att a c k
d et e cti o n usi n g R M T esti m at ors, as a f u n cti o n of t hr e e E v es’ t ot al
p o w er P E r el ati v e t o n ois e p o w er σ 2

v , w h e n B o b’s p o w er is fix e d at
P B / σ 2

v = 1 0 d B. β = 0 .4 .
( b) S e cr e c y r at e ( b ps/ Hz) at B o b usi n g t h e b e a mf or m ers b as e d o n
( 7 0) or ( 7 3), as a f u n cti o n of t hr e e E v es’ t ot al p o w er P E . T h e l a b els
ar e as i n Fi g. 3 a.

B. Att a c k M o d el ( 5)

H er e w e c o nsi d er t h e c as e w h er e E v e als o tr a ns mits a
r a n d o m s e q u e n c e, i n a d diti o n t o t h e pil ot. Ali c e f oll o ws t h e
al g orit h m d et ail e d i n S e c. I V- A. We us e β = β 2 = 0 .4 , i. e.,
E v e b e h a v es j ust li k e B o b. Fi g. 5 s h o ws o ur s p o ofi n g d et e cti o n
r es ults usi n g t h e R M T- b as e d d et e ct or.. T h e l a b el “ pr e- pr oj ”
m e a ns t h at t h e d et e ct or o p er at es o n ori gi n al y (n ), a n d l a b el
“ aft- pr oj ” m e a ns t h at t h e d et e ct or o p er at es o n pr oj e ct e d ỹ ( n ),
gi v e n b y ( 2 2) or ( 5 1). Fi g. 5 a s h o ws t h e r es ults f or d at a
g e n er at e d u n d er att a c k m o d el ( 5) w h er e as Fi g. 5 b s h o ws
t h e r es ults f or d at a g e n er at e d u n d er att a c k m o d el ( 4). O ur
d et e cti o n a p pr o a c h (st e p (ii) i n S e c. I V- A) cl e arl y disti n g uis h es
b et w e e n m o d els ( 4) a n d ( 5). N ot e t h at Ali c e h as n o pri or
k n o wl e d g e as t o w hi c h att a c k m o d el is tr u e.

Fi gs. 6 a n d 7 s h o w t h e c h a n n el esti m ati o n a n d s e cr e c y r at e
r es ults, r es p e cti v el y, f or d at a g e n er at e d u n d er att a c k m o d el ( 5),
a n d t h e y c orr es p o n d t o Fi gs. 2 a n d 3, r es p e cti v el y, f or att a c k
m o d el ( 4). U n d er att a c k m o d el ( 5), e v e n if E v e’s pr es e n c e
is c orr e ctl y d et e ct e d at l o w P E / σ 2

v v al u es, si n c e t h e c h a n n el
esti m ati o n p erf or m a n c e d e p e n ds u p o n t h e r el ati v e str e n gt h of
B o b’s a n d E v e’s r a n d o m si g n als, a n d o n T (i n g e n er al, hi g h er-
or d er st atisti cs- b as e d a p pr o a c h es n e e d l ar g er d at a s a m pl es),
t h er e ar e l ar g er err ors i n E v e’s c h a n n el esti m ati o n at l o w er
v al u es of E v e’s p o w er P E / σ 2

v at Ali c e. C o m p ar e Fi gs. 2 b a n d
6 b f or P E / σ 2

v v al u es b et w e e n - 7. 5 d B t o 5 d B f or T = 1 6 ,
t o n oti c e t his p h e n o m e n o n. P o or esti m ati o n of E v e’s c h a n n el
s e e n i n Fi g. 6 b is r efle ct e d i n Fi g. 7 a, i n d e cr e as e i n B o b’s
s e cr e c y r at e f or t h es e v al u es of P E / σ 2

v a n d T = 1 6 , si n c e
p o or er E v e’s c h a n n el esti m at es l e a d t o p o or er n ulli n g b y t h e
b e a mf or m er of Ali c e al o n g E v e’s dir e cti o n.
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Fi g. 5: Pr o b a bilit y of att a c k d et e cti o n usi n g R M T r a n k esti m at or,
as a f u n cti o n of E v e’s p o w er P E r el ati v e t o n ois e p o w er σ 2

v , w h e n
B o b’s p o w er is fix e d at P B / σ 2

v = 1 0 d B. ( a) Att a c k m o d el ( 5), β =
β 2 = 0 .4 , ( b) Att a c k m o d el ( 4), β = 0 .4 , β 2 = 0 .

VII. C O N C L U S I O N

A n o v el a p pr o a c h t o d et e cti o n of pil ot s p o ofi n g att a c k i n a
t hr e e- n o d e T D D s yst e m w as r e c e ntl y pr es e nt e d i n [ 1 2] w h er e
att a c k miti g ati o n w as n ot a d dr ess e d. I n t his p a p er w e a u g m e nt
t h e a p pr o a c h of [ 1 2] wit h esti m ati o n of t h e c h a n n els of B o b
a n d E v e, f oll o w e d b y s e c ur e b e a mf or mi n g, t o miti g at e t h e
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Fi g. 6: Att a c k m o d el ( 5). P h as e-i ns e nsiti v e c h a n n el M S Es as a
f u n cti o n of E v e’s p o w er P E r el ati v e t o n ois e p o w er σ 2

v , w h e n B o b’s
p o w er is fix e d at P B / σ 2

v = 1 0 d B. T h e m et h o d of S e c. I V w as us e d.
β = β 2 = 0 .4 . ( a) M S E ( 7 7) f or B o b’s c h a n n el, ( b) M S E ( 7 8) f or
E v e’s c h a n n el.

eff e cts of pil ot s p o ofi n g. T w o s p o ofi n g att a c k m o d els w er e
c o nsi d er e d: (i) t h e s p o of er E v e tr a ns mits o nl y t h e pil ot si g n al,
(ii) E v e als o a d ds a r a n d o m s e q u e n c e t o its pil ot, mi mi c ki n g
B o b. We als o e m pl o y e d a r a n d o m m atri x t h e or y ( R M T) b as e d
s o ur c e e n u m er ati o n a p pr o a c h, i nst e a d of t h e M D L m et h o d
us e d i n [ 1 2], f or s p o ofi n g d et e cti o n. T h e pr o p os e d a p pr o a c h es
w er e ill ustr at e d b y n u m eri c al e x a m pl es.

T h e pr o p os e d a p pr o a c h is c o nfi n e d t o a si n gl e B o b a n d
si n gl e E v e. It is d esir a bl e t o e xt e n d t h e r es ults t o t h e c as e
of m ulti pl e B o bs a n d m ulti pl e E v es. T h e pr o bl e m of pil ot
s p o ofi n g d et e cti o n ( b ut n ot of c o u nt er m e as ur es) f or m ulti pl e
B o bs a n d E v es h as b e e n c o nsi d er e d i n [ 2 1], w h er e e a c h B o b
us es a n i n d e p e n d e nt s elf- c o nt a mi n ati o n si g n al, i n a d diti o n t o
its assi g n e d ort h o g o n al pil ot s e q u e n c e. Alt h o u g h t h es e s elf-
c o nt a mi n ati o n si g n als a ct as i nt erf er e n c e t o ot h er B o bs, it is
s h o w n i n [ 2 1] t h at b y usi n g it er ati v e m et h o ds f or m ulti- us er
c h a n n el esti m ati o n (first esti m at e t h e c h a n n els b as e d s ol el y o n
ort h o g o n al tr ai ni n g s e q u e n c es wit h s elf- c o nt a mi n ati o n si g n als
a cti n g as n ois e/i nt erf er e n c e, t h e n us e a li n e ar M M S E e q u ali z er
b as e d o n t h e esti m at e d c h a n n els t o esti m at e a n d q u a nti z e
t h e s elf- c o nt a mi n ati o n si g n als, a n d r e p e at wit h tr ai ni n g pl us
q u a nti z e d s elf- c o nt a mi n ati o n si g n al a cti n g as ps e u d o-tr ai ni n g

f or e a c h i n di vi d u al B o b), o n e c a n o bt ai n s u c c essf ul C SI
esti m at es at Ali c e f or t h os e B o bs t h at ar e n ot s p o of e d. I n [ 2 1]
a n a p pr o a c h is pr es e nt e d f or d et e cti o n of pil ot s p o ofi n g, i d e n-
tific ati o n of w hi c h pil ot h as b e e n s p o of e d, a n d t h e n esti m ati o n
of t h e c h a n n els of u ns p o of e d B o bs vi a a n it er ati v e a p pr o a c h.
H o w e v er, [ 2 1] d o es n ot a d dr ess t h e iss u e of esti m ati o n of
a p arti c ul ar B o b’s c h a n n el w h e n t h at B o b is u n d er a pil ot
s p o ofi n g att a c k. T his is a n o p e n pr o bl e m.
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Fi g. 7: Att a c k m o d el ( 5). S e cr e c y r at e ( b ps/ Hz) at B o b usi n g t h e
b e a mf or m ers b as e d o n ( 7 0) or ( 7 3), as a f u n cti o n of E v e’s p o w er
P E . P A = 1 , σ 2

B = σ 2
E = 0 .1 ( a) T = 1 6 , ( b) T = 6 4 .
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