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Abstract—We investigate coded modulation for full-duplex
relay channels, proposing and analyzing a multilevel coding
(MLC) framework with capacity approaching performance and
practical features. Sufficient conditions are derived under which
multilevel coding meets the known achievable rates for decode-
and-forward (DF) relaying. The effect of a bit additive super-
position and the linearity of multilevel code components on the
performance of the system are studied. It is shown that linearity
of the relay codebook imposes no penalty on rate, however, the
linearity of the source-to-relay code may impose a performance
penalty especially for small modulation constellations. We show
that this rate loss occurs because linearity at the source node
introduces a new tension between optimality of rate allocation in
multilevel coding layers and optimality of source/relay codebook
correlations. Motivated by this insight, alternative modulation
labelings are studied that minimize the rate loss. The results are
extended to multi-antenna relays. Slow fading and fast Rayleigh
fading without channel state at the transmitter are also analyzed.
The error exponent of the proposed scheme is studied. Finally, the
frame- and bit-error rate performance of the proposed scheme is
studied via simulations using point-to-point LDPC codes, showing
that the proposed MLC relaying has excellent performance.

I. INTRODUCTION

Recent advancement in hardware design and signal pro-
cessing have put full-duplex operation back on the map as
a potentially viable alternative [1]-[4], and much research is
on-going in the area of full-duplex link implementation [5]—
[7]. The credit for this resurgence of interest goes to the
new research in mitigating the so-called loop-back interference
(self-interference) at the full-duplex transmitter, represented
by [8]-[11] among many others.

Focusing our attention on full-duplex relays, we find that
while early theoretical relay results were in the context of
full-duplex transmission [12], subsequent coding and signal
processing results have concentrated for the most part on
half-duplex scenarios, in particular low-SNR (binary) sig-
naling [13]-[15]. Exceptions do exist, e.g. lattice codes for
the full-duplex relay channel [16] but a nontrivial gap to
capacity remains and, in the most general setting, the problem
of capacity-approaching coding and modulation for the full-
duplex relay channel remains open. We address this problem
via multilevel coding, providing well-defined and systematic
design principles that lead to near-capacity performance.

The key advantage of multilevel coding [17], [18] is that
it uses binary codes whose design is by now very well
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understood. Moreover, the multiple binary encoders that feed
the bit-levels of the modulation can operate independently.

Further related results in the relay literature are as follows.
Multilevel coding in the orthogonal relay channel was studied
in [19]. Several contributions for the bandwidth limited relay
channel focused on the two way relay channel. Ravindran et.
al [20] studied LDPC codes with higher order modulation
for the two way relay channel. Chen and Liu [21] analyzed
different coded modulation transmissions for the two way
relay channel. Chen et. al [22] studied multilevel coding in
the two-way relay channel. Hern and Narayanan [23] studied
multilevel coding in the context of compute-and-forward.
However, the two-way relay channel does not consider the
direct link like in the conventional relay channel, and hence,
the coded modulation techniques that are considered in the
literature cannot be used for the three-nodes full-duplex relay
channel.

A key contribution of this paper is, first, to elucidate
conditions under which multilevel coding for the relay channel
achieves the constellation-constrained capacity. Second, to
highlight the challenges involved in meeting this bound. Third,
to propose solutions for these challenges, and demonstrate
the performance of the proposed solutions. The bit-additive
superposition used in this paper was introduced for the broad-
cast channel in [24]. A preliminary version of some of the
results of this paper have appeared in a conference [25], and
a related paper [26] addresses multilevel coding for the half-
duplex relay channel.

We propose a simple multilevel full-duplex relay trans-
mission. The straightforward application of multilevel coding
to the relay channel would result in code specifications that
require multiple inter-layer correlations between the source
and relay codes. Our work produces a streamlined coding
procedure where the dependencies are limited to pairwise
correlation between the source/relay codes at each individual
layer. Moreover, we provide a simple implementation of this
idea via a binary addition between conventionally designed
codes. Numerical results show that the performance of the pro-
posed technique is almost as good as the best known decode-
and-forward (DF) performance (with Gaussian codewords).
We show that linearity of the source-to-relay code may impose
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a performance penalty. We propose a solution that minimizes
this performance penalty using a proper labeling design. The
error exponent of the proposed transmission is studied under
sliding window decoding. Simulation results show that good
point-to-point codes (DVB-S2 codes) produce performance
that is very close to the fundamental limits when used in the
proposed transmission. In addition, two methods are experi-
mentally verified for directly approaching the performance of
non-linear codes in full-duplex relays: insertion of randomly
located zeros into DVB-S2 codewords (using pseudo-random
generators whose seed is known at source and destination),
and inserting zeros at fixed locations that are determined via a
puncture optimization strategy [27], resulting in a degenerate
linear code. The relative performance of the two methods is
discussed.

II. PRELIMINARIES

In the point-to-point channel, binary components multilevel
coding (see Fig. 1) is implemented by splitting the data
stream represented by the variable W into m = log,(q) sub-
streams for a g-ary constellation. Each sub-stream 7 is encoded
independently with rate R;. At each time instance, the outputs
of the (binary) encoders are combined to construct the vector
[B1, Ba, ... By,] which is then mapped to a constellation point
X and transmitted over. The channel is described by the
conditional distribution Py-|x (y|x) where Y is the output of
the channel. The mutual information between the input and
output is given by
Bn:Y)=> I(B;Y|B™") (1)

i=1

with the definition B*~! £ [By,Bs,...,B;_1] with B°
representing a constant, and using the chain rule for mutual
information and the one-to-one relationship between X and
[B1, B, ..., By]. This equation suggests a multistage de-
coding where the codeword of level ¢ is decoded using the
output of the decoders of the preceding levels. A necessary
and sufficient condition for multilevel coding achieving the
constellation constrained capacity is that the optimal distri-
bution P p (b1,...,bn) must be independent across its
components [28], in other words, the optimal channel input
distribution is equal to the input optimal distribution under
MLC,

I(X;Y) =I(By, B, ...

Po, 5,1, bm) = [ [ Pa.(b:) @)
1=1

Although the capacity of the full-duplex relay channel is
in general unknown, we know the rates supported by several
specific transmission schemes, including decode-and-forward
which achieves the capacity of the degraded relay channel,
partial decode-and-forward and compress-and-forward. In this
paper we consider only the decode-and-forward transmission.

Due to the causality of the relay, the relay transmit a
message at block ¢ that was transmitted from the source
at block ¢ — 1 therefore, to provide assistance to the relay,
each transmission from the source depends on the message
of block ¢ as well as the message of block ¢t — 1 which is

Fig. 2. Full-Duplex relay channel.

known as Block-Markov encoding [12]. Throughout the paper
we denote the signal transmitted from the source node and
the relay node in block ¢ by Xl(t) and Xz(t). We begin by
modeling the received signal at the relay, which experiences
self-interference:

sz(t) = ngXl(t) + no + ng

where H1s is the channel from the source to the relay, ns is the
additive Gaussian (thermal) noise at the receiver, and n is the
sampled residual self-interference. The area of modeling and
analyzing loop-back or self-interference has experienced rapid
growth in the past few years. Several methods for mitigating
self-interference are now in place, among them antenna design
and placement (including passive components), as well as
echo cancellation in the amplifier stage, as well as digital
signal processing after down-conversion and sampling [8]. The
collection of these methods have allowed the residual self-
interference to be reduced significantly. The residue of self-
interference, ng, is the component that is seen by the relay
decoder. Several works to date [8], [29], [30] have used a
Gaussian model for ng, an approximation that is confirmed by
various measurements [31], [32]. Therefore, the combination
N = ng + ns 18 also Gaussian with appropriate variance.

Thus, the received signal at the relay and destination in
block t are respectively given by

Y = Hipx® + iy
Yz))(t) = H13X1(t) + H23X2(t) + ns

3)
“

where Hio, H13 and Has are the fading channel coefficients
as illustrated in Fig. 2.

The destination uses either backward decoding at which the
destination waits until the reception of the last transmission
block or a sliding window decoder at which the decoder uses
L blocks for decoding where L is the window size [33].

III. MULTILEVEL DECODE AND FORWARD

Subject to the

Py, vy x1,x5 (Y2, y3l 21, 72),
achievable rate is

channel probability  distribution

the decode-and-forward

max
Px, x5 (z1,22)

R < min{/(X1; Y2[X2), I(X1, X2;Y3)}  (5)

where the channel state information is assumed to be
perfectly known in a path-loss model and slow fading model.
Please note that in the ergodic channel case, the channel co-

efficients are implicitly included in the expression as follows:
I(X1;Ye|X2) = Epyy Hys 105 [1(X1; Ya| X2, Hia, Hiz, Has)
I(X1, X2;Y3) = Epyy Hys 115 (X1, Xo; Y| Hio, Hig, Hag)



The design variable of this optimization problem is the
joint distribution Py, x,(x1,22). This optimization problem
is hard to solve. Moreover, it leaves open the question of a
practical encoding with codebook that meets or approximates
this distribution. In this section, we address the optimization
of codebook distributions in the context of multilevel coding,
and also examine its consequences on the decoder side.

A. Encoding

For ease of exposition we consider the case where the
source and the relay multilevel codes have the same number
of levels m, a restriction that does not lead to any loss in
generality as described in Remark. 3. As shown in Fig. 3, the
signals X4, X5 at the source and the relay respectively are
represented by their modulation-constrained index variables
B™ = [By,...,By] and C™ = [CY4,...,C,,] respectively;
The relay and the source can use different sets of encoders.
The source uses block-Markov superposition, therefore C™
and B™ are dependent. This dependence can be shown in
Fig. 3 through the delay operation Z~"% which is a delay
of one transmission block. The two inputs of each encoder
at the source are the current block message and the previous
block message which is assumed to be known at the relay after
successful decoding in the previous block. The two messages
are encoded jointly using a generic encoder defined over a
finite field. A special form of this generic encoder is shown
in Fig. 4. The rate in (5) is equivalent to

R< min {I1(B™; Y2|C™), [(B™,C™; Y3)}
(6)

The design variable Pgm cm (0™, ¢™) implies that the vectors
B™ and C™ can be generated with any joint distribution
which implies any dependency between [Bi,...,B,,] and
[Cy,...,Cy]. Multilevel coding introduces an additional con-
straint: that the entries of the vector [By,...,B,,] should
be encoded independently and [C1,...,C,,] should be also
encoded independently. However, the dependency between
B™ and C"™ is necessary for the superposition coding. This
independence between the entries of B™ and C™ introduces a
constraint on the optimization, resulting in the following rate:

R< min {I(B™; Y2|C™)

max
Pgm cm (b™,c™)

max
[Ti% P,jcm (bilc™) P, (c:)
JI(B™,C™Y3) ) (7)

Multilevel coding is optimal if the new constraint is not
active, i.e., if the unconstrained optimization already satisfies
the constraint:

m
Pho cn (0", ™) = T] Phyjom (Bile™Pe (i) (®)
i=1
where P*() is the optimal distribution.

So far we borrowed ideas from the point-to-point chan-
nel [34], but this is not enough to produce a multilevel scheme
in the usual sense for the relay channel, because the cross-
dependence of the source and relay transmissions still binds
the source streams together. In other words, the source streams

up to this point are only conditionally independent. We now
proceed to address this issue via a framework allowing each
level of the source signal to depend on the relay signal only at
the same level, i.e., allowing each B; to depend only on C;.
Then the achievable rate is

R < max

min { I(B™; Y5|C™),
™ Py, e, (bile) Po, (ci) e 21C™)

I(B™,C™Y3)} (9
A sufficient condition for this to be capacity optimal is:

Pgom(bilc™) = Pg, 0, (bilc;) Vi (10)

It remains an open question exactly which channels and
which modulations satisfy this sufficient condition. However,
in this work we show via numerical results that this approach
produces rates that are close to the constellation constrained
capacity.

Remark 1: For generality, the mutual information expres-
sions in this section do not show explicit dependence on
channel statistics. For additive Gaussian channels, Y5 and Y3
depend on the input variables via AWGN. In a pure line-of-
sight model, the dependence is via a path loss exponent and
AWGN. We consider first a path loss model with AWGN
to explain the main ideas of the proposed work while a
generalization of our work to the slow fading and fast fading
cases are studied in the sequel.

Remark 2: Coded modulation for the relay is attempting to
implement a Gaussian codebook, which for the decode-and-
forward consists of a superposition whose cloud centers are the
relay codebook, and the satellites are the source codebook. The
cloud centers are transmitted cooperatively to the destination.
The satellite codewords (conditioned on the cloud center) send
the relay the new information for the next transmission block.
To implement this cooperative transmission, the source and the
relay may use either the same modulation or two modulations
from the same family (for example 16QAM and 64QAM).

Remark 3: The expressions above were developed for iden-
tical modulation constellation at the source and the relay.
These expressions can be modified without difficulty to apply
to two different modulations of the same modulation family
by forcing certain B; or C; to be trivial random variables
(constant).

B. Multistage decoding

Multistage decoding is simpler than joint decoding and
is optimal in the point-to-point channel [34]. To investigate
this issue in the relay channel, we focus on the decoding
requirement at both the relay and the destination. For relay
decoding, we must have at each level i:

R; < I(B;;Y»|B1,C™) (11)

So the relay is able to do multistage decoding in a straight-
forward matter. At the destination, the multistage decoding
depends on the two possible relaying strategies [12]: in the
first strategy, the relay transmits a hash at a rate supported by
the relay-destination link (with partial interference from source
considered as noise). The destination first decodes the hash and
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then the overall received signal is decoded with the help of
the hash. In this case, the destination successively decodes the
relay signal and then the source signal (Fig. 3) which requires
the rates to satisfy:

R; < I(B;;Ys|B*t,C™)
Ry < I(Cy; Y3|Ch)

(12)
(13)

where R,; is the rate of level ¢ at the relay. Combining the
rate constraints we obtain

R< max min I(B;; Y»|C™, B*™1),

T II%y Pa;io, (bilei) Pe, (i) {g ( d :
ZI(Ci;Y3|Ci_1)-l—I(Bi;Ya|Bi_1=Cm)} (14)
i=1

In the second strategy, the relay codebook has rate that
may be above the capacity of the relay-destination link, but
is still decodable at the destination when joined with the
source signal. The multistage version of this joint decoding
is shown in Fig. 4 and requires the individual levels to obey
the following rate constraints:

> I(B;YaC™, BT,

R < max min{
[T%, Pa, o, (bilei) Po, (c:) Pl
ZI(Bi,ci;MBi—l,ci—l)} (15)

i=1
Both (14) and (15) result in the same overall rate. However,

level-wise rate allocations will be different according to the
different strategies.

IV. CODE DESIGN

Fig. 4 shows a block diagram of multilevel encoders and
multistage decoders according to the principles outlined in the
previous sections. The data is fed into the encoder in blocks of
size k. Each block-Markov transmission is dependent on two
successive data blocks. These two data blocks (the present and
the past) are demultiplexed into levels V; and Uj;, respectively.
At each level 7, the two data components are encoded via
superposition coding (not necessarily with XOR operation as
shown in Fig. 4) to produce the mapping indices B;. V;

MLC and MSD in the Relay channel with regular successive decoding

represents the relay’s estimate of V; which is correct under
decode-and-forward. C; is the level-i relay codeword, whose
data word U; is known via relay reception at time ¢t — 1, i.e.,
yv® _ =1

1 1 °

A. Bit additive superposition

For superposition we propose to use a modulo-2 addition of
constituent binary codes for each level (Bit additive), see [33,
Chapter 5] and [35]. The result is shown in Fig. 4, where
for each level i the demultiplexed data streams U; and V; are
separately encoded into C; and F}, respectively, and then the
input to the modulation mapper is obtained by B; = C; & Fj;.
The achievable rates under this condition can be characterized
by:

ZI(Bz';YﬂCmaBFl),

i=1

S5, Covilp o |
=1

Subje(:t to PBi'Ci (b1|cl) = PBi\Ci (Bl|él)
(16)

The constraint B; = C; ® F; for some Bernoulli random
variable F; is equivalent to the constraint Pp,|c, _(bl-|ci) =
Pp,c, (b;|¢;) on the distribution of B;, C;, where b; denotes
the logical complement of b;. Clearly this is a restrictive
constraint as it reduces the degrees of freedom in the joint
distribution of B;, C;. However, as will be shown in the sequel,
this superposition structure does not induce a rate penalty.

Subsequently, we introduce a linearity constraint on the
code with code bits C; '. Subject to this new constraint, the

achievable rate will be:

R< max min{
[T%, P;ic; (bilei) Po; (ci)

> I(BiYa|C™, BT,
i=1

R< max

min{
[Ti21 P, o, (bilei) Po, (ci)

m

—

K2

Subje(:t to PBi'Ci (b1|cl) = PBi\Ci (Bl|él)

I(B;,Ci; Y3| B, Ci*)}

'A code is linear when the codewords constitute a vector space.
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1
Pe,(1) = 9 (17) 14

The constraint Pc, (1) = 5 restrict all the possible distri-
butions of C; to those only that will result in a linear code.
Once again, numerical results show that this new constraint
introduces no rate penalty. Finally, we consider the case where
all codes are linear and full-rank (The generator matrix of the
code is full-rank). Then the achievable rates are obtained via:

> I(B;Ya|C™, BT,

R< max min{
[T~ PB,jc; (bilei) Pc, (ci) P
iI(Bi, Cz';Y3|Bi_l7Ci_1)}
subject to };t\ci(bﬂci) = Pg,|c, (bile)
1
Pc,(1) = B

(18)

The last constraint enforces that B;, C; must be either in-
dependent or equal. The last two constraints in (18) restrict
all the possible distributions of C; and F; to those that are
compatible with linear codes. If the optimization results in
a level ¢ having b; = ¢;, it means that level ¢ is only used
to help the relay-destination transmission through increasing
the correlation between X; and X5, and carries no new
information for the relay. Case studies show that Eq. (18)
may introduce a nontrivial rate penalty compared with (17),
especially in lower-order modulations (Fig. 5).

Remark 4: We introduced constraints one-by-one to shed
light on exactly which one of the practical constraints intro-
duces rate loss. It so happens that both the XOR superposition
as well as linearity of the relay code are harmless, but
introducing linearity in both codes in certain cases has a cost.

The behavior of linear codes and XOR superposition struc-
ture can be explained as follows: To begin with, assume that
the source, relay and destination are all on one line where the
distance between the source and the destination is 4 and that
the distance between the source and the relay is d. When d is
negative this means that the source node is between the relay
and the destination and when d is positive this means that the

P(B;=C;) € {%,1}

o
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o Codes of C‘ and Fi linear

1 2 3

Fig. 5. Rate penalty due to linearity of F; vs. relay location d. XOR
superposition and linearity of C'; induce no rate penalty.

relay is between the source and destination. In order to simply
show the effect of XOR superposition and linearity, assume
only a path-loss channel model with path-loss exponent o = 2.
Fig. 5 shows that linearity of the codes induces no rate loss
when the relay is close to the destination. These are locations
where source-relay link is the bottleneck and therefore the
correlation between the source signal and the relay signal is
not highly important. Conversely, when the relay is far from
the destination and close to the source, the source should
help the relay transmission to the destination, and hence, high
correlation is required, and in that regime Fig. 5 shows linear
codes can induce a rate loss, which we explain and analyze
below.

The linearity of the binary code implies that the symbols are
zero and one with equal probability, except for the trivial all-
zero code. When F; is always equal to zero, level ¢ does not
transmit any information to the relay. When F; is either one
or zero with a uniform distribution, B; is independent of C;.
Therefore, under linear codes each level ¢ can be used for only
one of two purposes: either it transmits data to the relay, or it
is used to help the relay transmission toward the destination
via correlation , but not both. So at each level, we must either
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give up the perfect allocation of rate to the relay, or give up
correlation. This tension, which does not exist with nonlinear
codes, gives rise to the rate loss in linear codes especially at
low-order modulations. Fig. 6 shows this phenomenon in 4-
PAM constellation under the same model considered earlier as
explained as follows:

The figure displays the source-relay rate from each individ-
ual level of the 4-PAM constellation under the two cases of
general codes and uniform codes. It is observed that under
general codes, each level transmits some information to the
relay. However, under linear codes, and specially when the
relay is close to the source (correlation is needed), one level
does not provide any source-relay rate. This is because these
levels are dedicated for correlation. The zero-rate assignment
to some levels in this figure are due to the uniform distribution
constraint that forces each level to either send new information
to the relay or assist the relay-destination transmission. Be-
cause of interference between the levels, the optimal strategy
might abruptly change with small changes in the channel
gains.

Remark 5: When the modulation order is large compared
with the capacity of the channel, this effect is much reduced.
The reason is that the rate allocated to some layers will be
small, therefore it is possible to use those layers purely for
correlation without a loss of efficiency for transmission to
the relay. This insight will be used subsequently to design
labelings that reduce the rate loss.

B. Labeling Design For Linear Coding

Linear codes constrain the marginal distributions that can
be supported, which may not include (or be close to) the
optimum.The idea of this section is to select a modulation
labeling whose corresponding (optimal) input distributions is
as close to uniform as possible, and therefore are suitable for
use with linear codes.?

2The design of labeling can also be achieved via a set-partitioning method-
ology. More specifically, the labeling design in this section can be expressed
in terms of equivalent set partitions, but is omitted in the interest of brevity
and compatibility with the analytical methods of this paper.

[ [p1, p2] | [0.0] ] [0.17 [ [1.0] [ [L.I] ]

Natural {00,01,10,11} 0 0.2 0.8 1
Gray {00,01,11,10} 0 0.19 | 0.79 1
Custom {00,11,10,01} 0 041 | 051 1

TABLE 1
CORRELATION VIA LINEAR CODES. THE LABELS CORRESPOND TO
SUCCESSIVE 4-PAM CONSTELLATION POINTS.

—&— 1% |evel, Natural-labeling
—6— 2" |evel, Natural-labeling
1.6 | —*<— 1! |evel, Custom {00,11,01,10}
|| —+F—2""level, Custom {00,11,01,10}
—v— Sum-rate
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T
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Fig. 7. The point-to-point achievable rate for 4-PAM under different labelings

The bit-additive structure under linear coding admits 2™
different correlations;® examples for 4-PAM are shown in
Table I where p; is the correlation between level 7 at the source
and level 7 at the relay. This table shows the correlation of 4-
PAM source/relay codewords when each of the two levels of
4-PAM are either fully correlated or uncorrelated, as required
by linear codes. The label sets are assigned sequentially to 4-
PAM constellation symbols. The corresponding source-relay
rates are shown in Fig. 7.

The two parameters in the labeling that determine the total
transmission rate are the correlation achieved by each level
(if the level is used for correlation) and the source-relay
rate through each level (if the level is used for sending new
information to the relay). For ease of exposition we consider
a source-relay code implemented using a 4-PAM modulation.
The two parameters discussed earlier are the available point-to-
point (source-relay) rate shown in Fig. 7 for different labelings
and the available values of the correlation given in Table. I.

Therefore, if the position of the relay requires a modest
amount of assistance, there are two cases. Firstly, if the source-
relay SNR is very high, the achievable rates of both levels for
the two different labelings is almost the same. From Table. I,
it is shown that the maximum correlation other than one*
can be obtained by using natural labeling and assigning the
most significant bit for full correlation. Secondly, as the relay
moves far from the source, the SNR value at the relay goes
down (which leads to difference in the levels between the

3Because at each level, the bit-additive linear codes can produce correlation
ZEero or one.

#Maximum correlation between the source and the relay cannot be one
because this means that zero rate will be transmitted to the relay node, leading
to zero total transmission rate.
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natural labeling and the custom labeling) and the required
value of the correlation between the source and the relay also
goes down. To accommodate source-relay rate, it is better to
use the custom labeling and assign the least significant bit
for correlation because it already has a small rate penalty
compared to natural labeling. Table. I shows that assigning
the least significant bit of the custom labeling for correlation
will provide higher correlation than that of the natural labeling.

As explained earlier, there are also cases where the corre-
lation is unimportant (e.g. relay very close to destination) in
which case either of the labelings will perform the same.

To illustrate the effect of the choice of labeling on the per-
formance of linear codes, we use again the 4-PAM modulation
with the three labelings shown in Table I. The throughput
of a decode-and-forward relay is optimized subject to these
labelings and under a linear coding constraint, with the results
shown in Fig. 8, assuming the same system model with d;3=4.

Several different regions of operation clearly stand out. First,
when relay is close to the destination, correlation between
the source and relay is not required and in fact linear coding
does not incur a rate penalty. For other source-relay-destination
configurations, either a natural labeling or the custom labeling
performs best.

Remark 6: We observe that the Gray labeling is never the
best labeling in 4-PAM MLC in the relay channel. This is
because the mutual information curves for Gray labeling are
exactly the same as natural labeling, however, Gray labeling
produces smaller correlation than natural labeling. We also
observe that natural and Gray labeling perform very well
for —1 < d < 1. This is because in this setting, the relay
is so close to the source which makes the multiple-access
phase to be the bottleneck of the transmission. Therefore,
high correlation between the source and the relay is required.
Table I shows that natural and Gray labeling can provide
higher source-relay correlation.

Remark 7: In this Section, it was assumed that the same
modulation constellation is used at the source and the relay,
including the labeling. A non-identical labeling will interfere
with the level-wise correlation and does not confer any obvious

advantages.

Remark 8: Optimization of labeling can be performed via
exhaustive search for small constellations. For large constella-
tions, as mentioned earlier, the performance penalty of linear
codes is vanishingly small (due to availability of a large set of
feasible correlation values), therefore any labeling (e.g. natural
labeling) works well and there is no need for optimizing the
labeling.

C. Slow Fading Relay Channel

In this section, we consider that the channel coefficients
are fixed over each transmission block and the channel state
information is known at the receiver (CSIR). In this case, the
information that can be transferred form the source node to
the destination node is

I =min{I(Xy; Ya|Xo, Hi2), [(X1, Xo; Y3|Has, H13)}
(19)

and the mutual information between level ¢ at the source and
level 7 at the destination is

I; = min{I(B;; Y2| B!, Xy, Hys),

I(B;, Ci; Y3|B™1, C* 1 Hag, Hiz)} (20)

Assuming that the transmission rate of level ¢ is R;, the
outage event of level 7 is I; < R;. The outage probability is
then given by

Poutage = JPr(li <Ri) <> Pr(l; <R;)  (21)
where the last inequality is from the union bound. Each of
the mutual information I; can be calculated numerically in a
similar manner to the curves in Fig. 7.

D. Fast Fading Relay Channel

In this section, we show the applicability of our analysis and
design to the Rayleigh fading channel with channel state at the
receivers. Assume that the fading coefficient between node @
and node j is H;;. The three channel gains are all independent
and identically distributed with a normal distribution N (0, 1).
In this case, the decode-and-forward transmission rate is

R <

max
Px, x5 (21,22)

min {Ep,, [[(X1; Ya| X2, Hi2)],

E b5, Has [1(X1, Xo; Ya|Hisg, Haz)| } (22)

where E is the expectation operator. Therefore, the multi-
level decomposition in (16) is still valid, given the following
averaging over the channel coefficients:
I(Bi;Ya|C™, B'™") = En,, [1(Bi; Y2|C™, B'™", Hyy)]
(23)

I(By, Ci; Y3| B, C' )
=Ky, 125 [1(Bi; Y2|C™, B Hys, Has)|  (24)

The code design criteria described earlier depends on prior
knowledge of the point-to-point mutual information curves



in Fig. 7 and the correlation supported by each level in
Table 1. These metrics will change in a fading environment
however, it can be easily obtained by averaging over the
normally distributed fading coefficient. Having reached to
these quantities, the design will follow directly the same steps
described earlier.

E. Multi-antenna Relay

Assume that the relay node has N receive antennas and
M transmit antennas. Also, assume that the channel state
is known at all nodes. The bold letters in this subsection
represent the vector version of the variable. In this subsection,
we show that the proposed multilevel transmission and code
design follows directly in this case. We start with the source
relay transmission. The only difference in this case is that the
relay receives multiple versions of the transmitted symbol and
can combine them with any of the existing techniques such
as maximum ratio combining. The transmission rate from the
source to the relay in this case becomes

Rsp < (X1 Y| X0, HY, ... H{}") (25)
= I(B™ Y| Xy, HY,...,HL) (26)
=N I(B; Yol X, BTL HY . HE) @7

which implies that the transmission rate of level 7 at the source
is upper bounded by
Ri S Z I(Bzy Y2|X27 Bi_la Hl(é)a ..
i=1

LHS))(@8)

Now, we show that the relay-destination transmission can
be modeled as a single antenna transmission. Assume that
the channel from the ith antenna at the relay node to the
destination node is HQ(? To show that the system can be
modeled as a single antenna relay, we assume a Gaussian input
relay channel. The relay can use the M transmit antennas to
provide power gain by sending the same signal X5 from all the
antennas. Assuming that the transmit power of each antenna
is PQ(Z), we have the following constraint

M .
S RV <P
i=1

The received signal at the destination is

Ys =Y H{\/ P Xo + His\/Pi(X1 + X2) + 13 (30)
i=1

= (Z ) V Py + Hiz/P1)Xa + Hiz /P Xy + g
=1
(31)

which is equivalent to single antenna relay channel where the
channel gain from the relay to the destination is

ZH%) V Pz(i) + Hi3\/Pr.
i—1

(29)

(32)

This requires an optimization over the powers of the transmit
antenna at the relay however, once the power allocation is
optimized, the problem becomes similar to the single relay
antenna transmission.

V. ERROR EXPONENT ANALYSIS

In a point-to-point channel, the error exponent upper bound
takes the form

P, < ean(R) (33)

where n is the blocklength and F(R) is the error exponent as
a function of the transmission rate. In this section we derive
an upper bound error exponent for the proposed transmission
and compare it with the error exponent of the channel with
no restrictions on the input. The error exponent of the full-
duplex decode and forward relay channel was studied by
Li and Georghiades [36] under backward decoding. Brad-
ford and Laneman studied the error exponent of the full-
duplex relay channel under sliding window decoding [37].
Tan [38] produced the full-duplex relay error exponent for
partial decode and forward and compress and forward under
backward decoding. We study the error exponent of multilevel
coding in full-duplex relay under sliding window decoding;
the backward decoding analysis is similar and is omitted for
brevity.

The error event in the relay channel has two components,
the decoding error at the relay and the decoding error at the
destination node. An error at the relay node will lead to an
error at the destination with very high probability. For the sake
of clarity, we need to define two error probabilities at each
node, er is the probability of error at the relay given that
the previous block was decoded successfully and ep is the
probability of error at the destination given that the current
block is decoded successfully at the relay and the previous
block is decoded successfully at the destination. These error
probabilities are defined conditioned on a previously suc-
cessful decoding to simplify the analysis. It was shown by
Bradford and Laneman [37] that the probability of error in
the full-duplex relay communications can be upper bounded
by

PeS(B—l)(ER—l-ED) (34)

where B is the number of blocks.

Since each probability of error at each node has an as-
sociated error exponent that determines an upper bound on
the probability of error, each error probability can be upper
bounded by it’s error exponent. This leads to the random
coding error exponent of the entire transmission,

_ log2(B 1)
D

where ER(R) and Ep(R) are the random coding error ex-
ponents corresponding to €r and ep respectively and D is
the total number of transmission symbols in the B blocks
(D = nR) where n is the blocklength.

In the rest of this section, for the sake of completeness we
state the error exponents in (35) for the probability of error
at each node under no encoding restriction. Consequently,

B(R) > - min{Ex(R), Ep(R)} (35)



we present the same error exponents under multilevel coding
and finally for the multilevel coding with multistage decod-
ing. In the following, for brevity and clarity of exposition,
probability distributions are distinguished by their respective
arguments. Recall that superscripted variables are vectors (e.g.
B™ = [By,...,By] and b1 = [by,...,b;_1]). Summations
are over the entire defined range of their subscript variable (or
vector).
The error exponent for the probability of error at the relay,
Egr(R), is given by
Ey(R) = s [Eyy(pe. P(x) = peF]

Z)sPe

(36)

where p. is the random coding error exponent tilting param-
eter and

Ey =

1 lpe
g Y [ P[Pl Pl vy ],
z2 €1

(37

In order to obtain the error exponent of the proposed
multilevel encoding, we replace X; and X, by B” and C™
and using the independence between the components of B™
and C™, we find

Eo = _IOgZ/HP(Ci)X
[ZHp(bjlcj)P(yﬂbm’cm)ﬁ 1+Pedy2
b g

For error exponent under multistage decoding, we consider
the decoding of each B; at the receiver subject to successful
decoding of the previous stages. Thus, each decoder can be
thought of as operating on a channel with input B;, output
Y, and state B'~!. Ingber and Feder [39] derived a random
coding error exponent for channels with side information at
the receiver

(3%)

E(pe) = — logE[2_Es(”e)],

where s is the state of the channel. Similarly, Calculating the

error exponent under multistage decoding at level ¢ requires
averaging over Bi~! since at level i, the decoder knows the
outputs Bi~! of the preceding decoders. Therefore, Fy; of
level 7 is given by

1ogZ/

cm, bi—1

(39)

5, = ™ i)

. 1 1+pe
[ Pl ) Pllm, ey |y 40)
b;

Now, we are left with combining the error exponents in all
the levels to obtain Ey; under multistage decoding. In a point-
to-point channel, Ingber and Feder derived a random coding
error exponent of multilevel coding and multistage decoding as
a function of the error exponent of the individual sub-channels
with state known at the receiver as mentioned earlier [34,
Theorem 3]. The main idea is that the total error exponent
is dominated by the minimum error exponent of all the levels.

Inspired by their bound, the error exponent of the decoder at
the relay E'r(R) under multistage decoding is

ER*P(R) =

max
Ri,P(bi,Ci)Vi

(41)

mlin max[Eél — pe Ry
p

The error exponent at the destination, Ep(R), is more
complicated as it involves sliding window decoding. Bradford
and Laneman [37] decomposed this error exponent to rely on
the window size L and two other metrics, namely

EO(PmP(Ith)) =
1 1+pe
— log/ |: Z P(xl,xg)P(y3|x1,x2)m} dy3 (42)

Z1,T2

EOQ(pBa P(ZCl, IQ)) -

—10g Y [ Pan)[ Y Plarfoa) Plysher, )

1+Pe
} dys

(43)

Obtaining these two parameters for the proposed multilevel
transmission will require replacing X; and X with B™ and
C™ respectively to give

EO(peup(bm m)) =

e[ 27

bm cm

1+pe
bm m y3|bm m) 1+Pe :| dy3:|

(44)

[ZHP(bj|Cj)P(y3|bmacm)l+lpc}Hpcdyg} (45)
b g

Under multistage decoding, B*~! will be decoded and
passed to decoder i before it starts decoding B;. Therefore,
the error exponent should be averaged over B'~! in (44) and
(45) to evaluate the error exponent while decoding level .
This gives

Ej(pe, P(O™, ¢™)) =
) . ) 1+4pe
1o Y [ [ 30 PO Pl ey |
bi—1 b;,c™
Bipe PO™™) = ~log 3° [ Pl b7
cm bw 1
1+Pe
dys

[ Pl b Pyl )
b;

We now numerically compare the error exponent of the
proposed transmission under multistage decoding with the
general error exponent of the channel with no restrictions
on the encoding or decoding. These results were obtained
by exhaustive search over the input distributions Pg,|c, (bi|c;)
and Pc, (¢;) and the tilting parameter p. to find the maximum
error exponent. Please note that the random variables B; and
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C; are binary random variables, so the optimization of each
distribution is just over one parameter taking values in [0, 1].
For the case with no restriction on the encoding or decoding,
the error exponent was found by exhaustive search over the
input constellation distribution which requires significantly
more computation. Fig. 9 shows the error exponent of the
proposed multilevel transmission under multistage decoding
at the relay and destination under 4-PAM constellation. The
figure shows that when the window size increases, the error
exponent of the proposed transmission gets closer to that of
the general encoding at the source and relay nodes.

VI. SIMULATIONS
A. Modulation Constellations & Achievable Rates

We assume equal transmit power and the source and the
relay nodes, P, = P, = P, and unit variance noise at
the relay and destination. The noise power at the relay node
includes the thermal noise and the residual self-interference.
To demonstrate the performance of the relay channel in a
variety of link SNRs, we assume a path loss model following
the setting of the well-known work of Kramer et al [40], with a
path loss exponent o = 4. The source, relay and destination are
aligned on a line, with source-destination distance d;3, source-
relay distance d, and relay-destination distance do3 = d13 —d.
In our simulations we take d;3 = 4. The link gains are
therefore h;; = (%)O‘/Q.

The figures also include, for comparison purposes, the
achievable rates for the unconstrained Gaussian relay channel:

.1 2 2
Rprp = 0?3§1m1n{210g (1+ [Hi2*Pi(1 = |p]?)),

1
B log (14 |Hys|> Py + |Has|* Py + 20\/|H13|2P1|H23|2P2)}

The transmission rates of the proposed multilevel coding
are shown in Fig. 10. The transmission rates were obtain
by exhaustive search over the input distribution to obtain
the maximum achievable rate. The results show that the gap
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Fig. 11. Rate of multilevel transmission when using linear codes for 4-PAM

and 8-PAM constellations, Py = P> = 13dB

between the transmission rate of the proposed transmission
and the Gaussian input transmission rate is very small and
gets smaller with larger constellation size. The gap is smaller
when the relay is far from the source and the source-relay link
has smaller SNR.

Fig. 11 shows the degradation in the achievable rates when
the source is enforced to use linear component codes. This
implies that in the full-duplex relay, the achievable rates are
sensitive to the correlation, which is unlike the half-duplex
relay case reported in [41]. The 8-PAM constellation achieves
significantly higher rates when the relay is close to the source,
where the signaling calls for strong correlation, because the 8-
PAM has a bigger set of feasible correlations under the linear
coding constraint.

B. Error Rate Simulations

The DVB-S2 LDPC codes are used as component codes
for each of the levels at the source node and the relay node
to examine the performance of the proposed multilevel trans-
mission. The rates of the LDPC codes are chosen according



to the design criteria in Section IV. The blocklength of the
component codes is n = 64k. Both the relay and destination
nodes used belief propagation decoding at each level where
the maximum number of iterations is set to 50.

The decoding at the relay node is performed as follows:
While decoding level 7 of the signal X at the relay, the relay
knows two parts of X; already. The first is the vector U™
which is the cloud center of X; and the second is the vector
V=1 which is the output of the preceding decoders, assuming
correct decoding. Therefore, the LLR of level ¢ at the relay is

P(y2|um7 Ui_lu O)

LLR, =1 .
%8 Plyafum,vi 1, 1)

(46)

where
1

o
P(y2|u™, v ;) = Pl v T, 07)

Z P(y2|um7 Um)
v;’}H

The decoding at the destination node is performed as
follows: Assuming that the destination node will decode the
signal from the relay node and then decode the signal from the
source node, the LLR of level ¢ of the relay at the destination
node is

P(ys|c",0)
LLRgp =log ———— 47
0T Pyl ) 7
where
- 1
i—1 L\ m m
P(y3|C 701) P(Ciil,ci) E P(y3|b , € )

The next step is to decode the signal from the source given
the transmitted signal from the relay with

P m pi=l0
LLRSD :log P(y3|c U ? )

—_— = 48
(y3|cm7bz—1,1) ( )

where

, 1
Pysle™ b7l b)) = ————— ) P(ys|b™, ™
(y3|C ) ) ) P(Cm, bzfl, bz) bz (y3| c )

m

141
and C™ carries all the information about the cloud center of
the source signal.

In each of the error plots, a capacity threshold is marked
that corresponds to the relay constellation constrained capacity
in each case. The source and relay powers are identical
throughout all simulations, enabling the use of a single scale
for power (dB) in the error curves. In each of the simulations,
the rates at each level are found by exhaustive search so that
the sum-rate is maximized.

Fig. 12 shows the bit error probability and frame error
probability for 4-PAM multilevel transmission at dy2 = 1 and
« = 2. The figure shows the performance of the three labelings
shown in Table I. The total transmission rate is R = 0.8. In
general, for each labeling, the bit-wise correlation is not the
same. However, for the current channel parameters, the bit
wise correlations used in these simulations were p; = 0 and
p2 = 1 which means that the least significant bit provides
assistance to the relay transmission via correlation and the
most significant bit sends new information to the relay.
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Fig. 13 shows the bit error probability and frame error
probability of 8-PAM multilevel transmission at dio = 2.5
with a = 4. The total rate transmitted from the source node
to the destination node is R = 2.28. The optimal value of the
bit-wise correlations using linear codes in the current channel
conditions are p;1 = 0,p2 = 0 and p3 = 0 which is the
same as the general encoding case p = 0. This is because
the relay-destination channel is very strong and does not need
any assistance from the source.

We show the performance of a 16-QAM constellation in
Fig. 14 where dy2 = 1.5 and « = 2. The total rate transmitted
from the source node to the destination node is R = 3.5. In
this case, we used non-linear codes only at one of the least
significant bits to provide the necessary gain and linear codes
at the other three levels.

Remark 9: As mentioned earlier, to avoid rate loss, the
source-relay codes need a non-uniform marginal distribution,
which is not available via a (full-rank) linear code. In this
section, we used DVB-S2 codewords in which a prescribed
number of randomly-located binary symbols were converted
to zero. A practical implementation of this scheme requires
a pseudo-random number generator at the transmitter and
receiver and the maintenance of synchrony between them.’
An alternative approach is non-random assignment of zeros
using a puncture design method [27]. Figures 12, 13, and
14 represent simulations where superposition codes were con-
structed with DVB-S2 codes together with random zero assign-
ment; parallel experiments with puncturing design resulted in
roughly similar performance, i.e., within 0.2 to 0.3dB of the
experiments with random zero assignment.

VII. DISCUSSION AND CONCLUSION

Multilevel coding in the decode and forward relay channel
is studied. A coded modulation technique is proposed where
the correlation between the source signal and the relay signal

SIf the decoder does not know the locations of these zeros, there will be a
performance penalty of 1 to 1.5dB in performance.
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is controlled by the pairwise correlation between each level in
the source and the corresponding level at the relay. Multistage
decoding is studied and the necessary rates of each level
for two different ways of multistage decoding are derived.
A simple implementation of the proposed transmission using
binary addition is presented. The labeling design is addressed
and guidelines for it are presented. The error exponent of
the proposed transmission is also studied, showing the loss
in error exponent due to the proposed transmission is small.
Numerical results show that the proposed multilevel coded
modulation enjoys capacity approaching performance. From
the implementation viewpoint, it is shown that a performance
that is very close to the constellation constrained capacity
is obtained by using standard point-to-point LDPC codes as
component multi-level codes for the relay channel.

One of the main features of the present work is that it
provides a systematic design process that is easily adapted to a
variety of channel conditions (SNRs and rates). Furthermore,
since the design of the coded modulation is reduced to the
design of point-to-point binary codes, it enjoys a number of
advantages including availability at a wide range of block
lengths.
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