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1. Introduction

Consider the classical second-order elliptic interface problem:
—V-(BVu)=f, inQ2 U, (1.1)
u=g, onas2, (1.2)

where the domain £2 € R? is assumed to be separated by an interface curve I" into two subdomains £2* and £2~. The
diffusion coefficient 8(X) is a piecewise constant:

BT ifXe 2,
IS(X) - {ﬁﬁ- ifX e _Q+,
and the exact solution u is required to satisfy the jump conditions:
[ulr =0, (1.3)
[BVu-n]. =0, (1.4)
where n is the unit normal vector to the interface I". Here and from now on, for every piecewise function v defined as
_JvX)ifX e 27,
T let(X) ifX e 2T,
we adopt the notation [v]| = v*| — v7|.
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The IFE method was introduced in [1] for solving an 1D elliptic interface problem with meshes independent of the
interface. Extensions to 2D elliptic interface problems include IFE functions defined by conforming P; polynomials [2-6],
conforming Q; polynomials [7-10], nonconforming P; (Crouzeix-Raviart) polynomials [11], and nonconforming rotated-
Q; (Rannacher-Turek) polynomials [12-14]. IFE shape functions in these articles are H! functions defined with a line
approximating the original interface curve in each interface element. Recently, the authors in [15,16] developed IFE spaces
according to the original interface curve where the local degrees of freedom are of Lagrange type. The goal of this article is to
develop and analyze IFE spaces constructed with the actual interface curve and the degrees of freedom as the integral values
on element edges.

There are two motivations for us to consider IFE functions with integral-value degrees of freedom and with the actual
interface curve instead of its line approximation. First, as observed in [ 13,14], IFE functions of this non-Lagrange type usually
have less severe discontinuity across interface edges because their continuity across an element edge is weakly enforced
over the entire edge in an average sense. Compared to Lagrange type IFE spaces, the IFE spaces with integral-value degrees
of freedom, such as the one considered in [13], usually do not require additional penalty terms in order to obtain accurate
approximation in both the actual computation and the error analysis. This important feature is corroborated by numerical
examples in this article and [14].

The second motivation is our desire to develop higher degree IFE spaces for which using a line to approximate the interface
curve is not sufficient anymore because of the O(h?) accuracy limitation for the line to approximate a curve. Recently, we have
constructed high order immersed finite element spaces based on curve partition using the least squares method [17]. Even
though the analysis for IFE functions in this article is still for lower degree nonconforming P; or rotated-Q; polynomials,
we hope our investigation can serve as a precursor to the development of higher degree IFE spaces. In addition, we will
demonstrate later that the framework presented here can also be applied to nonconforming IFE spaces based on the line
partitioning [11,13,14].

Even though the new IFE spaces presented here seem to be natural because they are constructed locally on each interface
element according to the actual interface curve of the problem to be solved, the related investigation faces a few hurdles.
The first one is that the new IFE functions are discontinuous in each interface element except for trivial interface geometry
because, in general, two distinct polynomials cannot perfectly match each other on a curve. In contrast, almost all IFE spaces
in the literature are continuous in each element. This lack of continuity leads to a lower regularity of IFE functions in interface
elements such that related error analysis demands new approaches different from those in the literature [5,8,14,18,19].
Another issue is that the interpolation error analysis technique based on the multi-point Taylor expansion in the literature is
not applicable here because new IFE functions are constructed with integral-value degrees of freedom instead of the Lagrange
type degrees of freedom.

The rest of this article is organized as follows. In Section 2, we introduce some basic notations, assumptions and known
results to be used in this article. In Section 3, we extend the multi-point Taylor expansion established in [5,7,14,16] to a
multi-edge expansion for piecewise C? functions such that the new expansion can handle integral-value degrees of freedom.
Estimates for remainders in this new expansion are also derived in this section. In Section 4, we show that the integral-
value degrees of freedom imposed on each edge and the approximated jump conditions together yield a Sherman-Morrison
system for determining coefficients in an IFE shape function on interface elements. We show that the unisolvence and
boundedness of IFE shape functions follow from the well-known invertibility of the Sherman-Morrison system. A group
of fundamental identities such as partition of unity are also derived for new IFE shape functions. In Section 5, we establish
the optimal approximation capability for IFE spaces with the integral-value degrees of freedom defined either according
to the actual interface or to a line approximating the interface curve [11,14]. In Section 6, we present some numerical
examples.

2. Preliminaries

Throughout this article, we adopt the notations used in [16], and we recall some of them for reader’s convenience. We
assume that £2 C R? is a bounded domain that is a union of finitely many rectangles, and that £2 is separated by an interface
curve I" into two subdomains 2% and £~ such that 2 = 2+ U 2 U I'. For any measurable subset 2 C £2, we consider
the standard Sobolev spaces W*?(£2) and the associated norm || - llx.p.e and semi-norm |v|, , 5. The corresponding Hilbert
space is H¥(2) = Wk2(£2). When £2° = 2 N 2° # @, s = +, we let

PWSP(2) = {u : ulgs € WRP(2%), s=+; [ul=0and [Vu-n;]=0on I' N 2},

int

PCk

int

(2)={u:u|p € CH2%), s=+; [ul=0and [BVu-nr]=0o0n I" N},
with the associated norms and semi-norms:

p el . p . p - 'p -~ = 'p -~ 0p ~
e =0, Tl e Thpo = par Tk, a-
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Specifically, if p = 2, we have the corresponding Hilbert space PHm[(fZ) with the norms || - ||, » and semi-norms ||, . When
p = oo, we define

I oo = Max(l - oo ot > 1 lkooa=) Ilioo,e = MaxX( s i+ 5 koo, 2-)-

Let 7, be a Cartesian triangular or rectangular mesh of the domain £2 with the maximum length of edge h. An element
T € Ty is called an interface element provided the interior of T intersects with the interface I"; otherwise, we name it a non-
interface element. We let 7, and 7;" be the set of interface elements and non-interface elements, respectively. Similarly, &}
and & are sets of interface edges and non-interface edges, respectively. Besides, we assume that 7 satisfies the following
hypotheses [20], when the mesh size h is small enough:

(H1) The interface I" cannot intersect an edge of any element at more than two points unless the edge is part of I".

(H2) The interface I" can only intersect the boundary of an interface element at two points, and these intersection points
must be on different edges of this element.

(H3) The interface I” is a piecewise C? function, and the mesh 7}, is formed such that the subset of I" in every interface
element T € 7} is C2- continuous.

(H4) The interface I" is smooth enough so that PC2 (T) is dense in PH2,(T) for every interface element T € 7.

In addition, in the following discussion, all the elements T and the corresponding subelements T* = T N £2* are considered
as closed sets.
On an element T € 7y, we consider the local finite element space (T, [Ty, Xr) with

I — Span{1, x, y}, for Crouzeix-Raviart (C-R) finite element functions, 2.1)
r= Span{1, x, y, x> — y*}, for rotated-Q; finite element functions, ’
1 .
Xr = { Ibi] WT( s:ieZ, Vyre HT} ) (2.2)

whereZ = {1,2,..., DOF(T)} is the index set with DOF(T) = 3, 4 depending on whether T is triangular or rectangular and
b;, i € T are edges of the element T. In addition, let M; be the midpoint of the edge b;, i € Z. Recall from [21] that (T, ITr, XT)
has a set of shape functions ¥; 1, i € Z such that

1
byl

where §;; is the Kronecker delta function.

Furthermore, we let p = 8~ /B, and onevery T € T’ ‘we use D, E to denote the intersection points of I" and 9T, and let
I be the line connecting D and E. Let i = (f,, i)' and n( ) = (nx(X) ny(X)) be the normal vector to land to I" at X € r,
respectively. In the following discussion, s is the index that is either — or +, and s’ takes the opposite sign whenever a formula
have them both. Let F be an arbitrary point either on the line [ or the interface curve I" N T. We associate the point F with a
vector V(F) = (v(F), vy(F))" such that the following two cases will be considered:

w,T(X)ds—ay, [ir|or <€ [V¥ir| o, <Ch7 ijeT, (2.3)

1 IfF e 'NTbutF # D, E, then v(F) = n(F) and T is partitioned by I" into two subelements T

curve
2 IfF e |, thenletv(F) = mand T is partitioned by I into two subelements T}, ,, s = +.

=T%s==.
Lemma 3.1 and Remark 3.1 in [16] provide a critical ingredient in our analysis: on a mesh fine enough, there exists a
constant C such that
v(F)-n > 1—Ch% (2.4)

As in [16], we will employ the following matrices:

e — (B FIETX) (B8 — DR 25)
B/ = DXy (X)  7y(X) + B°/ 7 5 (X) ‘

W) = ! (ﬁyny( F)+ B*/B* Tixvn(F) —ﬁxvy(F)+ﬁS/g"ﬁxvy<F)> 26)
n - n(F) _ﬁynx( )+ﬂ /ﬂ nyvx( ) ﬁxvx(F)+,Bs/ﬂs r_lyvy(F) '

where s = + and MS(F) is well defined since (2.4) implies that n - n(F) > 0 when h is small enough.
3. Multi-edge Taylor expansion on interface elements
In this section, we derive a multi-edge expansmn fora functlon uon an interface element to handle integral-value degrees

of freedom. We will show that the integral value ‘b i fb X)ds, i € T can be expressed in terms of u and its derivatives for
various configurations of the interface and edges. Estimates for the remainders of this expansion will be given.
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We partition the index set Z into three subsets 7~ = {i : b; C T}, 7+ = {i : b; C TT}and ™ = {i : ;N T* £ @, s = +}.
Given an edge b;, for every point P € b; and X € T, we note that Y(t, P, X) = tP 4 (1 — t)X, t € [0, 1] is a point on the line
segment connecting P and X. We note that for some points X and P, the line PX may intersect the curve I" N T at multiple
points. Define

Tine = {X € T : there exists a point Y € T N I", such that XY is a tangent line to /" at Y}

which is actually formed by the line segments inside T each of which is tangentto T N I" at anend pointY € I" N T. Lemma
3.1in[16] shows that |T;,;| < Ch® when the mesh is fine enough.

First we derive the multi-edge expansion for a point X € Tyon = T \ Tinr. For convenience, we define T}, = Tpon N T%. We
note that for any P € 3T, the line segment PX intersects with I" N T either at no point or at just one point. In the second case,
X and P sit on different sides of I N T and we denote the intersection point by Y; = Y;(t, P, X) fora t; = t;(P, X) € [0, 1].
Consider a piecewisely defined function R; : b; x Tpon — R, given by

2

1
d
1—t)—=u(Yy(t, P, X))dt, ifPeT Nb;, X eTs,,
Ri(P,X) = /0 (1= 05 il ) ’ non (3.1)

Ri1(P, X) + Rio(P, X) + R3(P, X), ifP e T Nb;, X €T

non’

where
fi dzus
RalP.X) = [ (1= 055 crte. P 0
0 dt?
1 dzus’
RalP.X) = [ (1= 0 (0. P X0, (32)
G
. [id ~
R(P, X)=(1— tf)/ T ((M(Y;) = DV (Y, X)) - (P — X)) dt.
0
Foru € PCI%[(T), recall the following multi-point Taylor expansion formulation and the estimates of (3.1) and (3.2)
from [16]:
w(P) =uv'X)+ Vu'(X) - (P — X)+ Ri(P,X), if Pe T°Nb;, X € T}, (3.3)
u (P) =u'(X) + VU'(X) - (P — X) + ((M*(Y:) = I) Vu'(X)) - (P = Y,) 34
34
+ R(P,X), ifP €T Nb, X TS,
and for any fixed P € b;,
IR(P. lo,rs,, < Ch*|ulyr, s ==, Viel (3.5)

Integrating (3.3) and (3.4) on each edge b; with respect to P, we obtain the following multi-edge expansion for u*(X) with
XeT :

non*

“;7' W(P)ds(P) = u(X) + Vus(X) - (M; — X) + Ri(X), i € T°, (3.6)
il Jb;
ﬁ u¥ (P)ds(P) =u*(X) + Vi(X) - (M — X) + Ri(X)
Heb ] (3.7)
+ ((MS(Y;) — 1) Vus(X)) - (P — Y)ds(P), i € T°,
il Jb;
ﬁ f u(P)ds(P) =u*(X) + Vu*(X) - (M; — X) + Ri(X)
Heb 1 (3.8)
+ — ((MS(Y:) — 1) Vus(X)) - (P — Yyds(P), i € T™,
bil Jyinrs
where
Ri(X) = —— [ R(P,X)ds(P). (3.9)
bil Ja;

Now we estimate these reminders R;.
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Lemma 3.1. Assume u € PC2(T), then there exists a constant C independent of the interface location, such that

IRillors,, < CR*|ulyr, s =+, VieT (3.10)

non

Proof. By the estimate (3.5) and Minkowski inequality, we have

o\ 2
1Rillos,, = f (i f R,-(P,X)ds(m> ax
15, \bil J,
/( (Ri(P, X)) dX) ds(P)
Sibd Tion

2
Tl

We now consider the multl edge expansion for X € Ti,. We start from the following first order multi-point Taylor
expansion for every u € PCmt( ):

|U|2T ds(P) < Ch*|ul,7. O

U¥(P) =’(X)+Ri(P,X), X €Ty, Peb;, icI, (3.11)
where R; : b; x Tj,y — R is a function defined by

Ri(P,X) = /0] %(Y,(t,P,X))dt = /01 Vu(Yi(t, P, X)) - (P — X)dt. (3.12)
Integrating (3.12) on each edge b; with respect to P, we obtain the following multi-edge expansion:

m . u(P)ds(P) = u(X) + Ri(X), i€z, where RiX)= “:' Ri(P, X)ds(P). (3.13)

According to Sobolev embedding theorems, since u € H?(T*), we have u € W1$(T*), s = +. Hence we can estimate the
reminders in (3.13) in terms of the norms || - ||1,6,7-

Lemma 3.2. Assumeu € PHiZM(T), then there exists a constant C independent of the interface location such that for the fixed t
IRi(P, Moz, <Ch*llullver- (3.14)
Proof. We consider the linear mapping & : X — X=tP+ (1—t)Xfort € [0, 1] and P € b; which maps Tj, to

Tine(t) = {tP 4+ (1 — )X : X € Tin)-

Since £ is a linear mapping, |f,-m(t)| = (1 —t)?|Tinc] < C(1—t)*h3. Now by Hélder's inequality and following the similar idea
employed in [22], we have

1/2 1/2
(f (Vu(Y;) - (P — X)) dX) <Ch</ |Vu(Yi(t, P, X))| dx)
Tint Tint
1/2
=Cc(1—t)" (/ ’w 2dX>
T;

int

A\ 3 .6 . 1/6
gC(l—t)‘lh(/: 13/2dx> (/ [Vu(X)| dX)
Tine Tint

<C(1 =07 ullier

Then by Minkowski’s inequality and the estimate above, we have

1 2 1/2
||R1-(P,-)||0,T,.n,=< / (/ Vu(Y,-)-(P—X)dt) dX)
Tint 0

1 1/2
g/ ( (Vu(Yi)-(P—X))de> dt
0 Tint

1
_ 3C
<Olulr [ (1= 07"dt = Wlulor
0

which completes the proof. O
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Finally, we give estimates for the remainder in the multi-edge expansion (3.13) in the following lemma.
Lemma 3.3. Assume u € PH,.ZM(T), then there exists a constant C independent of the interface location such that
IRillo.7,, < Ch*|lull167. i€ L. (3.15)

Proof. The result follows from Lemma 3.2 and arguments similar to those used in the proof for Lemma 3.1. O

4. IFE spaces and their properties

In this section, we use the finite element space (T, [Ty, X7) for T € 7y described in (2.1) and (2.2) to develop the
nonconforming Py and rotated Q IFE spaces with integral-value degrees of freedom. First we prove the unisolvence of the IFE
shape functions on interface elements by the invertibility of the Sherman-Morison system. Then we present a few properties
of IFE spaces which play important roles in the analysis of approximation capabilities. We note the framework presented
here provides a unified approach for both nonconforming P; and rotated Q; IFE spaces developed in the literature [11,13,14]
and the new ones defined with the actual interface curve.

4.1. Construction of IFE spaces

First, on every element T € 7, we have the standard local finite element space

Sp™(T) = Span{yir : i€ I}, (4.1)

where ;1,1 € T are the shape functions satisfying (2.3). Naturally (4.1) can be used as the local IFE space on each non-
interface element T € 7. So we focus on constructing the local IFE space on every interface element.

The main task is to construct IFE shape functions on an arbitrary interface element T € 7;1' . We consider the IFE functions
in the following form of piecewise polynomials

o) — {¢;(X) ey if XeT,,

4.2
o (X) ey if X TS, (42)

where p = curve or line, as described in Section 2, such that the jump conditions (1.3) and (1.4) are satisfied in the following
approximate sense:

bl = o7 1), if T is a triangular element, (4.3)
b1l =111 Py ) = dlPf ). if T is a rectangular element, :
B~ V5 (F)-V(F) = BHVei(F) - v(F), (4.4)

where F is an arbitrary point as described in Section 2 and [ is the segment connecting the intersection points of the interface
with edges of T. Let T8 = 7° U I, s = +. Without loss of generality, we assume that ‘IT‘ < ZT’ For an IFE function ¢r
under the integral degrees of freedom constraints

1

b1l ¢T( Jds=v;, i€T, (4.5)
the COHdlthl‘l 4.3) 1mp11es that ¢r can be written in the following form
(X) + coL(X) if XeT,,
D avir(X)+ Y viir(X) if X e T, (4.6)
ieT— ezt
where L(X - (X — D) and VL(X) = n. Then, applying the condition (4.4) to (4.6) leads to
co=k| Y aVyir(F) v(F)+ Y viViir(F)-v(F) |, (4.7)
ieT— i€zt
where k = (% - 1) V) is well defined for h small enough, since m - v(F) > 1 — Ch?> > 0 by Lemma 3.1 in [16]. Moreover
we have
1 1
ki<|t—-1)] ——. (4.8)
0 1 — Ch?
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Substituting (4.7) into (4.6), setting (4.5) for j € Z— and using the first property in (2.3) for i, j € Z—, we obtain
1 1 1
b= or(X)ds = H/ (61 (X) + coL(X)) ds + H/ ¢F (X)ds
bj bjﬂT_ bjﬂT+

1
- ¢>T+(X)ds+c—° / L(X)ds
h J, h Jonr-

)

k
-y (afj + 5 rR)-viP) [

— b;NT—
i€eZ™

L(X )ds) Ci

i 100 3 (Vv v e jeT
bjﬁT7

h :
ezt

which can be written as a Sherman-Morrison system:

(I+kéyT)c =, (4.9)
for the unknown coefficients ¢ = (¢;),.z—, where
1
y = (Vvir(F) - v(F)), 7=, 8= 5 (/ L(X)ds) , (4.10)
binT~ ieT—
k
b=|vi—; / L(X)ds >~ V5 r(F) - v(F)v; (4.11)
binT—

jezt ieT—
are all column vectors.
Now we present two lemmas that are fundamental for the unisolvence of the IFE shape functions in the proposed form.

Lemma 4.1. For an interface element with arbitrary interface location and an arbitrary point F € I, we have 7§ < [0, 1].

Proof. Because of the similarity, we only give the proof for the rectangular mesh. Without loss of generality, we consider the
typlcal rectangle: A] = (0, O),Az = (h, O),A3 = (h, h), A4 = (0, h)Wlth b] = A1A2, bz = A2A3, b3 = A3A4, b4 = A4A1.Taking
into account of rotation, there are two possible interface elements that I" cuts b; and b, or cuts by and bs. For simplicity,
we only show the first case. And similar arguments apply to the second case. Let D = (dh, 0) and E = (0, eh), for some
d,e €[0,1]and F = (td, (h — t)e), for some t € [0, h]. Thus, n = (e, d)/+/d? + e2. By direct calculation, we have

de
Ts = 2 4 o2 2 2
yé= W(S(d + €®) + 6(2t/h — 1)(d’e — de?) — 6de) ,
which shows that y”§ is linear in terms of t. Furthermore, by a direct verification, we have
de
Te _ 2 2 2 2 . _
Va—m(ﬂd + e?*) — 6(d’e — de®) — 6de) € [0, 1], if t =0,
de
Te _ 2 2 2 2 . _
ys—m@(d +e)+6(de—de)—6de)e[0,l], if t =h,

and these guarantee y'§ € [0, 1]. O
Lemma 4.2. For sufficiently small h, there exists a constant C depending only on p such that

1
1+ ky'8 > min <1, 7) — Ch. (4.13)
0

Proof. We first consider the case F € Isothatv(F) = m,and thus,k = 1/p—1.By Lemma 4.1, we have 1+k »"§ > min (1, %)

which implies (4.13) naturally. For the case F € I" N T, we introduce an auxiliary vector y = (Vwi,T(Fl) - ﬁ)id—_ where F

is the orthogonal projection of F onto I. Then from Lemma 4.1, we have $7§ € [0, 1]. Therefore, the proof essentially follows
from the same argument as Lemma 3.1in[16]. O

Theorem 4.1 (Unisolvence). Let 7, be a mesh with h small enough. Then, on every element T € 77; given any vector
v = (v1, V2, 3, v4) € R for the rotated Q; case (or v = (v1, va, v3) € R> for the C-R case), there exists a unique IFE function ¢y
in the form of (4.6) satisfying the approximated jump conditions (4.3)- (4.4). Furthermore, we have the following explicit formula
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for the coefficients in the IFE shape functions:
(¥"b)s

—p— kL
¢ 1+ kyTs

(4.14)

Proof. Lemma 4.2 implies 1+ ky"8 # 0 for h small enough. Hence, the existence and uniqueness for coefficients ¢;,i € 7~
and ¢q as well as formula (4.14) follow straightforwardly from the well known properties of the Sherman-Morrison formula
and (4.7). O

On each interface element T, Theorem 4.1 guarantees the existence and uniqueness of the IFE shape functions ¢;r,i € T
such that

|b|/¢,rX)dS—8u, i,jeT, (4.15)

where §;; is the Kronecker delta function, which can be used to define the local IFE space as

SI(T) = Span{¢;r : i € T}. (4.16)

As usual, the local IFE space can be employed to form a suitable global IFE function space on £2 in a finite element scheme.
For example, we can consider the following global IFE space:

Sh(2) ={v € [X(2) : vl € SPPT)IT € 73, vl € SP(T)IFT € T;

(4.17)
/U|T1(P)dS(P) = /v|T2(P)ds(P)Ve €é&p, YT, T, € Tpsuchthate e Ty N Ty} .
e e

Remark 4.1. We note that if 3~ = g%, thenk = 0and ¢ = b = (v;)iez- such that the IFE shape function defined by
(4.6) becomes its standard rotated Q; or linear finite element shape function counterpart. In addition, when |T~| or |T™|
degenerates to 0, the whole element is occupied by only one piece of polynomials. This means the IFE shape function defined
by (4.6) also becomes the corresponding rotated Q; or linear polynomial. These features have been called the consistence of
the IFE shape functions [7,14].

Remark 4.2. Using the line partition of interface elements, the IFE function space obtained in (4.17) is identical to the
nonconforming P; IFE space on triangular meshes[11] or the nonconforming rotated Q; IFE space on rectangular meshes [ 14].

4.2. Properties of the IFE shape functions

In this subsection, we present some fundamental properties for the IFE shape functions ¢r. The first two results are similar
to those in Theorem 5.2 and Lemma 5.3 in [ 16] and the proofs of these results are essentially the same.

Theorem 4.2 (Bounds of IFE Shape Functions). There exists a constant C, independent of interface location, such that
$irleoer <Ch ¥, i€Z, k=0,1,2, VT e 7}. (4.18)

Lemma 4.3 (Partition of Unity). For every interface element T € 771’ we have

Do) =1, VX eT. (4.19)
ieT
Now, on every interface element T, for each i € Z, we choose arbitrary points X; € I to construct two vector functions:

AX) =Y (M; = XD (X) + Y (M (F) = D) (M; — Xi)§ (X)

ieZ ieTs

1 (4.20)
+ - > / (M’(F) = I)' (P — X;)¢ 1(X)ds(P), if X €T,
TS
iGI’”t

where s = 4 and p = curve or line. By Lemma 3.4 in [16], A4(X) is well defined since it is independent of location of
Xi € l,i € Z. We can simplify Ay(X) further by the partition of unity:

AX) =) M (X) =X + > (M (F) — X5 (X),
ieZ ieTs

1 —s —
ta X [ B =17 - Xt 00ds(P)
b;NTS

iezint

(4.21)
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from which we have A(X) € [ITr], since ¢ (X) € ITr,s = +, for i € Z. Moreover, by the independence of X;, i € Z, we
could interchange X; with an arbitrary fixed point X € I and obtain

AX)= D (Mi=X)pir + Y (M (F) (M —X)pir —X +X Y o5y

iezsuzint iezs ieZ

) (4.22)
+ (M(F) =1 Z <E / (P~ )?)ds(P)) &7 1(X).
iezint binT®
By the identity ; [, (P — X)dS(P) + f f, - (P — X)ds(P) = (M; — X), i € "™, (4.22) yields
AX) =) (M= X)pir+ Y (M (F) (M — X) 1 — po(X)
ieZs iezs' yTint
B ) B (4.23)
—@EH -1y (E | - X)ds(m) #5100,
iezint binT®
where po(X) =X — )?Ziez¢iT = X — X, s = &, by the partition of unity. We consider a vector function
¥ (X) = Po(X), ifX €T,
YoX) =1 _ S . _ (4.24)
Yo (X) =M (F))'po(X), ifXeT,,

where p = curve or line and X is an arbitrary point fixed on L.
Lemma 4.4. For any point X € |, the vector function ¥, defined by (4.24) belongs to [S,';“f(T)]Z.

Proof. It suffices to verify that ¥, satisfies the conditions (4.3) and (4.4). First it is easy to see 8xx(1/f5r) = 0u(¥y) =0,s ==+

— — — — T
Besides, for any X € [, Lemma 3.3 in [16] implies that ¥, (X ) — qﬁg(x ) = <M+(F) - I) (X — X) = 0, and hence ¥,
satisfies (4.3). Finally, Lemma 3.3 in [ 16] also shows that

o - _[(—+ T
BV (F)-vF) = g~ (M (F)) W(F) = B*W(F) = B* VW5 (F) - v(P).
Therefore ¥ satisfies (4.4). O
Now we consider an auxiliary piecewise vector function given by

ATX) = AL (X) ifX e TS,
AX) = . (4.25)
AX)=M (F)'A_(X) ifXeT,,
where p = curve or line.
Theorem 4.3. A(X) defined by (4.25) is in [s;’;ﬂ(r)]2 and
f A(X)ds(X) =0, VieT. (4.26)
b;
Proof. First, by comparing the coefficients of ¢;; in As in (4.22) for s = + and ¢;; in A, in (4.23) for s = — and using
Lemma 4.4, we have
_ — _
A= Y (Mi—X)dir+ Y (M (F) (M —X)gjr — ¥,
jeztuzint jez—
) (4.27)
L ME - Y (h | —X)ds(P)> .
. b;nT=
jEI’”t )

which is actually a linear combination of (¢ r, o), (0, ¢j,T)T, and ¢,. Therefore A € [S,’;"f(T)]z. Next fori € 75, s = =, it is
easy to show (4.26). And for i € 7", by (4.27), we have

f A(X)ds(X) =(M; — X) — 1/ (X — X)ds(X) — (M+(F))T1/ (X — X)ds(X)
b; h b;NT+ i

@) - 1T (1 [ (P—Y)ds(P)):o_ .
h biNT—
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Theorem 4.4. On every interface element T € 771’ we have

> (M- X)+ Y (M (F) — 1) (M; — Xi)s 1(X)

1621 . (4.28)
T2 / (M(F) — 1)/ (P — Xi)¢{ 1(X)ds(P) = 0, VX €Ty,
iezint binT’
and
DM = X)3ahlr(X) + ) [(M_(F) - D'(M; - Yi)adq)iT(X)]
b . (4.29)

+ > ( f M’ (F)—1)'(P —)?,»)ds(P)) 84} 1(X) —eg =0, VX € TS,
b;NTS

,szt

wheres = &, p = curveor lineandd = 1, 2, 8y = 9, 9, = 9, are partial differential operators, and e4, d = 1, 2 is the canonical
dth unit vector in R2.

Proof. The identity (4.28) follows from Theorem 4.3 and the unisolvence, and (4.29) is the derivative of (4.28). O

5. Optimal approximation capabilities of IFE spaces

In this section, we show the optimal approximation capabilities for two classes of IFE spaces defined by curved interface
and its line approximation, respectively. This is achieved by deriving error bounds for the interpolation in IFE spaces.
We start from the local interpolation operator It : C°(T) — Sy(T) on an element T € T;:

> (ﬁ/ uds) YirX), ifT e 7,
il Jb;

houX)=q"" (5.1)
Z (—/ uds) dir(X), ifTeT,.
= \Ibil J,
Then, as usual, the global IFE interpolation I, : C%(£2) — Su($2) can be defined piecewisely:
(In)ly = Inru, VT € Th. (5.2)
First for the local interpolation I ru on every non-interface element T € 7,", the standard argument [21] yields
71 — ullo.r + hllpru — uly ; < Ch*[ulyr, Yu € H*(T). (5.3)

On each interface element T € 771’ fors = +,i € 7, we consider two functions E; : b; X Ty,op — RandF; : b; X Tpon — R
such that
(M(Y;) = M°(F))Vi*(X)) - (P — X;), ifP e N T* X € TS, ,
0, otherwise,

El(va) = {
(5.4)

— s 2 2 s/ S
F(P, X) = ((M (F)=DVu (X)) (Yi = X;), ifPebiNT* , X € Tyyps
0, otherwise,

where 7,4/= 7,1(1’, X)and X; € I,i € 7. We note that E; and F; are piecewisely defined on b; x T,n. Furthermore, integrating
fori e 78 UZ™, (5.4) leads to the following two functions & : Tyon — R and F; : Tpon — R:

&(X) = 7/ Ei(P, X)ds(P), F(X)= 1/ Fi(P, X)ds(P), if X € T}, (5.5)
b;nTs' h b:NTS

Note that & and F; are also piecewisely defined on T. Their estimates are given in the following theorem.

Lemma 5.1. There exists a constant C > 0 independent of the interface location such that the following estimates hold for every
T € 7 andu € PCA(T):

2
I€illo,zs,, < Cholulyrs, N Fillors

non

< Ch*ulygs, s ==+ (5.6)
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Proof. By the Lemma 5.7 in [16], for fixed P € b; N T¥, we have
2 2
IE(P, llo.rs,, < Chlulyrs, WF(P, llors,, < Ch™[ulyrs. (5.7)
Then, the estimate (5.6) follows from the same arguments as in the proof for Lemma 3.1. O
We now derive expansions for the interpolation error. The first group of expansions are for the interpolation error at
X € Tpon given in the following theorem.

Theorem 5.1. Let T € 771 and u € PC2 (T). Then for any X; € 1, i € Z, we have

int

hru(X)—u(X)= Y (&+ Fpir(X)+ Y Rigir(X), VX € T3, NTS, s = =, (5.8)
ieTs uTint i€
da(hru(X) —u(X)) = Y (& + F)dagpir(X)+ Y Ridadhir(X), VX € Ty, T3, s =+, (5.8b)
ieTs uTint ieT

where p = curve or line, d = 1or 2, R} and &, F; are given by (3.9), and (5.5), respectively.

Proof. First,forX € T}, N T;, s = =, substituting the expansion (3.6), (3.7) and (3.8) into the IFE interpolation (5.1) and
using the partition of unity yields

Ingu(X) =u(X) + Vus(X) - Y (M; = X)p{ 1(X) + Y RS 7(X)

ieZ ieZ
£ 3 (@ —1) vu0) - @~ Toasteygis0 59)
iezs’
+ > - / / Yi) — 1) V(X)) - (P — Y)ds(P)g$ 1(X), s = +
,EIH’II ﬂTS

Applying (4.28) in Theorem 4.4, we have

hu(x) =) - 3+ / ) Vi (X)) - (P — Xds(P)ur(X) + 3 Rigu(X)
iezs ieT
1 Ve s v s
- -Xi;t E »/l;'ﬂfs/ (<M (F) B I) Vu (X)) ' (P - Xl)dS(P)(p"T(X)
= (5.10)
+y ! / (VT — 1) Ve 00) - (P — F)ds(P ) 1 0X)
iezs

Py /,, (@ = 1) vu00) - (P = Vds(PIr(X). 5 = +

iezint

Then substltutmg P 7(1 = (P Vl) + (?,- — X;) into (5.10) yields (5.8a). Furthermore, applying the expansions (3.6), (3.7) in
daln,ru(X) =Y st fb P)ogepi r(X), d = 1, 2, yields

dalh Tu(X) =V'(X)- Z(M X)0ad51(X) + ) Ridasi (X

ieT ieZ
3 g (0@ 1) V) 0~ Toas g0 51
iezs
+ Z / / —I) Vi'(X)) - (P — ?i)ds(P)ad¢iT(X), s ==+
iezint bint®

Finally, using (4.29) and similar argument above, we have (5.8b). O

The second group of expansions are for X € T, which is much simpler. Using (3.13) in I, ru(X) defined in (5.1) and the
partition of unity, we have

Tn1u(X )= Y Ripir(X), VX € T, (5.12a)

ieT
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Oglp,ru(X) — dqu(X) = —0qu(X) + ZRiad@‘,T(X), VX €Ty, d=x, Y. (5.12b)

i€
5.1. Curve partition
In this subsection, we derive error bounds for the interpolation in the IFE space defined according to the actual interface

I" on each interface element, i.e., the local IFE functions on each interface element T are defined by (4.2) with Tj = T},
s = +. We first derive an estimate for the IFE interpolation error on T;,.

Theorem 5.2. There exists a constant C > 0 independent of the interface location such that for every u € PHﬁﬂ(T) it holds
ITn7tt = tllo o + HlIn U — uly g < CH*(Julyp + [ulyr), VT €T, (5.13)
Proof. Oneach T € 7;, Theorems 4.2 and 5.1 show that there exists a constant C such that for every u € PC2,(T) we have
Mnru—ullos,, <C 1 Y (&llos, + 1 Flor,) + Y IRillors, | - (5.14)
ieTs' yzint i€
C
Bl r = wllog,, < o [ D2 (Meillorg,, + 1 Fillors,,) + D IRillorg,, | d=1.2. (5.15)
iezs' yzint ieZ
Then, applying Lemmas 5.1 and 3.1 to the two estimates above yields
vt = ullozs,,, + hllnru — uly g5 < CR(Julyp + Julyr), s =+
The estimate (5.13) foru € PCifH(T) follows from summing the inequality above for s = —, +. And the estimate (5.13) for

ue PHﬁn(T) follows from the density hypothesis (H4). O

Furthermore, for the estimation on T, using the fact u PW%}G(T), we have
Theorem 5.3. There exists a constant C > 0 independent of the interface location such that for every u € PHiZM(T) it holds
nru — o1, + hllhru—ulyr < Ch?|lullier, VT €T, (5.16)

Proof. Firstly, Theorem 4.2 and (3.15) imply that
IRi pirllor,, <Ch*lulier and R dadirllor,, < Chllullier-
where d = x, y. Using the Holder’s inequality again, we have

1/2 1/3 1/6
(/ (adu)zdx> <(/ 13/2dx> (/ (adu)GdX> < Chllully 67
Tine Tine Tine

Then, (5.16) follows from applying estimates above together with the density hypothesis (H4) to expansions in (5.8). O

Finally we can prove the following global estimate for the IFE interpolation by summing the local estimate over all the
elements.

2
int

Theorem 5.4. For any u € PH;, (£2), the following estimate of interpolation error holds

Tt — ullo. + hilhu — uly o < Ch*|Jullz.e- (5.17)
Proof. Putting (5.13) and (5.16) together, we have

= ullo,r + hllnru = uly ¢ < CH*(Jullzr + ullisr). YT €75 (5.18)
Then, by summing (5.18) and (5.3) over all the interface and non-interface elements, we have

IThu — ullo.@ + hilhu —ul; o < Ch*(lull2.e + llull16.2)-
We note the following estimate from [23] that for any p > 2

Iull} o5 < Cllull3 s, s ==+

Combining the two inequalities above leads to (5.17). O
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5.2. Line partition

In this subsection, we derive error bounds for the interpolation in the IFE space constructed by using the straight line to
approximate the actual interface I" on eacgsinterface element, i.e,, the local IFE functions on each interface element T are
defined by (4.2) with T; = T: ,s==x.LetT =T NT: andT be the subset of T sandwiched between I" and [ . Because

s line’ non line
T C Tyon, S = %, by the same arguments for Theorem 5.2, we have
a7t = ullg 75 + hllaru — ul, 75 < Ch*(|july r + [uly7). s=%, YT € T} (5.19)

Similarly, the estimate (5.16) is also valid for the IFE space constructed using the straight line to approximate the actual
interface I _

For T, we note that there exists a constant C such that |T| < Ch3. Then, applying the same arguments as those for
Theorem 5.3, we can prove the following theorem.

Theorem 5.5. There exists a constant C > 0 independent of the interface location such that for every u PHizm(T) it holds
Inru — ullgF + hllhru — ul; 5 < Ch*|lullier, s==4, VT €T,. (5.20)
For each interface element T € 7}, because
T=(T UT UTUTw),
we can put estimates above together to have

It = ullor + hlla gt — uly ¢ < CR(llullor + ullisr), YT €T, (5.21)

Finally, by the same arguments for Theorem 5.4, we can derive the global interpolation error estimate given in the
following theorem for the IFE space constructed by using the straight line to approximate the actual interface I".

Theorem 5.6. Forany u € PH%[(Q), the following estimation of interpolation error holds
ln,ru = ullo,e + hllnrtt — uly o < Ch?|lullz,q. (5.22)

Remark 5.1. The estimate (5.22) is also derived in Theorem 3.12 of [14] through an argument based on the interpolation
error bounds for the rotated-Q; IFE space with the Lagrange type degrees of freedom.

6. Numerical examples

In this section we present some numerical results to demonstrate features of the interpolation and Galerkin solution
for IFE spaces discussed in the previous sections. We shall consider two examples with different interface shapes. The first
example is the same as the one in [24]. Specifically, the solution domainis 2 = (—1, 1) x (—1, 1) which is divided into two
subdomains £2~ and £2% by a circular interface I” with radius ry = 7 /6.28 such that 2~ = {(x, y) : x> +y? < rg}. Functions
fand g in (1.1) are given such that the exact solution to interface problem described by (1.1)-(1.4) is given by the following
formula:

ﬂi_r"‘, (x,y) e 27,
u(x,y) = 1 1 1 (6.1)
/%r“—i-(ﬁ—w) rd, (xy) e et

where r = /x2 + y? and a = 5. The second example has a flower-like interface, which is also tested on the same domain
2 =(—1,1) x (-1, 1), as illustrated in Fig. 6.1. The exact solution is given by

(x*> +y*)%(1 + 0.4 sin(6tan"'(y/x))) — 0.3

T , (x,y)e 27,
M= e +¥%)*(1 4 0.4sin(6tan"'(y/x))) — 0.3 - o
o , (xy)e 7.

Although numerical examples for two different interface shapes are presented here, our extensive numerical experiments
and error analysis indicate that the proposed IFE spaces can be constructed and they can perform optimally for general
interfaces as long as the hypothesis (H1)-(H4) are satisfied. In our numerical examples reported here, we construct IFE
spaces by rotated-Q; polynomials defined with the actual interface curve, and the flux continuity (4.4) is enforced at the
midpoint F of the curve I N T for constructing IFE shape functions. To avoid redundancy, we only present numerical result
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Fig. 6.1. The flower-like interface with 6 petals.

Table 1
Interpolation errors and rates for the rotated-Q; IFE function, 8~ = 1 and
B+ = 10000 for the circular interface.
h lu — Ihullo,e Rate lu—Ipuly o Rate
1/20 6.3804E—4 2.7693E—-2
1/40 1.6776E—4 1.9272 1.4436E-2 0.9399
1/80 4.3557E-5 1.9454 7.4385E—3 0.9566
1/160 1.1100E—-5 1.9723 3.7803E—-3 0.9765
1/320 2.8083E—6 1.9828 1.9060E—3 0.9880
1/640 7.0568E—7 1.9926 9.5704E—4 0.9939
1/1280 1.7692E-7 1.9959 4.7959E—4 0.9968
Table 2
Galerkin solution errors and rates for the rotated-Q; IFE solution, 5~ = 1,
Bt = 10000 for the circular interface.
h llu — upllo,e Rate [u—uply g Rate
1/20 1.4221E-3 2.8852E—-2
1/40 3.4863E—4 2.0283 1.4822E-2 0.9610
1/80 8.5873E—5 2.0214 7.5721E-3 0.9689
1/160 2.1046E—-5 2.0286 3.8057E-3 0.9925
1/320 5.7133E—6 1.8812 1.9154E-3 0.9905
1/640 1.4044E—6 2.0243 9.5891E—4 0.9982
1/1280 3.4603E—-7 2.0210 4.8004E—4 0.9982
of relatively large coefficient jump, i.e, 8~ = 1, B+ = 10000. Similar behavior are observed for the reverse of jump values

B~ = 10000 and B+ = 1 and for small coefficient jumps.

Since IFE functions on each interface element T € 771’ are defined as piecewise rotated-Q; polynomials by two subelements
sharing a curved boundary I" N T, integrations over these curve subelements require special attentions when assembling
the local matrix and vector. These two subelements can be such that one is a curved triangle and the other one is a curved
pentagon, or they are two curved quadrilaterals, all of them just have one curved edge. For the quadratures on the curved
pentagon, we can partition it further into a straight edge triangle and a curved edge quadrilateral. Then we use the standard
isoparametric mapping for integrations on curved triangles and quadrilaterals.

Tables 1, 3 and 2, 4 present interpolation errors u — I,u and Galerkin IFE solution errors u — uy for both examples,
respectively. The errors are measured in terms of the L> and the semi-H! norms generated over a sequence of meshes
with size h from 1/20 to 1/1280. The rates listed in these tables are estimated by the numerical results generated on two
consecutive meshes.

Data in Tables 1 and 3 clearly shows the optimal convergence rate for the IFE interpolation for both examples, which
agrees with our theoretical analysis before. The IFE solutions uj, in Tables 2 and 4 are generated by the standard Galerkin
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Table 3
Interpolation errors and rates for the rotated-Q; IFE function, 8~ = 1 and
BT = 10000 for the flower interface.
h llu — Ihullo, e Rate [u—Ihuly g Rate
1/20 4.3903-3 2.0254E—1
1/40 1.1592E-3 1.9212 1.0185E—1 0.9917
1/80 2.9131E—4 1.9925 5.0519E—2 1.0116
1/160 7.3475E—-5 1.9872 2.5369E—2 0.9938
1/320 1.8425E—5 1.9956 1.2687E—2 0.9998
1/640 4.6166E—6 1.9968 6.3506E—3 0.9983
1/1280 1.1551E—6 1.9988 3.1759E-3 0.9997
Table 4
Galerkin solution errors and rates for the rotated-Q, IFE solution, 8~ = 1,
BT = 10000 for the flower interface.
h llu — upllo.e Rate [u—uply o Rate
1/20 7.6399E—3 2.2195E—-1
1/40 2.1394E—3 1.8363 1.0926E—1 1.0225
1/80 4.9755E—4 2.1043 5.3539E—2 1.0291
1/160 1.2497E—4 1.9933 2.6142E—2 1.0342
1/320 3.1951E-5 1.9676 1.3027E—2 1.0048
1/640 7.2910E—6 2.1317 6.4176E—3 1.0251
1/1280 1.8670E—6 1.9654 3.1966E—3 1.0055

formulation with a discrete bilinear form [5,6,14] without any penalties on interface edges such as those used in the partially
penalized IFE methods in [24]. This means the IFE method used to generate data in Tables 2 and 4 is simpler than the one
discussed in [24]. The data in Tables 2 and 4 demonstrates that the classic scheme using the nonconforming IFE spaces
developed in this article performs optimally also for both examples. Finally, we refer readers to [ 13,14] for numerical results
generated with the nonconforming IFE spaces defined with the line approximation.
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