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Distributionally Robust Contingency-Constrained

Unit Commitment
Chaoyue Zhao @ , Member, IEEE, and Ruiwei Jiang, Member, IEEE

Abstract—This paper proposes a distributionally robust
optimization approach for the contingency-constrained unit
commitment problem. In our approach, we consider a case where
the true probability distribution of contingencies is ambiguous,
i.e., difficult to accurately estimate. Instead of assigning a (fixed)
probability estimate for each contingency scenario, we consider a
set of contingency probability distributions (termed the ambiguity
set) based on the N — k security criterion and moment infor-
mation. Our approach considers all possible distributions in the
ambiguity set, and is hence distributionally robust. Meanwhile,
as this approach utilizes moment information, it can benefit
from available data and become less conservative than the robust
optimization approaches. We derive an equivalent reformulation
and study a Benders® decomposition algorithm for solving the
model. Furthermore, we extend the model to incorporate wind
power uncertainty. The case studies on a 6-Bus system and the
IEEE 118-Bus system demonstrate that the proposed approach
provides less conservative unit commitment decisions as compared
with the robust optimization approach.

Index Terms—Distributional robustness, N — k security crite-
rion, unit commitment.

NOMENCLATURE
A. Sets
& Index set of time periods.
N Index set of all buses.
& Index set of all transmission lines.
En,) Index set of transmission lines from bus n.
E.n) Index set of transmission lines to bus n.
G Index set of all generators.
Gn Index set of generators at bus n.
H Index set of all system components, H =G U £.

B. Parameters

NL; No-load cost for generator .

SU; Start-up cost for generator :.

SD; Shut-down cost for generator 3.

UT; Minimum up-time for generator 7.
DT; Minimum down-time for generator .
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LB; Minimal power output if generator ¢ is on.

UB; Maximal power output if generator 7 is on.

RU; Ramp-up limit for generator z.

RU; Start-up ramp-up limit for generator :.

RD; Ramp-down limit for generator 3.

RD; Shut-down ramp-down limit for generator .

B¢ Unit cost of electricity generation from generator 7 in
the /th piece of its approximate fuel cost function.

¢ Constant term in the /th piece of the approximate fuel
cost function of generator .

Kun Capacity of transmission line (m, n).

O, Maximal value of the phase angle at bus n.

(2 Minimal value of the phase angle at bus n.

Xmn Reactance of transmission line (m, ).

My, Sufficiently large constant number to linearize the
power flow equation of transmission line (m, n).

Ei(") Fuel cost function of generator 7.

Dy Load at bus n in time period £.

Wt Wind power output at bus n in period ¢.

B Unit penalty cost for load shedding at bus n in
period £.

P Unit penalty for over-generation at bus n in period £.

Dn Failure probability of bus n.

P Failure probability of transmission line (m, n).

ng Number of geographical zones.

C. First-Stage Variables

Yit Binary decision variable to indicate the on/off status
of generator ¢ in period £. “1” if it is on and *0”
otherwise.

Ui Binary decision variable to indicate if generator i

starts up at the beginning of period £. “1™ if it starts
up and “0” otherwise.

Uy Binary decision variable to indicate if generator i
shuts down at the beginning of period ¢. “1” if it
shuts down and “0” otherwise.

e Dual variables of the distributionally robust
formulation.

D. Second-Stage Variables

Tig Amount of electricity generated by generator i in
period £.
o Power flow on transmission line (2, n) in period t.
Ont Phase angle at bus n in period ¢.
i, Amount of load shedding at bus n in period £.
It Amount of over-generation at bus n in period £.
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A,m, 6,k Dual variables of the second-stage formulation.

¢,m Auxiliary variables for linearizing the bilinear
terms.

E. Random Parameters

Zi Binary variable indicating the contingency status of gen-
erator z. “0” if it is under contingency and “1” otherwise.
Binary variable indicating the contingency status of trans-
mission line (m, n). “0” if it is under contingency and “1”
otherwise.

Zmn

1. INTRODUCTION

ECURITY criterion is a critical component for maintain-
S ing power system reliability in daily operations. As extreme
weather (e.g., heat waves and snowstorms) increases in both fre-
quency and intensity, contingencies in power grids can become
more often and severe. Meanwhile, the growing penetration of
renewable energy (e.g., wind power) increases the instability
of power grids. One of the most well-known security criteria
in industrial practice is the N — 1 criterion ([1], [2]): a power
system with N components (including transmission lines and
generators) needs to continue meeting the electricity loads when
any single component suffers a contingency. This criterion can
be generalized to the N — k case (e.g., [3], [4]), which allows
the simultaneous failure of any k or fewer components. Based
on N — 1 and/or N — k criteria, many research works have
considered reliability in power system planning and operational
models, e.g., transmission expansion planning [5], [6], transmis-
sion switching [2], [7], and electricity market clearing [8]-[10].
An important stream of research, to which this paper attempts
to contribute, incorporates security criteria in the unit commit-
ment problem and is called the contingency-constrained unit
commitment (CCUC). A CCUC model aims to optimally ad-
just pre-contingency generation schedules so that the power
grid remains reliable when contingencies take place (e.g., [9],
[11]-{16]).

A key component of the CCUC models is to identify con-
tingencies. The classical approach is to set up a set of credible
contingencies based on power engineering expertise and indus-
trial practices, and ensure the system reliability in all credible
contingencies. For example, [9] optimizes energy and reserve
scheduling by considering all contingency scenarios in a pre-
specified credible set. [17] identifies a small subset of credible
contingencies (called “umbrella contingencies™) that can lead to
asimilar level of security as compared to considering all credible
contingencies. More recently, [18] proposes a co-optimization
framework for energy and ancillary services, and utilizes a
Benders’ decomposition approach to address the contingency
constraints.

Another important stream of research focus on stochastic
CCUC models that incorporate the probability of contingen-
cies. Different from the classical approach based on credible
sets, stochastic CCUC can optimize the expected value of social
welfare that covers all credible contingencies and their likeli-
hood of occurring. For example, [11], [12] consider a stochastic
security-constrained market clearing model and estimate the
probability of outages based on reliability theory and histori-
cal failure rates. [13] studies a stochastic CCUC model under

significant wind integration, and couples wind power, load, and
contingency in each scenario. [14] shows that incorporating
reserves in stochastic CCUC models can enhance both system
cost-effectiveness and reliability. [19] considers the possibility
of voluntary load reductions in better response to contingen-
cies. In addition to the consideration of expected social welfare,
[8] studies the probability of loss-of-loads and the expected
amount of loads not served in contingencies. More recently,
[20] formulates a chance constraint in the stochastic CCUC
model to ensure low probability of loss-of-loads. Although ef-
fective and extensively studied, the stochastic CCUC model still
faces challenges. For example, the model can become harder
to solve as the number of credible contingencies increases. In
particular, this computational challenge is significant when con-
sidering the N — k security criterion with exponentially many
contingencies.

To overcome this challenge, robust optimization models, i.e.,
robust CCUC approaches are proposed to find the most critical
contingencies via solving an optimization problem. Under the
N — E security criterion, [15], [21] propose first studies of find-
ing the worst-case generator outages, [16] applies a RO model
to compute the worst-case loss-of-load considering generator
outages, and [22] extends the RO approach in [15] to incor-
porate both generator and transmission line outages. On the
one hand, a unique feature of the robust CCUC approaches is
that they can automatically identify the contingencies that have
large impacts on the power system. On the other hand, they often
raise concerns of over-conservatism, i.e., sacrificing the average
cost-effectiveness in exchange of better cost-effectiveness in the
worst-case scenarios. Indeed, robust CCUC approaches focus on
the “worst-case” contingency while ignoring its probability of
occurring. This could lead to an unnecessarily high average cost
if the worst-case contingency is unlikely to occur in practice.

In this paper, we propose a distributionally robust optimiza-
tion (DRO) approach for solving the CCUC problem, termed the
DR-CCUC approach. This approach considers the probability
of contingency occurring and the corresponding expected total
costs and hence is less conservative than the robust CCUC ap-
proach. Meanwhile, DR-CCUC identifies critical contingencies
via solving optimization problems, and hence can handle expo-
nentially many contingencies as in the N — k security criterion.
More precisely, we construct an ambiguity set of contingency
probability distributions that match the N — k security criterion
and the available moment information (e.g., component fail-
ure probabilities, failure probability confidence intervals, etc).
By exploiting more information on the contingency probabil-
ity, the decision makers are able to discard certain probability
distributions and obtain a tighter ambiguity set. Accordingly,
the corresponding DR-CCUC approach becomes less conserva-
tive. Then, by optimizing the day-ahead UC, we minimize the
worst-case expected total costs with respect to all probability
distributions in the ambiguity set. In contrast, if we do not ex-
ploit any information on the contingency probability and only
incorporate the N — k security criterion in the ambiguity set,
then DR-CCUC reduces to the robust CCUC approach. DRO ap-
proaches have been proposed and studied from the perspective
of optimization methodology (see, e.g., [23]-[26]), and recently
have also been used in addressing the power system problems



under uncertainties, such as the UC problems (e.g., [27]-[29]),
optimal power flow (OPF) problems (e.g., [30], [31]), and con-
gestion management problems (e.g., [32], [33]). In our paper,
we propose a DRO approach for the UC problem with uncertain
component failures under the general N — k security criteria.
Our main contributions include:

1) The proposed DR-CCUC approach can handle exponen-
tially many contingencies as in the N — k security crite-
rion.

2) We derive an equivalent reformulation of the DR-CCUC
model that facilitates decomposition algorithms and com-
putationally efficient commercial software (e.g., CPLEX).

3) Based on a 6-bus and the IEEE 118-bus test instances, we
demonstrate that the DR-CCUC approach performs less
conservative than the robust CCUC approach. That is, in
the out-of-sample simulations, the UC decision obtained
from the DR-CCUC approach leads to a lower average
total cost than the one obtained from the robust CCUC
approach.

We organize the remainder of this paper as follows. In
Section II, we formulate the DR-CCUC model and describe
the ambiguity set of the contingency probability distributions.
In Section I1I, we derive a Benders’ decomposition framework
to solve the DR-CCUC model. In Section IV, we demonstrate
this approach on the 6-bus and the IEEE 118-bus system to ver-
ify the effectiveness and conservatism of the proposed approach.
Finally, we conclude this paper in Section V.

I1. MATHEMATICAL FORMULATION
We present the two-stage DR-CCUC model as follows.

m Z Z(NLiyﬂ + SU@TL“ + SDi'vit)

teT ieG
e Ep[Q(y, u,v,2)] (1a)
St —Yie—1) +¥ir — Yk <0,

Vie T,YieG,1<k—(t—1) <UT;, (Ib)
Yiti—1) — Yar T ¥ix < 1,

VieT,Vie G,1<k—(t—1)<DT;, (lc)
— Y1)+ —w <0, VieT,Vieg, (1d)
Yi(t—1) — Yir — Vig <0, Vte T,VieG, (le)
Yit, Uit, Vi € {0, 1}, VieT,Vied, (If)

where Q(y, u, v, z) represents the worst-case expected operat-
ing cost for given on/off status y;;, start-up u,;, shut-down v;;,
and realized contingencies z; and z;,,, and equals to the optimal
objective value of the following problem

min YN Fi(zu)+) Y (Peh, +Pray)  (22)
=06 T ieo teT neN
s.t. LBiyirzi < e < UBjyarzi, Vi€ T,Vie (G, (2b)
— BB B R S Zanlom:
V(im,n)e E,Vte T, (2¢)
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0,<60,:<0,, VteT VneN, (2e)
Tit — Ti(t—1) = RU;us + RU;y;(;-1),

Yte T,Vieg, (2f)
Ti(—1) — Tix < RD;v;; + RD;y;,

Vte T,Vie G, (2g)
(th - gnt)/an - f;fm + (]- - zmn)an > 01

V(m,n) e E,¥Vte T, (2h)
(Bmt = amt)/an = f:nn - (1 - zmn)an <0,

V(m,n) e E,¥Vte T, (2i)
ZIH‘_" Z f:lfl".lﬂ - Z f;im +Q‘;—t _q;;t
1€y mEeE o) me&y, 4

= Dﬂ,t == Wﬂt? Vt < T,V’n (S J'\I'I—- (Zj}

In formulation (1)—(2) described above, the objective func-
tion (1a) seeks to minimize the worst-case expected total cost
including the scheduling cost (i.e., costs for start-up, shut-down,
and keeping generators on) and the operating cost Q(y, u, v, z)
including the fuel cost and the penalty for load shedding and
over-generation. Note that the penalty term P, g, is mainly
to facilitate the mathematical modeling, and g,,, equals to zero
at optimality in all instances we test in Section IV. As com-
pared to the robust CCUC models ([15], [22]) that hedge against
contingency realizations {z;, 2, }, formulation (1)—(2) hedges
against their probability distribution P. As a consequence, the
proposed approach is distributionally robust and can be less
conservative than the robust CCUC approaches. In formulation
(1), constraints (1b) (respectively, (1c)) describe the genera-
tor minimum up-time (respectively, minimum down-time) re-
striction, and constraints (1d) (respectively, (1e)) describe the
generator start-up (respectively, shut-down) operations. In for-
mulation (2), F;(x;) represents the fuel cost of generator ¢
in period ¢ for generating x;; amount of electricity. We use
piece-wise linear functions to approximate the fuel cost such
that

F%(Is:)Z’}‘fyit‘!'BfIm VE=1,...,L, (3)

where L represents the number of pieces. Constraints (2b)—(2d)
describe the bounds for generation amounts, transmission flow
amounts, and phase angles, respectively. Constraints (2e) and
(2f) describe the ramping restrictions on the generation amounts,
including the start-up and shut-down ramping restrictions. Con-
straints (2g) and (2h) describe the power flow based on the dc ap-
proximation, i.., Zmn (Omt — Ont)/Xmn = %, and linearize
this equation based on a sufficiently large constant M,,,,,. For
example, we can set My, = max{(0, — 0,,)/Xmn, (On —
8.)/Xmn }. Finally, constraints (2i) represent the balance be-
tween generation and load at each bus.

A. Abstract Formulation

For notation brevity, we present formulation (1)~(2) in a com-
pact form as follows:
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min a'y+ B Ep[Q(y, 2)] (42)
st. Ay <b, y € {0, 1},3IQIIT|7 (4b)
where
Qy,2) = min c'z o8)
st. Br+Cy > d, (3b)
Ez+ Fz > f, (5¢)
Gz > g, (5d)
r > D(z)y, (5¢)

where z = [z;,zmn]" represents the (random) contingency
scenarios, y represents the first-stage decision variables
(y,u,v), = represents the second-stage decision variables
(z,q,0, f), constraint (4b) represents constraints (1b)—(1f),
constraint (5b) represents constraints (2e)—(2f), constraint
(5c) represents constraints (2c) and (2g)—(2h), constraint
(5d) represents constraints (2d) and (2i), and constraint (5e)
represents constraints (2b). In constraint (5e), D(z) represents
a (2|7(|G|) x (3]|7||G|) matrix such that [D(z)];; =LB;z;
and D(Z)]U_i_r}—”gn‘j = —UBiZ,; if 4= _’} mod |Q’| for all
j=1,...,|7||G|, while all the other components of D(z)
equal to zero. Meanwhile, vector y € R3/71I9 is such that

y= [yll:-'-:y|g|‘l:y12:"'

»Y|Gl,25 - - - 2 Y|G),|T) U‘T:'UT] Y

B. Ambiguity Set Construction

We consider an ambiguity set (denoted as D) consisting of
contingency probability distributions that match the N — k se-
curity criterion and the available moment information. More
precisely,

D:= (P eM,(®): Ep[Sz] <}, ©

where [i represents a vector of estimated mean values, matrix
S represents pre-specified coefficients, and M, (£2) represents
the set of all probability distributions on a sigma-algebra of (2,
the support of random vector z. We designate () based on the
N — k contingency criterion, i.e.,

o - {z ERM: 3z > N—k,z €{0,1},Vie ‘H}. 0
1EH
Note that we adopt a support of contingencies where no more
than k& components can simultaneously fail. Conditioned on €2,
the ambiguity set D can be interpreted as containing all con-
ditional probability distributions that match the moment infor-
mation in (6). In practice, the value of %k can be selected by
the power system operators or calibrated based on historical
data so that the probability of having more than %k simultaneous
failures is very low. Nonetheless, if k is set to be N, then 2
contains all possible contingencies. In the above definition of
D, we incorporate moment information of contingency z by ac-
cordingly designating matrix S and mean estimates /. Although
presented in a simple form (6), D can cover moment informa-
tion that is often available in practice or can be inferred from

historical data. As the proposed model utilizes the moment in-
formation of contingencies, instead of only the support {2 as in
the robust CCUC approaches, our approach can lead to less con-
servative UC decisions. We illustrate (6) in the following three
examples.

1. (Marginal Contingency Probability) The component
failure probabilities (denoted as p) can often be obtained
from historical data (see, e.g., [11], [12]). We can incor-
porate the marginal contingency probabilities by designat-
ingS=[I,-I]" cR*M>M" and i = [e —p,p— €] €
R2M where e € R?™ represents a vector of all ones. In
this case, the ambiguity set D can be recast as

D={PeM,(Q): Ep[l —zi]=p;, Vieg,
E]P[l - zmn] = Pmn> \Va(min) € g}:

where p; and p,,, represent the failure probability es-
timates of generator ¢ and transmission line (m,n),
respectively.

2. (Contingency Probability Confidence Interval) When
the failure probabilities are close to zero, confidence
intervals (denoted as [p,p"]) are often more reliable
than point estimates. We can incorporate the confidence
intervals by designating S = [—1,1]" € R2Mx/Ml and
i=[p" —e,e—p“]" € R?M In this case, the ambigu-
ity set D can be recast as

D={PeM(Q): pF <Ep[l -] <pl, Vieg,
p‘rl;tn S ]EP [1 - zmn] EPHUU ‘v’(m, n‘) € E}:

where [pF, pV] and [pL,,, pl ] represent the confidence
intervals of Ep[1 — 2;] and Ep[1 — 2y, ], respectively.
3. (Zone Contingency Rate) With insufficient historical
failure data, the zone contingency rates, describing the
likelihood of contingencies taking place in geographi-
cal neighborhoods, can often be obtained based on sys-
tem operators’ domain knowledge. Suppose that the set
of components H is geographically partitioned into ng
zones, i.e., H=H;i UHs U---UH,,, we can incor-
porate the zone contingency rates by designating ma-

trix S € R™ %%l such that for all i = 1,...,ng, row
Si = [lien,, —laen, s - - -, —Ljpyep, | indicates all com-
ponents within zone H;, where l,c3, = 1if h € H; and
1hen, = 0 otherwise for all h =1, ..., |H|. In this case,

the ambiguity set D can be recast as

D= {IP eM.(Q):Ep [Z (1 —Zh)]

heH;

< Biy 'v’z'zl,...,ng},

where s; represents an upper bound of the expected num-
ber of contingencies in zone H;.

III. SoLUTION METHODOLOGY

In this section, we derive a solution approach for solving the
DR-CCUC model (4)—(5). First, we note that the linear program
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(5) (i.e., formulation (2)) pertaining to Q(y, =) is always feasible
due to the load-shedding ¢ and over-generation curtailment g—.
Indeed, for any given UC (g, 4, v) and contingency Zz, solution
(&,4,0, f) is feasible to formulation (5) with Z;; = LB;gi;3:,
f:nn =0, 6, =0, ég::—t === max{Dm — Whe — ZTZEQ,, -'Eih{}}-,
and g,, = max{} ;g %it — Dnt +Whn:,0}. Second, we
rewrite the worst-case expectation supp.p Ep[Q(y,2)] as an
optimization problem

sup BelQ(u.2)]) = mpx [ Qs)P(@) (o
(S1) sit. L Sz P(dz) < . (8b)
f P(dz) =1, (8¢)

0

where constraints (8b)—(8c) represent P € D. Note that if we
disregard moment constraint (8b), i.e., if the ambiguity set only
incorporates the N — k security criterion, then formulation
(S1) assigns probability 1 to the worst-case scenario in 2.
In that case, DR-CCUC reduces to the robust CCUC ap-
proach. Based on standard duality techniques (see, e.g., [34]),
suppep Ep[Q(y, z)] equals to the optimal objective value of
the following dual formulation

. g
min it o
T>0,o H T

(D1) s.t. 7'Sz+a > Q(y,z), ¥z €Q,

where dual variables 7 and « are associated with constraints
(8b) and (8c), respectively. We substitute this dual formu-
lation for Ep[Q(y, z)] into formulation (4)—-(5) to obtain a
reformulation as follows:

min a'y+i'T+a (9a)
Y, 7200

s.t. (4b), (9b)

a>Qy,z)—7'8z, V2eQ. (9¢)

Based on reformulation (9a)—(9c), we employ a Benders’ de-
composition (BD) framework for solving the DR-CCUC model.
For any =z € (2, we call inequality (9c) a Benders’ cut pertaining
to z. In our BD framework, we start with a relaxation of reformu-
lation (9a)—(9c) by incorporating only a subset of Benders cuts
(9¢). The BD framework then iteratively adds in more Benders
cuts and obtains stronger relaxations till the stopping criterion
is satisfied. We summarize the BD framework as follows.

0. Input: lower bound LB := —oc, upper bound UB := 400,
optimality gap tolerance e, iteration number limit L, set of
Benders’ cuts CUT := ().

1. For{ =1,..., L, repeat the following steps:

(a) Solve the master problem

min ay+i'T+a (10a)
y.7=0,a
s.t. (4b), (10b)

with the current set of Benders’ cuts in CUT as
additional constraints. Record optimal solutions
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(%, 7%, a%), and set LB equal to the optimal ob-
jective function value.
(b) Solve the separation problem
‘ T
%{Q(y ,Z) — ('r ) Sz}. (11)
Record optimal solution z* and the optimal objective
function value V¥, and set UB equal to LB — of +
L
c) If [UB — LB|/LB < e or o > V', then return and
output * as an optimal solution; otherwise, go to
the next step.
d) Add aBenders’ cut a > Q(y, z°) — 77 S2¢ into set
CUT.
Second, we elaborate Steps 1.(b) and 1.(d) in the BD frame-
work. In the remainder of this section, we derive Benders’ cut
(9c¢) in both dual and primal forms.

A. Dual Benders’ Cuts
‘We first take the dual of linear program (5) to yield

Qy,2) = max (d—Cy)'A+(f—Fz)'n+g's

0,85
+y'D(2)"k (12a)
st. BIA+E" p+Gd+Kk<e, (12b)
A7, 8,6 >0, (12¢)

where dual variables A, 7, d, and « are associated with primal
constraints (5b)—(5e), respectively. It follows that the separation
problem (11) can be recast as

(d—Cy") A+ (f—F2)"n+g's

+ (") ' D(z)"k — ()" Sz (13a)
s.t. (12b)—(12¢) (13b)
Y u>N-k z {01}, ViecH. (13c)

ieM

For fixed y* and 7°, the objective function (13a) contains
bilinear terms ' Fz and D(z)' x between binary variable z
and the dual variables. We can linearize these terms by using
the McCormick inequalities:

Gj = Fiyymi —M(1—2z;), Gj > —Mz;, Vi,j (14a)
7 > Kk UB; — M(1— z), :rr;;- > —Mz;, Yi,t (14b)
Ty < kLB + M(1— z), 5 < Mz;, Vi,t. (14c)

where (;; represents 7, F;;z;, w; represents ;, UB, z;, m; rep-
resents x;;LB;z;, and M represents a sufficiently large con-
stant. Note that the linearization (14a)—(14c) are exact because
z; €{0,1} for all i € H and so formulation (13a)-(13c) is
equivalent to a mixed-integer linear program (MILP) that fa-
cilitates the off-the-shelf software (e.g., CPLEX). For notation
brevity, we let { :==7n'Fz and 7 := D(z)x, and present the
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obtained MILP as follows:
max (d—Cy') A+ fTn—C+g 6+ (y) =
— ()82 (15a)
s.t. (12b)—(12¢), (13¢), (14a)—(14c). (15b)

In the dual Benders’ cuts, we present Q(y, z) in its dual form
in constraint (9¢). Accordingly, we present Steps 1.(b) and 1.(d)
in the BD framework as follows:

1.(b-Dual) Solve the separation problem (15a)—(15b). Record
optimal solution (z*, A%, 7, 4%, k) and the optimal objective
function value V¥, and set UB equal to LB — of + V*.

1.(d-Dual) Add a Benders’ cut

a > (DEHE —CTA) y+d A+ (f - F) 'y
_i_chsf - (SZE)TT

into set CUT.

B. Primal Benders’ Cuts

The primal Benders’ cuts present Q(y, z) based on its primal
formulation (5). Accordingly, in the fth iteration of the BD
framework, adding a primal Benders’ cut generates a new set of
second-stage decision variables = pertaining to 2, the optimal
solution to the separation problem (11). We present Steps 1.(b)
and 1.(d) in the BD framework as follows:

1.(b-Primal) Solve the separation problem (15a)—(15b).
Record optimal solution (z*) and the optimal objective func-
tion value V¢, and set UB equal to LB — of + V*.

1.(d-Primal) Add a Benders’ cut

a>crf— (Szf)T'r
Bif 4+ Cy > d,

Ez' +F2' > f,
Gz' > g,

= > D(z')y

into set CUT.

In the case studies reported in Section IV, we add both pri-
mal and dual Benders’ cuts in Step 1.(d) to accelerate the BD
framework.

IV. CASE STUDY

In this section, we perform case studies on a 6-bus system
and the IEEE 118-bus system to test the proposed DR-CCUC
approach. We compare the DR-CCUC with the classical ro-
bust CCUC approach on both systems. All the experiments are
implemented in the C++ language with CPLEX 12.1 on a com-
puter workstation with 4 Intel Cores and 8 GB RAM. The time
interval for all the experiments is 1 hour.

A. 6-Bus System

The 6-bus system is composed of three thermal genera-
tors, six loads, and eight transmission lines. The layout of
the system is shown in Fig. 1 and the characteristics of the

Gl GZ

R n

Fig. 1. A Modified 6-bus system.
TABLE I
Bus DaTa
Bus Unit Hourly Load (MW)
By [ 20
Ba - 20
B3 Ga 20
By - 20
Bs Ga 20
By - 20
TABLE Il
GENERATOR DATA
Unit Lower Upper Min.down  Min.up Ramp
(MW)  (MW) (h) (h) (MW/h)
G 50 100 2 3 50
Ga 100 150 3 4 75
Ga 20 50 2 1 25
TABLE III
FUEL DATA, F} (24¢) = FUEL PRICE x (cz?, + bzat + a)
Unit a b (MBw/ e (MBtu/ Start-Up Fuel Fuel Price
(MBtu) MWh) MW?2h) (MBtu) ($/MBtu)
Gy 50 6.0 0.0004 100 1.2469
Ga 40 55 0.0001 300 1.2461
Gsa 60 4.5 0.0050 50 1.2462

buses, the loads, and the transmission lines are displayed in
Tables I-1V. Note that we approximate the quadratic fuel cost
curves displayed in Table IIT by using piece-wise linear func-
tions as described in (3). For this system, we consider the
N — 2 security criterion (i.e., we set £ =2 in the definition
of Q in (7)) and set the unit penalty costs P,- = P, = $§1500
per MWh [22]. First, we study the performance of DR-CCUC
under various system-wide contingency rates. To this end, we
set Dy ={P e M, (Q):Ep[} 2] = N — m}, where m
represents the system-wide mean number of contingencies and
varies from 0.1 to 2. Note that throughout this section, N — k se-
curity criterion applies to both DR-CCUC and the robust CCUC
approach and parameter m is only used to obtain solutions with
DR-CCUC. Note that the likelihood of contingency grows as
the value of m increases, and the DR-CCUC model reduces



TABLE IV
TRANSMISSION LINE DATA

Line From To Reactance Flow Limit (MW)
Ly B, By 0.189 100
Lay B, By 0.163 100
Ly By By 0.247 200
Ly By By 0.190 100
Ly B, By 0.185 100
Ly By Bg 0.137 150
Lg By Bj 0.152 200
L, B; By 0.155 100
TABLE V

COMPUTATIONAL RESULTS FOR THE 6-BUS SYSTEM WITH SYSTEM-WIDE
CONTINGENCY RATES

m ou CTG ETC (%) SIM ($)
0.1 G1.Ga Buses 1,3 159445 176384
RO G1,G2.G3 Buses 1, 3 763457 575265
0.5 G1.Ga Buses 1,3 353348 176384
RO G1.G2.G3 Buses 1,3 763457 575265
1 G1.Ga Buses 1, 3 595728 176384
RO G1.Ga2.G3 Buses 1,3 763457 575265
L5 G1.Ga2.G3 Buses 1,3 700789 503905
RO G1,Ga2.G3 Buses 1, 3 763457 575265
Z G1.Ga,.G3 Buses 1,3 763457 575265
RO G1.G2.G3 Buses 1,3 763457 575265

to the robust CCUC model when m = 2 because of the N — 2
security criterion. In Table V, we report the optimal online units
(OU), the failed components pertaining to the worst-case contin-
gency distributions (CTG), the worst-case expected total costs
(ETC), and the simulated costs (SIM). In particular, we conduct
an out-of-sample simulation to test the optimal solutions of the
DR-CCUC and the robust CCUC approaches, respectively. In
this simulation, we assume that each component failure follows
a Bernoulli distribution independently with identical component
failure rate 0.01 for each generator and 0.001 for each transmis-
sion line [35], and we randomly generate 5000 contingency
scenarios. Then, we obtain the simulated costs by averaging the
total costs in each scenario. From Table V, we observe that the
worst-case contingency distribution always involves buses 1 and
3 (see CTG). This indicates that buses 1 and 3 are most vulner-
able in the 6-bus system. Meanwhile, we observe that units G
and G, are online during all time periods. When m < 1, G3
is offline during all time periods. When m > 1, G3 is online
during period 1, offline during periods 2-3, and online again
starting from period 4. This indicates that unit G5 serves as a
reserve of the system, and can become online if the contingency
rate is sufficiently high. In addition, by comparing the results
of DR-CCUC and those of the robust CCUC, we observe that
DR-CCUC is less conservative than the robust CCUC according
to SIM (saving up to 70% when m is low) and the online units
(one less online unit).

Second, we fix m =1 and study the performance of DR-
CCUC under various individual contingency probability. To this
end, we consider Dy =D N{P € M (Q) : Ep[l — z5:| <
pn+}, where h* is a selected component and py- represents its
failure probability. The out-of-sample simulation also follows
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TABLE VI
COMPUTATIONAL RESULTS FOR THE 6-BUS SYSTEM WITH INDIVIDUAL
CONTINGENCY PROBABILITIES

Component (h*)  pp=+ ou CTG ETC (%) SIM (%)
Bus 1 0.1 G, G, Buses 1, 3 456981 168325
RO G1,Ga.G3 Buses 1, 3 763457 5409551
03 G1,Gs Buses 1, 3 526355 219631
RO G,Ga2. G4 Buses 1, 3 T63457 562885
0.5 G1,Ga Buses 1, 3 595728 341733
RO G1,Ga. Gy Buses 1, 3 763457 562007
Bus 3 0.1 G, G, Buses 1. 3 466109 152060
RO G1,Ga.G3 Buses 1, 3 763457 566186
03 G1,Gs Buses 1, 3 530919 236017
RO G,Ga2. G4 Buses 1, 3 T63457 583023
0.5 G1,Ga Buses 1, 3 595728 254534
RO G1,Ga. Gy Buses 1, 3 763457 607037
Others 0.1 G, G, Buses 1. 3 595728 145918
RO G1,Ga.G3 Buses 1, 3 763457 545553
03 G1,Gs Buses 1, 3 595728 139519
RO G,Ga2. G4 Buses 1, 3 T63457 483034
0.5 G1,Ga Buses 1, 3 595728 142453
RO G1.Ga. Gy Buses 1, 3 763457 442517

this assumption. That is, we assume that the failure of the
selected component h* follows a Bernoulli distribution inde-
pendently with component failure rate p,- and the total expected
number of failures of other components is m — p;:. We report
the performance of DR-CCUC in Table VI. From this table, we
observe that for all instances, the simulated costs of DR-CCUC
are significantly smaller than the ones of RO. It indicates that the
consideration of probability information of DR-CCUC can sig-
nificantly reduce the cost, as compared with RO, which totally
disregards such information. Also, the worst-case contingency
distribution only involves buses 1 and 3, and the simulated costs
increases as pjy- increases for these two buses, which indicates
that for the critical components, e.g., buses 1 and 3, the infor-
mation of component failures is important to reduce the costs.
For other non-critical components, with the increment of their
failure rate, the total expected failures of critical components
is reduced, which yields to a reduced simulated cost of RO. In
addition, the worst-case expected total costs increase as pg,
and pp, grow and become stable when pg, , pp, > 0.5. This in-
dicates that, when pg, ,pg, > 0.5, the worst-case contingency
distribution assigns P{zp, =1} = P{zp, = 1} = 0.5, which
tightly satisfies the system-wide contingency rate constraint
Ep [Zheﬁ 2| >2N-m (e, }E]P[Zh-EH zp] = N —m)
but strictly satisfies the individual contingency probability
constraint Ep[1 — z4+] < pp- (i.e., Ep[l — z5:] < pp+). As this
worst-case distribution remains the same when pg, ,pp, > 0.5,
it makes sense that the worst-case expected total costs do not
change.

Third, we fix m = 1 and study the performance of DR-CCUC
under various zone contingency rates. To this end, we consider
D3 =Din{PeM,(Q):EpD ;e (1—2z1)] < s}, where
‘H* represents a selected zone and s represents its contingency
rate. In this simulation, we follow the same assumption of
the system-wide contingency rate test, that is, we assume that
each component failure follows a Bernoulli distribution inde-
pendently with identical component failure rate 0.01 for each
generator and 0.001 for each transmission line. We report the
performance of DR-CCUC in Table VII. From this table, we
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TABLE VII
COMPUTATIONAL RESULTS FOR THE 6-BUS SYSTEM WITH ZONE
CONTINGENCY RATES

Zone s ou CTG ETC($) SIM(S)
(Bus 1,3) 0 G,.G, |LinesL,,L; 324310 176384
0.5 G1.G» Buses 1,3 460019 176384
I  Gu.Ga Buses 1, 3 595728 176384
(Bus 1, 5) 0 Gi.Gi Bus 3 422204 176384
05 G1.G» Buses 1,3 595728 176384
I Gu.Ga Buses 1, 3 595728 176384
(LinesLo,Ly) 0  Gp.Ga Buses 1, 3 595728 176384
0.5 G1.G» Buses 1,3 595728 176384
I  Gu.Gs Buses 1, 3 595728 176384
TABLE VIII

COMPUTATIONAL RESULTS FOR THE 6-BUS SYSTEM WITH DIFFERENT
SECURITY CRITERION

k & ou CTG ETC ($) SIM ($)
1 DR-CCUC G1,Ga Bus 3 142101 176384
Robust Gq1.G4 Bus 3 431081 176384
2 DR-CCUC G1,Ga Buses 1,3 159445 176384
Robust G1,Ga, Gy Buses 1,3 763457 575365
3 DR-CCUC Gq1.G, Buses 1,3 159445 176384
Robust MNone Buses 1,3,5 1.08 x 10°% 1.08 = 108

observe that the simulated costs remain stable with various
‘H* and s, which indicates that system-wide contingency rate
mainly decides the out-of-sample performance. Also, we ob-
serve that the worst-case expected total costs are the same when
(1) Hr= {Bl, Bg} and s = ]_, (11) HE = {Bl, Bs} and s = 0.5,
and (iii) H* = {Lq, L4} and s € [0, 1]. In contrast, the worst-
case expected total costs become different in all other settings
in Table VII. This confirms that the worst-case contingency dis-
tribution assigns P{zp, =1} =P{zp, = 1} = 0.5 as long as
P & D3, because P & Dj in settings (i)—(iii) and P ¢ Ds in all
other settings.

Now, we show the system performances of both DR-CCUC
and robust CCUC approaches under different security criteria,
i.e., different value of k. We set m = 0.1 and report the online
units, the failed components, the worst expected costs, and the
simulated costs for both two approaches in Table VIII. When
k =1, although the worst-case cost obtained by DR-CCUC is
less than the one of the robust CCUC, the UC decisions ob-
tained by two approaches are the same. When k = 2, the UC
decisions remain the same for DR-CCUC approach, however,
for the robust CCUC approach, one more bus is put online. This
indicates that with the consideration of moment information of
contingencies, the conservativeness level of DR-CCUC remains
unchanged even with more severe worst-case contingency sce-
narios (i.e., more components can fail simultaneously). In con-
trast, the conservativeness level of the robust CCUC increases as
k increases. The case when k = 3 further verifies this observa-
tion. The UC decisions for the DR-CCUC approach still remain
unchanged. In contrast, contingencies happen at all buses for
the robust CCUC approach, and so no buses are put online and
load shedding occurs at all buses.

TABLE IX
COMPUTATIONAL RESULTS FOR THE 118-BUS SYSTEM WITH TOTAL EXPECTED
CONTINGENCIES
m ETC ($) SIM ($) CPU Time (s)
0.1 1.1372x 107  1.2003 x 107 982
RO 1.1381 x 107  1.2876 x 107 1054
05 1.1376 x 107 1.2003 x 107 947
RO 1.1381 x 107  1.2876 x 107 1054
0.9 1.1380 x 107  1.2243 x 107 997
RO 1.1381 x 107  1.2876 x 107 1054

B. 118-Bus System

We extend our study to the IEEE 118-bus system that contains
118 buses, 33 generators, and 186 transmission lines. We first
consider the N — 1 security criterion and study the performance
of DR-CCUC under various system-wide contingency rates. The
unit penalty costs P and P, are set to be $1500 per MWh. In
the out-of-sample simulation, we assume that each component
failure follows an independent Bernoulli distribution with iden-
tical component failure rate 0.01 for each generator and 0.001
for each transmission line [35], and we randomly generate 5000
contingency scenarios. We report the worst-case expected total
costs and the simulated costs, together with the CPU time spent
for solving each instance in Table IX. From this table, we ob-
serve that the CPU time of all instances are within 1800s. To
increase the scalability of the proposed BD algorithm and solve
large-sized instances, parallel computing techniques can be em-
ployed to solve the master problem and/or separation problem
on a high-performance computing platform (see, e.g., [36]).
Meanwhile, we observe that the solutions of DR-CCUC per-
forms less conservative in the out-of-sample simulation than
those of robust CCUC based on the simulated costs. This con-
firms our observations from the test instances based on the 6-bus
system.

V. CONCLUSION

In this paper, we proposed a DR-CCUC approach that simul-
taneously considers the N — k security criterion and the con-
tingency probability distribution. Like the robust CCUC, the
proposed approach can handle exponentially many contingency
scenarios. Meanwhile, DR-CCUC could reduce the conserva-
tiveness by utilizing the moment information of contingencies
(e.g., component failure probability, failure probability confi-
dence intervals, etc). Furthermore, we derived a BD framework
for solving the proposed model based on primal and dual Ben-
ders’ cuts. Finally, the case studies based on the 6-bus system and
the IEEE 118-bus system verified the reduced conservativeness
of the proposed approach. By testing the proposed DR-CCUC
approach, we find that incorporating moment information of
contingencies can improve the out-of-sample performance of
the UC decisions. Promising future research directions include
(i) applying the BD algorithm on high-performance computing
platforms to solve large-sized instances, (ii) extending the for-
mulation to the ac power flow, (iii) incorporating the combined
cycle plant heat rate characteristics with forbidden power ar-
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eas, and (iv) exploring ambiguity sets based on the probability
of having k contingencies, i.e., P{} ", /(1 — 2;) = k}, for all
b=T.lHE
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