
1 23

Queueing Systems
Theory and Applications
 
ISSN 0257-0130
 
Queueing Syst
DOI 10.1007/s11134-018-9573-2

Perfect sampling of GI/GI/c queues

Jose Blanchet, Jing Dong & Yanan Pei



1 23

Your article is protected by copyright and

all rights are held exclusively by Springer

Science+Business Media, LLC, part of

Springer Nature. This e-offprint is for personal

use only and shall not be self-archived in

electronic repositories. If you wish to self-

archive your article, please use the accepted

manuscript version for posting on your own

website. You may further deposit the accepted

manuscript version in any repository,

provided it is only made publicly available 12

months after official publication or later and

provided acknowledgement is given to the

original source of publication and a link is

inserted to the published article on Springer's

website. The link must be accompanied by

the following text: "The final publication is

available at link.springer.com”.



Queueing Syst
https://doi.org/10.1007/s11134-018-9573-2

Perfect sampling of GI/GI/c queues

Jose Blanchet1 · Jing Dong2 · Yanan Pei3

Received: 7 October 2015 / Revised: 12 February 2018
© Springer Science+Business Media, LLC, part of Springer Nature 2018

Abstract We introduce the first class of perfect sampling algorithms for the steady-
state distribution of multi-server queues with general interarrival time and service time
distributions. Our algorithm is built on the classical dominated coupling from the past
protocol. In particular, we use a coupled multi-server vacation system as the upper
bound process and develop an algorithm to simulate the vacation system backward in
time from stationarity at time zero. The algorithm has finite expected termination time
with mild moment assumptions on the interarrival time and service time distributions.
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1 Introduction

In this paper, we present the first class of perfect sampling algorithms for the steady-
state distribution of multi-server queues with general interarrival time and service time
distributions. Our algorithm has finite expected running time under the assumption that
the interarrival times and service times have finite 2 + ε moments for some ε > 0.

The goal of perfect sampling is to sample without any bias from the steady-state
distribution of a given ergodic process. The most popular perfect sampling protocol,
known as Coupling From The Past (CFTP), was introduced by Propp and Wilson in
the seminal paper [23]; see also [2] for another important early reference on perfect
simulation. Foss and Tweedie [15] proved that CFTP can be applied if and only if
the underlying process is uniformly ergodic, which is not a property applicable to
multi-server queues. So, we use a variation of the CFTP protocol called Dominated
CFTP (DCFTP) introduced by Kendall in [19] and later extended in [20,21].

A typical implementation of DCFTP requires at least four ingredients:

(a) a stationary upper bound process for the target process,
(b) a stationary lower bound process for the target process,
(c) the ability to simulate (a) and (b) backward in time (i.e., from time 0 to −t , for

any t > 0),
(d) a finite time −T < 0 at which the state of the target process is determined (typi-

cally by having the upper and lower bound processes coalesce), and the ability to
reconstruct the target process from−T up to time 0 coupled with the two bounding
processes.

The time −T is called the coalescence time, and it is desirable to have E [T ] < ∞.
The ingredients are typically combined as follows. One simulates (a) and (b) backward
in time (by applying (c)) until the processes meet. The target process is sandwiched
between (a) and (b). Therefore, if we can find a time −T < 0 when processes (a) and
(b) coincide, the state of the target process is known at −T as well. Then, applying
(d), we reconstruct the target process from −T up to time 0. The algorithm outputs
the state of the target process at time 0.

It is quite intuitive that the output of the above construction is stationary. Specif-
ically, assume that the sample path of the target process coupled with (a) and (b) is
given from (−∞, 0]. Then, we can think of the simulation procedure in (c) as simply
observing or unveiling the paths of (a) and (b) during [−t, 0]. When we find a time
−T < 0 at which the paths of (a) and (b) take the same value, because of the sand-
wiching property, the target process must share this common value at −T . Starting
from that point, property (d) simply unveils the path of the target process. Since this
path has been coming from the infinite distant past (we simply observed it from time
−T ), the output is stationary at time 0. Notice that while −T is a random time, the
output is the state of the target process at the fixed time 0.

One can often improve the performance of a DCFTP protocol if the underlying
target process is monotone [20], as in the multi-server queue setting. A process is
monotone if there exists a certain partial order, �, such that if w and w′ are initial
states where w � w′, and one uses common random numbers to simulate two paths,
one starting fromw and the other fromw′, then the order is preserved when comparing
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the states of these two paths at any point in time. Thus, instead of using the bounds
(a) and (b) directly to detect coalescence, one could apply monotonicity to detect
coalescence as follows: At any time −t < 0, one can start two paths of the target
process, one from the state w′ obtained from the upper bound (a) observed at time
−t , and the other from the state w � w′ obtained from the lower bound (b) observed
at time −t . Then, we run these two paths using common random numbers, which are
consistent with the backward simulation of (a) and (b), in reverse order according to
the dynamics of the target process, and check whether these two paths meet before
time zero. If they do, the coalescence occurs at such a meeting time. We also notice
that because we are using common random numbers and system dynamics, these two
paths will merge into a single path from the coalescence time forward, and the state
at time zero will be the desired stationary draw. If coalescence does not occur, then
one can simply let t ← 2t and repeat the above procedure. For this iterative search
procedure, we must show that the search terminates in finite time.

While the DCFTP protocol is relatively easy to understand, its application is not
straightforward. Inmost applications, themost difficult part has to dowith element (c).
Then, there is an issue of finding good bounding processes (elements (a) and (b)), in
the sense of having short coalescence times—which we interpret as making sure that
E [T ] < ∞. There has been a substantial amount of research that develops generic
algorithms for Markov chains (see, for example, [10] and [8]). These methods rely
on having access to the transition kernels, which are difficult to obtain in our case.
Perfect simulation for queueing systems has also received a significant amount of
attention in recent years, thoughmost perfect simulation algorithms for queues impose
Poisson assumptions on the arrival process. Sigman [25,26] applied the DCFTP and
regenerative idea to develop perfect sampling algorithms for stable M/G/c queues.
The algorithm in [25] requires the system to be super-stable (i.e., the system can
be dominated by a stable M/G/1 queue). The algorithm in [26] works under natural
stability conditions, but it has infinite expected termination time. A recent work by
Connor and Kendall [9] extends Sigman’s algorithm [26] to sample stationary M/G/c
queues, and the algorithm has finite expected termination time, but it still requires the
arrivals to be Poisson. Themain reason for the Poisson arrival assumption is that under
this assumption, one can find dominating processes which are quasi-reversible (see
Chapter 3 of [18]) and therefore can be simulated backward in time using standard
Markov chain constructions (element (c)).

In general, constructing elements (a) and (b), (a) in particular, as (b) can often be
taken as the trivial lower bound, 0, in the multi-server queue setting requires proving
sample path (almost sure) dominance under different service/routing disciplines. The
sample path method has been widely used in the control of queues [22]. Comparison
of multi-server queues, under the almost sure dominance or the stochastic dominance,
has been studied in the literature (see, for example, [12,13,27] and references therein).

For general renewal arrival process, our work is close in the spirit to [4,11] and [6],
but the model treated is fundamentally different. Thus, it requires some new devel-
opments. We also use a different coupling construction than that introduced in [26]
and refined in [9]. In particular, we take advantage of a vacation system which allows
us to transform the problem into simulating the running infinite horizon maximums
(from time t to infinity) of renewal processes, compensated with negative drifts so
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that the infinite horizon maximums are well defined. Finally, we note that a significant
advantage of our method, in contrast to [26], is that we do not need to wait until the
upper bound system empties to achieve coalescence. Due to the monotonicity of our
process, we can apply the iterative method introduced above. This is important in
many-server queues in heavy traffic for which it would take an exponential amount of
time (in the arrival rate), or sometimes be impossible, to observe an empty system.We
demonstrate the performance of our procedure for different many-server heavy traffic
regimes using simulation experiments in Sect. 5.

The rest of the paper is organized as follows: In Sect. 2, we describe our simulation
strategy, involving elements (a)–(d), and we conclude the section with the statement
of a result which summarizes our main contribution (Theorem 1). Subsequent sections
(Sects. 3 and 4) provide more details of our simulation strategy. In Sect. 5, we conduct
some numerical experiments (an online companion of this paper includes a MATLAB
implementation of the algorithm). Section 6 contains the proofs of some technical
results. Lastly, we provide a list of selected notation in the Appendix.

2 Simulation strategy and main result

Our target process is the stationary process generated by a multi-server queue with
independent and identically distributed (iid) interarrival times and iid service times
which are independent of the arrivals. There are c ≥ 1 identical servers, each can
serve at most one customer at a time. Customers are served on a first-come-first-
served (FCFS) basis. Let G(·) and Ḡ(·) = 1− G(·) (resp. F(·) and F̄(·) = 1− F(·))
denote the cumulative distribution function, CDF, and the tail CDF of the interarrival
times (resp. service times). We shall use A to denote a random variable with CDF G,
and V to denote a random variable with CDF F .

Assumption 1 (A1) Both A and V are strictly positive with probability one, and there
exists ε > 0 such that

E[A2+ε] < ∞, E[V 2+ε] < ∞.

The previous assumption will allow us to conclude that the coalescence time of our
algorithm has finite expectation. The algorithm will terminate with probability one if
E[A1+ε] + E[V 1+ε] < ∞.

We assume that G (·) and F (·) are known so that the required parameters in our
algorithmic development can be obtained. We write λ = (

∫ ∞
0 Ḡ(t)dt)−1 = 1/E [A]

as the arrival rate, and μ = (
∫ ∞
0 F̄(t)dt)−1 = 1/E[V ] as the service rate. In order

to ensure the existence of the stationary distribution of the system, we require the
following stability condition: λ/(cμ) < 1.

2.1 Elements of the simulation strategy: upper bound and coupling

Werefer to the upper bound process as the vacation system, the construction thatwe use
is based on that given in [16]. Let us first explain in words how the vacation system
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operates. Customers arrive at the vacation system according to the renewal arrival
process, and the system operates similarly to a GI/GI/c queue, except that every time
a server (say server i∗) finishes an activity (i.e., a service or a vacation), if there is no
customer waiting to be served in the queue, server i∗ takes a vacation which has the
same distribution as the service times. If there is at least one customer waiting, the
first customer waiting in the queue starts to be served by server i∗.

Using a suitable coupling, the work of [16] shows that the total number of jobs in
the vacation system is an upper bound of the total number of jobs in the correspond-
ing multi-server queue. In this paper, we establish bounds for other system-related
processes, such as the Kiefer–Wolfowitz vectors, which are of independent interest.

We next provide more details about the vacation system. We introduce (c + 1)
time-stationary renewal processes, which are used to describe the vacation system.

Let

T 0 :=
{

T 0
n : n ∈ Z\{0}

}

be a time-stationary renewal point process with T 0
n > 0 and T 0−n < 0, n ≥ 1 (the T 0

n
are sorted in a non-decreasing order in n). For n ≥ 1, T 0

n represents the arrival time
of the n-th customer into the system after time zero, and T 0−n is the arrival time of the
n-th customer, counting backward in time, from time zero. We also define

T 0,+
n := inf

{
T 0

m : T 0
m > T 0

n

}
,

that is, the arrival time of the next customer after T 0
n . If n ≥ 1 or n ≤ −2, T 0,+

n = T 0
n+1.

However, T 0,+
−1 = T 0

1 . Similarly, we write

T 0,−
n := sup

{
T 0

m : T 0
m < T 0

n

}
,

i.e., the arrival time of the previous customer before T 0
n . Define An := T 0,+

n − T 0
n for

all n ∈ Z\{0}. Note that An is the interarrival time between the customer arriving at
time T 0

n and the next customer. An has CDF G (·) for n ≥ 1 and n ≤ −2, but A−1 has
a different distribution due to the inspection paradox. Figure 1a provides a pictorial
illustration of the renewal process T 0.

Similarly, for i ∈ {1, 2, . . . , c}, we introduce iid time-stationary renewal point
processes

T i :=
{

T i
n : n ∈ Z\{0}

}
.

As before, we have that T i
n > 0 and T i−n < 0 for n ≥ 1 with the T i

n sorted in a non-

decreasing order. We also define T i,+
n := inf{T i

m : T i
m > T i

n } and T i,−
n := sup{T i

m :
T i

m < T i
n }. Then, we let V i

n := T i,+
n − T i

n . We assume that V i
n has CDF F (·) for n ≥ 1

and n ≤ −2. The V i
n are activities (services and vacations), which are executed by the

i-th server in the vacation system.
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(a)
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(b)

0T 1
0T 2

0T 3
0 T1

0 T2
0 T3

0
t

Nt
0 ( t) = 2

Fig. 1 Renewal processes. a Definition of Ai , b definition of N0
u (t)

Next, we define, for each i ∈ {0, 1, . . . , c}, and any u ∈ (−∞,∞), a counting
process

N i
u (t) :=

∣
∣
∣[u, u + t] ∩ T i

∣
∣
∣ ,

for t ≥ 0, where | | denotes cardinality. Note that as T i−1 < 0 < T i
1 by stationarity,

N i
0 (0) = 0. In particular, the quantity N 0

u (t) is the number of customers who arrive
during the time interval [u, u + t] (see Fig. 1b). The quantity N i

u (t) is the number
of activities initiated by server i during the time interval [u, u + t] when i �= 0. For
simplicity of the notation, let us write N i (t) = N i

0 (t) if t ≥ 0 and N i (t) = N i
t (−t)

if t ≤ 0.

2.1.1 The upper bound process: vacation system

Let Qv(t) denote the number of people waiting in queue at time t in the stationary
vacation system. We write Qv(t−) := lims↑t Qv (s) and dQv(t) := Qv(t) − Qv(t−).
Also, for any t ≥ 0, i ∈ {0, . . . , c} and each u ∈ (−∞,∞), define

N i
u(t−) := lim

h↓0 N i
u−h (t) ,

and let dN i
u (t) := N i

u(t) − N i
u(t−) for all t ≥ 0 (note that as N i

u (0−) = 0, dN i
u (0)

should equal N i
u (0)). Similarly, for t ≤ 0, N i (t−) = N i

t

(|t |−
)
.

We also introduce Xu(t) := N 0
u (t) − ∑c

i=1 N i
u(t). For simplicity of the notation,

we also write X (t) = X0(t) if t ≥ 0, and X (t) = Xt (−t) if t ≤ 0. Then, the dynamics
of (Qv (t) : t > 0) satisfy

dQv (t) = dX (t) + I (Qv (t−) = 0)
c∑

i=1

dN i (t), (1)

given Qv (0). Note that here we are using the fact that arrivals do not occur at the same
time as the start of activity times; this is because the processes T i are independent
time-stationary renewal processes in continuous time so that T i−1 and T i

1 have a density.
It follows from standard arguments of Skorokhod mapping [7] that, for t ≥ 0,

Qv(t) = Qv(0) + X (t) − inf
0≤s≤t

(X (s) + Qv(0))
− ,
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where (X (s) + Qv(0))− = min (X (s) + Qv(0), 0).Moreover, usingLyons construc-
tion, we have that, for t ≤ 0,

Qv(t) = sup
s≤t

X (s) − X (t) (2)

(see, for example, Proposition 1 of [3]). (Qv(t) : t ∈ (−∞,∞)) is a well-defined
process by virtue of the stability condition λ/(μc) < 1.

2.1.2 The coupling: extracting service times for each customer

The vacation system and the target process (the GI/GI/c queue) will be coupled by
using the same arrival stream of customers, T 0, and assuming that each customer
brings his own service time. In particular, the evolution of the underlying GI/GI/c
queue is described using a sequence of the form

((
T 0

n , Vn
) : n ∈ Z\{0}), where Vn

is the service time of the customer arriving at time T 0
n . In simulation, we start by

simulating the upper bound process (vacation system). Thus, the Vn must be extracted
from the evolution of Qv (·) so that the same service times are matched to the common
arrival stream both in the vacation system and in the target process.

In order to match the service times to each of the arriving customers in the vacation
system, we define the following auxiliary processes: For every i ∈ {1, . . . , c}, any
t > 0, and any u ∈ (−∞,∞), let σ i

u (t) denote the number of service initiations by
server i during the time interval [u, u + t]. Observe that

σ i
u (t) =

∫

[u,u+t]
I (Qv (s−) > 0) dN i

u (s − u) .

That is, we count activity initiations at time T i
k ∈ [u, u + t] as service initiations if and

only if Qv

(
T i

k−
)

> 0. Once again, here we use the fact that arrival times and activity
initiation times do not occur simultaneously.

We now explain how to match service time for the customer arriving at T 0
n , n ∈

Z\{0}. First, such a customer occupies position Qv

(
T 0

n

) ≥ 1 when he enters the
queue. Let D0

n be the delay (or waiting time) inside the queue of the customer arriving
at T 0

n . Then we have that

D0
n = inf

{

t ≥ 0 : Qv

(
T 0

n

)
=

c∑

i=1

σ i
T 0

n
(t)

}

,

and therefore,

Vn =
c∑

i=1

V i
Ni(T 0

n +D0
n)

· dN i
(

T 0
n + D0

n

)
. (3)

Observe that the previous equation is valid, because for each n ∈ Z\{0}, there is a
unique i (n) ∈ {1, . . . , c} for which dN i(n)

(
T 0

n + D0
n

) = 1 and dN j
(
T 0

n + D0
n

) = 0
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if j �= i (n) (ties are not possible because of the time stationarity of the T i ), so we
obtain that (3) is equivalent to

Vn = V i(n)

Ni(n)(T 0
n +D0

n)
.

We shall explain in Sect. 6.1 that (Vn : n ∈ Z\{0}) and
(
T 0

n : n ∈ Z\{0}) are two
independent sequences and the Vn are iid copies of V , i.e., the extraction procedure
here does not create any bias.

2.2 Monotonicity properties and the stationary GI/GI/c queue

2.2.1 A family of GI/GI/c queues and the target GI/GI/c stationary system

We now describe the evolution of a family of standard GI/GI/c queues. Once we
have the sequence

((
T 0

n , Vn
) : n ∈ Z\{0}), we can proceed to construct a family of

continuous-time Markov processes (Zu(t; z) : t ≥ 0) for each u ∈ (−∞,∞), given
the initial condition Zu (0; z) = z. We write z = (q, r, e(u)), and set

Zu(t; z) := (Qu (t; z) , Ru (t; z) , Eu (t; z)) ,

for t ≥ 0,where Qu (t; z) is the number of people in thequeue at timeu+t (Qu (0; z) =
q), Ru(t; z) is the vector of ordered (ascending) remaining service times of the c servers
at time u + t (Ru(0; z) = r ), and Eu(t; z) is the time elapsed since the previous arrival
at time u + t (Eu(0; z) = e(u)).

We shall always use Eu(0; z) = e(u) = u − sup{T 0
n : T 0

n ≤ u}, and we shall
select q and r appropriately based on the upper bound. The evolution of the process
(Zu (s; z) : 0 < s ≤ t) is obtained by feeding the traffic {(T 0

n , Vn
) : u < T 0

n ≤ u + s}
for s ∈ (0, t] into a FCFS GI/GI/c queue with initial conditions given by z. Construct-
ing (Zu (s; z) : 0 < s ≤ t) using the traffic trace {(T 0

n , Vn
) : u < T 0

n ≤ u + s} for
s ∈ (0, t] is standard (see, for example, Chapter 3 of [24]).

One can further describe the evolution of the underlying GI/GI/c queue at arrival
epochs, using the Kiefer–Wolfowitz vector [1]. In particular, for every non-negative
vector w ∈ R

c such that w(i) ≤ w(i+1) (where w(i) is the i-th entry of w) for 1 ≤ i ≤
c − 1, and each k ∈ Z\{0}, the family of processes {Wk

(
T 0

n ;w
) : n ≥ k, n ∈ Z\{0}}

satisfies

Wk

(
T 0,+

n ;w
)

= S
((

Wk

(
T 0

n ;w
)

+ Vne1 − An1
)+)

, (4)

with initial condition Wk
(
T 0

k ;w
) = w, where e1 = (1, 0, . . . , 0)T ∈ R

c, 1 =
(1, . . . , 1)T ∈ R

c, and S is a sorting operator which arranges the entries in a vec-
tor in ascending order. In simple words, Wk

(
T 0

n ;w
)
for k ∈ Z\{0} describes the

Kiefer–Wolfowitz vector as observed by the customer arriving at T 0
n , assuming that

customer who arrived at T 0
k , k ≤ n, experienced the Kiefer–Wolfowitz state w.

Recall that the first entry of Wk
(
T 0

n ;w
)
, namely W (1)

k

(
T 0

n ;w
)
, is the waiting time

of the customer arriving at T 0
n (given the initial condition w at T 0

k ). More generally,
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the i-th entry of Wk
(
T 0

n ;w
)
, namely W (i)

k

(
T 0

n ;w
)
, is the virtual waiting time of the

customer arriving at T 0
n if he decides to enter service immediately after there are at

least i servers free once he reaches the head of the line. In other words, one can also
interpret Wk

(
T 0

n ;w
)
as the vector of remaining workloads (sorted in ascending order)

that would be processed by each of the c servers at T 0
n , if there are no more arrivals

after time T 0
n .

We are now ready to construct the stationary version of the GI/GI/c queue. Namely,
for each n ∈ Z\{0} and every t ∈ (−∞,∞), we define W (n) and Z (t) via

W (n) := lim
k→−∞ Wk

(
T 0

n ; 0
)

, (5)

Z (t) := (Q (t) , R (t) , E (t)) = lim
u→−∞ Zu (t − u, z−(u)) ,

where z−(u) = (0, 0, e(u)). We shall show in Proposition 1 that these limits are well
defined.

2.2.2 The analogue of the Kiefer–Wolfowitz process for the upper bound system

In order to complete the coupling strategy, we also describe the evolution of the
analogous Kiefer–Wolfowitz vector induced by the vacation system, which we denote
by (Wv (n) : n ∈ Z\{0}), where v stands for vacation. As with the i-th entry of the
Kiefer–Wolfowitz vector of aGI/GI/c queue, the i-th entry of Wv (n), namely W (i)

v (n),
is the virtual waiting time of the customer arriving at time T 0

n if he decides to enter
service immediately after there are at least i servers free once he reaches the head
of the line (assuming that servers become idle once they see, after the completion of
current activity, the customer in queue waiting in the head of the line).

To describe the Kiefer–Wolfowitz vector induced by the vacation system precisely,
let Ui (t) be the time until the next renewal after time t in T i , that is Ui (t) =
inf{T i

n : T i
n > t} − t . So, for example, U 0

(
T 0

n

) = An for n ∈ Z\{0}. Let U (t) =
(
U 1 (t) , . . . , U c (t)

)T
.

We then have that

Wv (n) = D0
n1+S

(

U

((
T 0

n + D0
n

)

−

))

. (6)

In particular, note that W (1)
v (n) = D0

n , i.e., the delay the customer arriving at T 0
n

would experience. We next introduce a recursive way of constructing/defining the
Kiefer–Wolfowitz vector induced by the vacation system. We define

W̄v (n) = Wv (n) + Vne1 − An1,

and let W̄ (i)
v (n) be the i-th entry of W̄v (n). Let Wv (n+) denote the Kiefer–Wolfowitz

vector seen by the customer arriving at T 0,+
n . From the definition of Wv (n), we have

Wv (n+) = S
((

W̄v (n)
)+ + Ξn

)
,
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where

Ξ(i)
n = I (W̄ (i)

v (n) < 0) · U ji (n)

((
T 0,+

n

)

−

)

(i.e., ji (n) is the server whose remaining activity time immediately before T 0
n is the

i-th smallest in order).
So, (6) actually satisfies

Wv (n+) = S
(
(Wv (n) + Vne1 − An1)+ +Ξn

)
, (7)

where Ξn =
(
Ξ

(1)
n , . . . , Ξ

(c)
n

)T
.

2.2.3 Monotonicity properties

In this section, we will present several lemmas which contain useful monotonicity
properties. The proofs of the lemmas are given in Sect. 6.2 in order to quickly arrive
at the main point of this section, which is the construction of a stationary version of
the GI/GI/c queue.

First, we recall that the Kiefer–Wolfowitz vector of a GI/GI/c queue is monotone
in the initial condition (8) and invoke a property (9) which will allow us to construct
a stationary version of the Kiefer–Wolfowitz vector of our underlying GI/GI/c queue,
using Lyons construction.

Lemma 1 For n ≥ k, k, n ∈ Z\{0}, w+ > w−,

Wk

(
T 0

n ;w+)
≥ Wk

(
T 0

n ;w−)
. (8)

Moreover, if k ≤ k′ ≤ n,

Wk

(
T 0

n ; 0
)

≥ Wk′
(

T 0
n ; 0

)
. (9)

The second result allows us to make precise how the vacation system dominates
a suitable family of GI/GI/c systems, in terms of the underlying Kiefer–Wolfowitz
vectors.

Lemma 2 For n ≥ k, k, n ∈ Z\{0},

Wv (n) ≥ Wk

(
T 0

n ; Wv (k)
)

.

The next result shows that in terms of queue length processes, the vacation system
also dominates a family of GI/GI/c queues, which we shall use to construct the upper
bounds.

Lemma 3 Let q = Qv(u), r = S (U (u)), and e = u − sup{T 0
n : T 0

n ≤ u}, so that
z+ = (q, r, e) and z− = (0, 0, e). Then, for t ≥ u,
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Qu(t − u; z−) ≤ Qu(t − u; z+) ≤ Qv(t).

Using Lemmas 1–3, we can establish the following result.

Proposition 1 The limits defining W (n) and Z (t) in (5) exist almost surely. Moreover,
we have

Wk

(
T 0

n ; 0
)

≤ W (n) ≤ Wk

(
T 0

n ; Wv (k)
)

. (10)

Proof Using Lemmas 1 and 2, we have that

Wv (n) ≥ Wk

(
T 0

n ; Wv (k)
)

≥ Wk

(
T 0

n ; 0
)

.

Then, by property (9) in Lemma 1, we conclude that the limit defining W (n) exists
almost surely and that

W (n) ≤ Wv (n) . (11)

Similarly, using Lemma 3, we can obtain the existence of the limit Q(t) and we have
that Q (t) ≤ Qv (t). Moreover, by convergence of the Kiefer–Wolfowitz vectors, we
obtain the i-th entry of R

(
T 0

n + W (1)(n)
)
, namely

R(i)
(

T 0
n + W (1)(n)

)
=

(
W (i) (n) − W (1) (n)

)+
,

where i ∈ {1, . . . , c}. Lastly, since the age process has been taken from the underlying
renewal process T 0, we have that E (t) = t − sup{T 0

n : T 0
n ≤ t}. The fact that the

limits are stationary follows directly from the limiting procedure and is standard in
Lyons-type constructions.

For (10), we use the identity W (n) = Wk
(
T 0

n ; W (k)
)
, combined with Lemma 1,

to obtain

Wk

(
T 0

n ; 0
)

≤ Wk

(
T 0

n ; W (k)
)

= W (n) ,

and then we apply Lemma 2, together with (11), to obtain

W (n) = Wk

(
T 0

n ; W (k)
)

≤ Wk

(
T 0

n ; Wv (k)
)

.

��

2.3 Description of simulation strategy and main result

We now describe how the variation of DCFTP that we mentioned in the Introduction,
using monotonicity of the multi-server queue, and elements (a)–(d), apply to our
setting.

Define a fixed inspection sequence {κ j : j ≥ 1} with κ j < κ j−1 < 0, and define
κ0 = 0. We start from the first inspection time T 0

κ1
( j = 1). The upper bound is

initialized using the Kiefer–Wolfowitz process associated with the vacation system
at T 0

κ j
. The lower bound is initialized with a null vector 0. We run the two bounding
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GI/GI/c queues forward in time using {(T 0
n , Vn) : κ j ≤ n ≤ κ j−1}. If the twoprocesses

meet before time zero, then we can “unveil” the state of the stationary GI/GI/c queue;
otherwise, we go backward in time to the next inspection time T 0

κ j+1
( j ← j + 1)

and construct two new bounding GI/GI/c queues accordingly.We repeat the procedure
until the coalescence is detected.

The strategy combines the following facts (which we shall discuss in the sequel).

– Fact I We can simulate sups≥t X (−s) and (N i (−t) : t ≥ 0)c
i=0 jointly for any

given t ≥ 0. This part, which corresponds to item (c) is executed by applying an
algorithm from [6] designed to sample the infinite horizon running time maximum
of a random walk with negative drift. We shall provide more details about this in
Sect. 4.

– Fact II For all k ≤ −1 and every k ≤ n ≤ −1, by Proposition 1, we have that

Wk

(
T 0

n ; 0
)

≤ W (n) ≤ Wk

(
T 0

n ; Wv (k)
)

.

This portion exploits the upper bound (a) (i.e., Wv (k)) and the lower bound (b)
(i.e., 0).

– Fact III We can detect that coalescence occurs at some time T ∈ [T 0
k , 0] for some

k ≤ −1 by finding some n ∈ Z−, n ≥ k, such that T 0
n + W (1)

k

(
T 0

n ; Wv (k)
) ≤ 0

and

Wk

(
T 0

n ; Wv (k)
)

= Wk

(
T 0

n ; 0
)

.

This is precisely the coalescence detection strategywhich usesmonotonicity of the
Kiefer–Wolfowitz vector and the coalescence time T = T 0

n + W (1)
k

(
T 0

n ; Wv (k)
)
.

– Fact IV We can combine Facts I–III to conclude that

Z0
Tk

(∣
∣
∣T 0

k

∣
∣
∣ ; Q

(
T 0

k

)
,S

(
U

(
T 0

k

))
, 0

)
= Z (0) (12)

is stationary. We also have that

Wk

(
T 0
1 ; 0

)
= W (1) ,

which follows the stationary distribution of the Kiefer–Wolfowitz vector of a
GI/GI/c queue.

The main result of this paper is stated in the following theorem.

Theorem 1 Assume (A1) is in force, with λ/(cμ) ∈ (0, 1). Then, Facts I–IV hold true.
We can detect coalescence at a time −T < 0 such that E (T ) < ∞.

The rest of the paper is dedicated to the proof of Theorem 1. We have verified
a number of monotonicity properties in Sect. 2.2.3, which in particular allow us to
conclude that the construction of W (n) and Z (t) is legitimate (i.e., the limits exist
almost surely). The monotonicity properties also yield Fact II and pave the way to
verify Fact III. Section 3 proves the finite expectation of the coalescence time. In
Sect. 4, we provide more algorithmic details about our perfect sampling construction.
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3 Coalescence detection in finite time

In this section, we give more details about the coalescence detection scheme. The next
result corresponds to Fact III and Fact IV.

Proposition 2 Suppose that w+ = Wv (k) for some k ≤ −1, and w− = 0. If
Wk

(
T 0

n ;w+) = Wk
(
T 0

n ;w−)
for some k ≤ n ≤ −1, then Wk

(
T 0

m;w+) = W (m) =
Wk

(
T 0

m;w−)
for all m ≥ n. Moreover, for all t ≥ T 0

n + W (1)
k

(
T 0

n ;w+)
,

ZT 0
k

(
t − T 0

k ;
(

Qv

(
T 0

k

)
,S

(
U

(
T 0

k

))
, 0

))
= ZT 0

k

(
t − T 0

k ; (0, 0, 0)
)

= Z (t) .

(13)

Proof The fact that

Wk

(
T 0

m;w+)
= W (m) = Wk

(
T 0

m;w−)

for m ≥ n follows immediately from the recursion defining the Kiefer–Wolfowitz
vector. Now, to show the first equality in (13), it suffices to consider t = T 0

n +
W (1)

k

(
T 0

n ;w+)
, since from t ≥ T 0

n the input is exactly the same and everyone coming

after T 0
n will depart the queue and enter service after time T 0

n + W (1)
k

(
T 0

n ;w+)
. The

arrival processes (i.e., Eu (·)) clearly agree, so we just need to verify that the queue
lengths and the residual service times agree. First, note that

RT 0
k

(
T 0

n + W (1)
k

(
T 0

n ;w+)
− T 0

k ;
(

Qv

(
T 0

k

)
,S

(
U

(
T 0

k

))
, 0

))

= Wk

(
T 0

n ;w+)
− W (1)

k

(
T 0

n ;w+)
· 1

= Wk

(
T 0

n ;w−)
− W (1)

k

(
T 0

n ;w−)
· 1

= RT 0
k

(
T 0

n + W (1)
k

(
T 0

n ;w−)
− T 0

k ; (0, 0, 0)
)

. (14)

So, the residual service times of both upper and lower bound processes agree. The
agreement of the queue lengths follows from Lemma 3. Finally, the second equality
in (13) follows from Proposition 1. ��

Next, we analyze properties of the coalescence time. Define

T− = sup

{

T 0
k ≤ 0 : inf

T 0
k ≤t≤0

∥
∥
∥ZT 0

k

(
t − T 0

k ;
(

Qv

(
T 0

k

)
,S

(
U

(
T 0

k

))
, 0

))

− ZT 0
k

(
t − T 0

k ; (0, 0, 0)
)∥
∥
∥∞ = 0

}

.

Notice that if at time T− we start an upper bound queue,

ZT− (·; (Qv(T−),S(U (T−)), 0)) ,
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and a lower bound queue, ZT− (·; (0, 0, 0)), they will coalesce before time 0. Thus,
if we simulate the system up to T−, we will be able to detect a coalescence. We next
establish that E[|T−|] < ∞.

By stationarity, we have that |T−| is equal in distribution to

T = inf

{

T 0
k ≥ 0 : inf

0≤t≤T 0
k

‖Z0 (t; (Qv(0),S(U (0)), 0)) − Z0 (t; (0, 0, 0))‖∞ = 0

}

.

Proposition 3 If E[Vn] < cE[An] for n ≥ 1 and Assumption (A1) holds,

E[T ] < ∞.

Proof Define

τ = inf
{

n ≥ 1 : W1

(
T 0

n ; Wv (1)
)

= W1

(
T 0

n ; 0
)}

.

By Wald’s identity, E An < ∞, for any n ≥ 1; it suffices to show that E[τ ] < ∞.
We start with an outline of the proof, which involves two main components. I) We

first construct a sequence of events which lead to the occurrence of τ . The events that
we construct put constraints on the interarrival times and service times so that we see
a decreasing trend on the Kiefer–Wolfowitz vectors. When putting a number of these
events together (consecutively), the waiting time of the upper bound system will drop
to zero. We further impose the events for c more arrivals after the waiting time drops
to zero. Notice that these c arrivals do not have to wait in both the upper bound and
the lower bound systems. Thus, by the time of c-th such arrival, the two systems will
have the same set of customers with the same remaining service times. II) Based on
events constructed in I, we then split the process {W1(T 0

n ; Wv(1)) : n ≥ 1} into cycles
where: IIa) the probability that the desired event, which leads to coalescence, happens
during each cycle is bounded from below by a positive constant, and IIb) the expected
cycle length is bounded from above by a constant. IIa allows us to bound the number
of cycles we need to check before finding τ by a geometric random variable. Then,
we apply Wald’s identity using IIb to establish an upper bound for E[τ ].

We next provide more details of the proof, which are divided into part I and II as
outlined above.
Part I We first construct the sequence of events, {Ωk : k ≥ 2}, which enjoys the
property that if Ωk happens, the two bounding systems will have coalesced by time
of the (k + �cK/ε� − 1)-th arrival.

As E[Vn] < cE[An], for n ≥ 2, we can find m, ε > 0 such that for every n ≥ 2,
the event Hn = {Vn < cm − ε, An > m} is nontrivial in the sense that P (Hn) > δ

for some δ > 0. Now, pick K > cm large enough, and define, for k ≥ 2,

Ωk =
{

W (c)
1

(
T 0

k ; Wv(1)
)

≤ K
} k+�cK/ε�−1⋂

n=k

Hn .
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To see the coalescence of the two bounding systems, let W̃k = (K , K , . . . , K )T be
a c-dimensional vector with each element equal to K . We notice that, under Ωk ,

W̃k ≥ W1

(
T 0

k ; Wv (1)
)

.

For n ≥ k, define Ṽn = cm − ε, Ãn = m, and the (auxiliary) Kiefer–Wolfowitz
sequence

W̃n+1 = S
((

W̃n + Ṽne1 − Ãn1
)+)

.

Then, Ωk implies Vn < Ṽn and An > Ãn for n ≥ k, which in turn implies

W1

(
T 0

n ; Wv (1)
)

≤ W̃n .

Moreover, under Ωk , we have

W̃ (1)
n = 0 and W̃ (c)

n < cm for n = k + �cK/ε� − c + 1, . . . , k + �cK/ε�.

Then, W (1)
1

(
T 0

n ; Wv (1)
) = 0 and W (c)

1

(
T 0

n ; Wv (1)
)

< cm for n = k + �cK/ε� −
c + 1, . . . , k + �cK/ε�. This indicates that under Ωk , (1) all the arrivals between the
(k + �cK/ε� − c + 1)-th arrival and the (k + �cK/ε�)-th arrival (included) enter ser-
vice immediately upon arrival (have zero waiting time), and (2) the customers initially
seen by the (k + �cK/ε� − c + 1)-th arrival would have left the system by the time
of the (k + �cK/ε�)-th arrival. The same analysis holds assuming that we replace
W1

(
T 0

k ; Wv (1)
)
by W1

(
T 0

k ; 0). Therefore, by the time of the (k + �cK/ε� − 1)-
th arrival, the two bounding systems would have exactly the same set of customers
with exactly the same remaining service times, which is equal to their service times
minus the time elapsed since their arrival times (since all of them start service imme-
diately upon arrival). We also notice that since there is no customer waiting, the sorted
remaining service time at T 0

k+�cK/ε�−1 coincides with the Kiefer–Wolfowitz vector
Wk+�cK/ε�−1.
Part II We first introduce how to split the process into cycles, which are denoted as
{(κ̃i , κ̃i+1), i ≥ 1}. Let UK := {w : w(c) ≤ K }. We define

κ̃1 := inf
{

n ≥ 1 : W1

(
T 0

n ; Wv (1)
)

∈ UK

}
,

and for i ≥ 2, define

κ̃i :=
{

n > κ̃i−1 + �cK/ε� − 1 : W1(T
0
n ; Wv(1)) ∈ UK

}
.

We denote Θi = ⋂κ̃i +�cK/ε�−1
n=κ̃i

Hn for i ≥ 1. We next show that the event Θi happens

during the i-th cycle with positive probability. Since P(Hn) > δ, P(Θi ) ≥ δ�cK/ε� >
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0. Let N denote the first i for which Θi occurs. Then, N is stochastically bounded
by a geometric random variable with probability of success δ�cK/ε�. In particular,
E[N ] ≤ δ−�cK/ε� < ∞.

We next show that E[κ̃i+1− κ̃i ] is bounded using the standard Lyapunov argument.
Under Assumption (A1) and λ < cμ, {W1

(
T 0

n ;w (1)
) : n ≥ 1} for any fixed initial

condition w(1) is a positive recurrent Harris chain [1]. Under Assumption (A1), we
also have that (Qv(t) : t ∈ (−∞,∞)) is a well-defined process with E[Qv(t)] < ∞
(see the random-walk bound in (18)). Thus,

E

[
c∑

i=1

W (i)
v (1)

]

< ∞.

Consider the Lyapunov function g(W ) = W (c), i.e., g(W ) ≥ 0 and g(W ) → ∞ as
||W || → ∞. Then, for K large enough, as λ < cμ, we can find δ ∈ (0, c/λ − 1/μ)

such that
E

[
g

(
W1(T

0
c+1, w(1))

)]
≤ g(w(1)) − δ for w(1) /∈ UK . (15)

We also have

E
[
g

(
W1(T

0
c+1, w(1))

)]
≤ K + c/μ for w(1) ∈ UK .

Then, by Theorem 2 in [14], E[κ̃1] < ∞ and we can find a constant M > 0 such that
E[κ̃i − κ̃i−1] < M for i ≥ 2. We comment that here we need to look c steps ahead to
identify the downward drift in (15), Thus, we use a general version of the Lyapunov
argument developed in [14].

Lastly, by Wald’s identity, we have (setting κ̃0 = 0) that

E[τ ] ≤ E[κ̃N ] + �cK/ε� − 1

= E
N∑

i=1

(κ̃i − κ̃i−1) + �cK/ε� − 1

≤ E[N ] × M + E[κ̃1] + �cK/ε� − 1 < ∞.

��
Remark 1 Following the proof, we can also conclude that the number of “activities”
(either vacations or services) to simulate in the vacation system, denoted by NV , is
also finite in expectation. Since coalescence is detected by the τ -th arrival, we only
need to simulate the vacation system forward in time from time 0 until we are able to
extract the first Qv(0) + τ service time requirements to match the customers waiting
in queue at time 0 and the arrivals from time 0 to coalescence time T .

For any m′ < ∞ such that E[V ∧ m′] > 0, we let N̄ i (t), i = 1, . . . , c, denote the
counting process corresponding to the i-th “truncated” vacation process with inde-
pendent activity times capped by m′, i.e., V ∧ m′. Following a standard argument as
in the proof of Ward’s identity in [1], a loose upper bound for E[Nv] is given by
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E [NV ] ≤
c∑

i=1

E
[

N i (T ) + 1
]

+ E [Qv(0) + τ ]

≤
c∑

i=1

E
[

N̄ i (T ) + 1
]

+ E [Qv(0)] + E [τ ]

≤ c · E [T ] + m′

E [V ∧ m′]
+ E [Qv(0)] + E [τ ] < ∞.

4 Simulation procedure

In this section, we first address the validity of Fact I, namely, that we can simulate the
vacation system backward in time, jointly with

{
T i

n : m ≤ n ≤ −1
}
for 0 ≤ i ≤ c,

for any m ∈ Z−.
LetGe(·) = λ

∫ ·
0 Ḡ(x)dx and Fe(·) = μ

∫ ·
0 F̄(x)dx denote equilibriumCDFsof the

interarrival time and service time distributions, respectively. We first notice that sim-
ulating the stationary arrival process

{
T 0

n : n ≤ −1
}
and stationary service/vacation

completion process
{
T i

n : n ≤ −1
}
for each 1 ≤ i ≤ c is straightforward by the

reversibility of T i
n for 0 ≤ i ≤ c. Specifically, we can simulate the renewal arrival

process forward in time from time 0 with the first interarrival time following Ge and
subsequent interarrival times following G.We then set T 0−k = −T 0

k for all k ≥ 1. Like-
wise, we can also simulate the service/vacation process of server i , for i = 1, . . . , c,
forward in time from time 0 with the first service/vacation initiation time following Fe

and subsequent service/vacation time requirements distributed as F . Let T i
k , k ≥ 1,

denote the k-th service/vacation initiation time of server i counting forward in time.
Then, we set T i

−k = −T i
k .

Similarly, we have the equality in distribution, for all t ≥ 0 (jointly),

X (−t)
d= X (t) ;

therefore, we have from (2) that the following equality in distribution holds for all
t ≥ 0 (jointly):

Qv(−t)
d= sup

s≥t
X (s) − X (t) .

The challenge in simulating Qv(−t) involves sampling M(t) = maxs≥t {X (s)} jointly
with X (t) during any time interval of the form [0, T ] for T > 0. The rest of the section
is devoted to solve this challenge.

The idea is to identify a sequence of random times �k such that

max
T 0

k ≤t≤T 0
k +�k

{X (t)} ≥ max
t≥T 0

k +�k

{X (t)}.

Then, M(T 0
k ) = maxt≥T 0

k
{X (t)} = maxT 0

k ≤t≤T 0
k +�k

{X (t)}. In particular, to cal-

culate M(T 0
k ), we only need to look at the maximum of X (t) over a finite time
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interval, [T 0
k , T 0

k + �k]. To find such �k , we apply two tricks here. The first trick
is to decompose X (t) into (c + 1) random walks with negative drift associated with
N i for i = 0, 1, . . . , c. This is based on the fact that for λ < cμ, we can pick
a ∈ (λ, cμ) such that N 0(t) − at and

(
(a/c)t − N i (t)

)
are “drifting downward” to

negative infinity. We can then bound M(t) by the “corresponding” running time max-
imum of the random walks with negative drift. The second trick is a “milestone event”
construction, which allows us to identify random times beyond which a random walk
with negative drift will never go above a previously achieved level.

The “milestone events” are similar to the ladder height decomposition of a ran-
dom walk, but we cannot directly use ladder height theory because the corresponding
expressions for the probabilities of interest (for example the probability of an infinite
strictly increasing ladder epoch) are rarely computable in closed form. The “milestone
construction” introduces a parameterm which, together with change of measure ideas,
allows us to simulate without bias the occurrence of object such as the time the random
walk reaches a certain barrier, for example.

Putting these “milestone events” of the random walks together and using the fact
that M(t) can be bounded by the appropriate running time maximums of the random
walks, we can find the desired �k . We next provide the details of the construction.

Decomposition Choose a ∈ (λ, cμ). Then, for t > 0,

X (t) = N 0(t) −
c∑

i=1

N i (t) = (N 0(t) − at) +
c∑

i=1

(a

c
t − N i (t)

)
.

We define (c+1) randomwalks with negative drift associated with N i (t)’s as follows:

S(0)
0 = 0, S(0)

1 = −aT 0
1 + 1, S(0)

n = S(0)
n−1 + (−a An−1 + 1) for n ≥ 2. (16)

In particular, S(0)
n = N 0(T 0

n ) − aT 0
n . For i = 1, . . . , c,

S(i)
0 = a

c
T i
1 , S(i)

n = S(i)
n−1 +

(
−1 + a

c
V i

n

)
for n ≥ 1. (17)

Here, S(i)
n = N i (T i

n −) − aT i
n . Figure 2 plots the relationship between {N 0(t) − at :

t ≥ 0} and {S(0)
n : n ≥ 0}, and the relationship between { a

c t − N i (t) : t ≥ 0} and
{S(i)

n : n ≥ 0} for i = 1, . . . , c. In particular, we notice from Fig. 2 that

max
s≥t

{N 0(s) − as} = max

{

N 0(t) − at, max
n≥N0(t)+1

{
S(0)

n

}}

≤ max
n≥N0(t)

{
S(0)

n

}
,

and for i = 1, . . . , c,

max
s≥t

{a

c
s − N i (s)

}
= max

n≥Ni (t−)

{
S(i)

n

}
. ≤ max

n≥(Ni (t)−1)+

{
S(i)

n

}
.

123

Author's personal copy



Queueing Syst

N0
0 (t) at

t

S1
(0)

S2
(0)

S3
(0)

S4
(0)

S0
(0)

0

(a) (b)
a

c
t N0

i (t)

tS1
(i )

S2
(i )

S3
(i )

S4
(i )

S0
(i )

0

Fig. 2 The relationship between the renewal processes and the random walks a N0(t) − at and S(0)
n b

(a/c)t − Ni (t) and S(i)
n

We then notice that, for any given T ,

M(T ) = max
t≥T

{X (t)} = max
t≥T

{

(N 0(t) − at) +
c∑

i=1

(a

c
t − N i (t)

)
}

≤ max
t≥T

{
N 0(t) − at

}
+

c∑

i=1

max
t≥T

{a

c
t − N i (t)

}

≤ max
n≥N0(T )

{
S(0)

n

}
+

c∑

i=1

max
n≥Ni (T )−1

{
S(i)

n

}
. (18)

Milestone construction We use the “milestone events” construction to generate the
(c+1) randomwalkswith negative drift, S(i), togetherwith their running timemaxima,
M (i)

k := maxn≥k{S(i)
n }, k ≥ 0, i = 0, 1, . . . c. This construction is introduced in [5,6],

and we shall provide a brief overview here.
Fixm > 0 and L ≥ 1 such that P(m < M (i)

0 ≤ (L+1)m) > 0 for i = 0, . . . , c. The
values of m and L do not seem to have significant impact on algorithm performance,
as long as they are chosen to be small. In our numerical implementation, we choose
m = 1 and L = 3.

For each randomwalk {S(i)
n : n ≥ 0}, i = 0, 1, . . . , c, we shall define a sequence of

downward and upward “milestone events,” which we denoted as Φ i
j and Υ i

j , respec-
tively, for j ≥ 0 as follows:

Φ i
0 := 0, Υ i

0 := 0,

and for j ≥ 1,

Φ i
j := inf

{

n ≥ Υ i
j−1 I (Υ i

j−1 < ∞) ∨ Φ i
j−1 : S(i)

n < S(i)
Φi

j−1
− Lm

}

,

Υ i
j := inf

{

n ≥ Φ i
j : S(i)

n > S(i)
Φi

j
+ m

}

.
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Notice that P(Φ i
j < ∞) = 1 while P(Υ i

j < ∞) < 1, as the random walks have

negative drift. In fact, under (A1), Proposition 2.1 in [6] shows P(Υ i
j = ∞, i.o.) =

1. We observe that when the event {Υ i
j = ∞} happens, we know that the random

walk will never go above S(i)
Φi

j
+ m beyond Φ i

j . This important observation allows

us to find the running time maximum M (i)
k . In particular, let Φ i

k∗ denote the first
downward milestone at or after step k, and let Φ i

k∗∗ be the first downward milestone
after Φ0

k∗ with Υ i
k∗∗ = ∞. Then, after step Φ i

k∗∗, the random walk S(i) will never go

above the level S(i)
Φ0

k∗∗
+ m, and S(i)

Φ0
k∗∗

+ m < S(i)
Φ0

k∗
− Lm + m ≤ S(i)

Φi
k∗
. Therefore,

M (i)
k = maxn≥k{S(i)

n } = maxk≤n≤Φi
k∗∗

{S(i)
n }, i.e., we just need to find the maximum

value of the random walk between step k and step Φ i
k∗∗. Figure 3 provides a pictorial

explanation of the construction.
We are now ready to use the milestone events across the (c + 1) random walks to

identify �k associated with each T 0
k (k ≥ 1), such that N i (T 0

k ) ≥ 1 for i = 1, . . . , c.
Define

Λ0
k := min

j≥1

{

Φ0
j > N 0

(
T 0

k

)
: S(0)

Φ0
j
≤ S(0)

N0(T 0
k )

− m, Υ 0
j = ∞

}

, (19)

and, for i = 1, . . . , c,

Λi
k := min

j≥1

{

Φ i
j > N i

(
T 0

k

)
− 1 : S(i)

Φi
j
≤ S(i)

Ni (T 0
k )−1

− m, Υ i
j = ∞

}

. (20)

−1

−2

−3

−4

−5

−6

−7

−8

−9

0

1 2 3 4 5 6 7 8 9 10 11

S(0)
n

Fig. 3 This figure plots a realization of the sample path {S(0)
n : 0 ≤ n ≤ 11}. Here, we set m = 1 and

L = 3. Then, Φ0
1 = 3, Υ 0

1 = 4, Φ0
2 = 7. If Υ 0

2 = ∞, then for n ≥ 7, S(0)
n will stay below the level

S(0)
7 + m, which is demonstrated by the bold dashed line. Thus, M(0)

2 = maxn≥2{S(0)
n } = S(0)

2 by only
comparing the random walk values between step 2 and step 7

123

Author's personal copy



Queueing Syst

In particular, the random walk {S(i)
n : n ≥ 0} will never go above the level S(i)

Λi
k
+ m

for n ≥ Λi
k , i = 0, . . . , c. Let

�k := max

{

T 0
Λ0

k
, max
1≤i≤c

{
T i

Λi
k+1

}}

− T 0
k . (21)

Since N 0
(
T 0

k + �k
) ≥ Λ0

k and N i (T 0
k + �k) − 1 ≥ Λi

k for i = 1, . . . , c,

max
n≥N0

(
T 0

k +�k
)

{
S(0)

n

}
≤ S(0)

Λ0
k

+ m and max
n≥Ni (T 0

k +�k )−1

{
S(i)

n

}
≤ S(i)

Λi
k
+ m.

Therefore,

max
t≥T 0

k +�k

{X (t)} ≤ max
n≥N0(T 0

k +�k )

{
S(0)

n

}
+

c∑

i=1

max
n≥Ni (T 0

k +�k )−1

{
S(i)

n

}

≤ S(0)
Λ0

k
+ m +

c∑

i=1

(

S(i)
Λi

k
+ m

)

≤ S(0)
N0(T 0

k )
+

c∑

i=1

S(i)
Ni (T 0

k )−1

≤ N 0
(

T 0
k

)
− aT 0

k +
c∑

i=1

(a

c
T 0

k − N i
(

T 0
k

))

= X
(

T 0
k

)
≤ max

T 0
k ≤t≤T 0

k +�k

{X (t)}.

Under (A1), the time it takes to find �k using the “milestone” construction has
finite expectation (Theorem 2.2 in [6]). We shall provide the algorithmic details to
generate the random walk with negative drift together with the “milestone” events for
the light-tailed case in Sect. 4.1 to demonstrate the basic idea. The general case can
be found in [6]. We also provide the algorithm to match the service time requirements
to the customers in the vacation system between two consecutive inspection times in
Sect. 4.2. Lastly, the exact simulation algorithm of the GI/GI/c queue is summarized
in Sect. 4.3.

4.1 Simulate a random walk with negative drift jointly with “milestone” events

To demonstrate the basic idea, we work with a generic randomwalk with negative drift
Sn := Sn−1 + Xn , for n ≥ 0, with S0 given. We also impose the light-tail assumption
on Xn , i.e., there exist θ > 0 such that E[exp(θ Xn)] < ∞. Let

Φ0 := 0, Υ0 := 0,
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and, for j ≥ 1,

Φ j := inf
{
n ≥ Υ j−1 I (Υ j−1 < ∞) ∨ Φ j−1 : Sn < SΦ j−1 − Lm

}
,

Υ j := inf
{
n ≥ Φ j : Sn > SΦ j + m

}
.

We also denote τm = inf{n ≥ 0 : Sn > m, S0 = 0}. Notice that P(Υ j = ∞) =
P(τm = ∞) > 0.

Sampling Φ j is straightforward. We just sample the random walk, Sn , until Sn <

SΦ j−1 −Lm. SamplingΥ j and the path conditional onΥ j < ∞ require more advanced
simulation techniques, as P(Υ j = ∞) > 0. In particular, we use the exponential tilting
idea discussed in [1]. Let ψX (θ) = log E

[
exp(θ Xn)

]
be the log moment generating

function of Xn , then we have E Xn = ψ ′
X (0) < 0 and V ar(Xn) = ψ ′′

X (0) > 0. By the
convexity of ψX (·), we can always find η > 0 with ψX (η) = 0 and ψ ′

X (η) ∈ (0,∞).
Hence, we can define a new measure Pη based on exponential tilting so that

dPη

dP
(Xn) = exp(ηXn).

Under Pη, Sn is a random walk with positive drift ψ ′
X (η). Thus, Pη(τm < ∞) = 1.

By our choice of η, we also have P(τm < ∞) = Eη exp(−ηSτm ). In implementation,
we shall generate the path Sn under Pη until τm and check whether U ≤ exp(−ηSτm ),
whereU is a uniform randomvariable independent of everything. IfU ≤ exp(−ηSτm ),
we claim that τm < ∞ and accept the path (Sn : n ≤ τm) as the path of the random
walk conditional on τm < ∞.

The algorithm to sample the random walk together with the milestone events goes
as follows. Throughout this paper, “sample” in the pseudocode means sampling inde-
pendently from everything that has already been sampled.

Algorithm RWS: Sample a random walk with negative drift until stopping criteria are
met
Input: L , m, {S0, . . . , Sn}, {Φ0, . . . , Φ j }, {Υ0, . . . , Υ j } and stopping criteria H.
(Note that n = Φ j ifΥ j = ∞, and n = Υ j otherwise. If there is no previous simulated
partial random walk, then we initialize n = 0, j = 0, Φ0 = 0, Υ0 = 0, and S0 as
needed.)

1. While the stopping criteria H are not satisfied, set j ← j + 1.
(a) (Downward milestone simulation)

Sample {Sk : n + 1 ≤ k ≤ Φ j } under the nominal measure, i.e., generate the
random walk until Sn < SΦ j−1 − Lm. Update n = Φ j .

(b) (Upward milestone simulation)
Sample S̃1, . . . , S̃τm from the tilted measure Pη(·). SampleU ∼Uniform[0,1].

If U ≤ exp
(
−ηS̃τm

)
, set Υ j = n + τm , Sn+k = Sn + S̃k for k = 1, . . . , τm

and update n ← n + τm ; otherwise set Υ j = ∞.
2. Output updated {S0, . . . , Sn}, {Φ0, . . . , Φ j } and {Υ0, . . . , Υ j }.
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4.2 Simulate the vacation system between inspection times

To summarize our discussion above, in this section, we provide the pseudocode for
generating the vacation system between the inspection time T 0

κl
and T 0

κl+1
, for l ≥ 0,

κ0 = 0, and κl+1 < κl .

Algorithm VSS: sample vacation system between T 0
κl
and T 0

κl−1
, and extract corre-

sponding service times
Input:m, L ,κl ,κl−1, {S(i)

0 , . . . , S(i)
ni }, {Φ i

0, . . . , Φ
i
ji
}, {Υ i

0 , . . . , Υ i
ji
} for i = 0, 1, . . . , c.

1. Apply Algorithm RWS to further sample S(0) with the stopping criterionH being
n0 ≥ |κl |. Then, find T 0|κl |.

2. Apply Algorithm RWS to further sample S(0) with the stopping criterionH being
n0 = Λ0|κl |, with Λ0|κl | defined in Eq. (19).

3. For i = 1, . . . , c, apply Algorithm RWS to further sample S(i) until the stopping
criterionH being ni = Λi|κl |, with Λi|κl | defined in Eq. (20).

4. Compute �|κl | as defined in Eq. (21). For i = 0, 1, . . . , c, apply Algorithm RWS
to further sample S(i) with the stopping criterion H being T i

ni
≥ T 0|κl | + �|κl |.

5. Construct the backward renewal processes {N i (t) : T 0
κl

− �|κl | ≤ t ≤ 0} using
{S(i)

n : 0 ≤ n ≤ ni } for i = 0, 1, . . . , c. In particular, we shall set T i−n = −T i
n .

Then, construct X (t) = N 0(t) − ∑c
i=1 N i (t) for t ∈ [T 0

κl
− �|κl |, 0].

6. Set M(T 0
κl

) = maxT 0
κl

−�|κl |≤t≤T 0
κl
{X (t)} and then compute Qv(T 0

κl
) = M(T 0

κl
) −

X (T 0
κl

) to be the number of people waiting in the queue at time T 0
κl
. The remaining

activity times are Ui (T 0
κl

), for i = 1, . . . , c.
7. If Qv(T 0

κl
) > 1, then for 1 ≤ j ≤ Qv(T 0

κl
) − 1, the j-th people waiting in queue

arrive at time T 0
κl−Qv(T 0

κl
)+ j

. Let D̃ j = inf{t ≥ 0 : j = ∑c
i=1 σ i

T 0
κl
(t)}, then extract

Vκl−Qv(T 0
κl

)+ j = ∑c
i=1 V i

Ni (T 0
κl

+D̃ j )
dN i (T 0

κl
+ D̃ j ) as his service time.

8. For κl ≤ n ≤ −1, use Eq. (3) to extract the service times Vκl , . . . , V−1.
9. Output

(a) service times of the people waiting in queue at time T 0
κl
(excluding the arrival

at T 0
κl
), i.e., null if Qv(T 0

κl
) = 1 and (Vκl−Qv(T 0

κl
)+1, . . . , Vκl−1) in the order of

arrival if Qv(T 0
κl

) > 1.

(b) matched arrival times and service times
{(

T 0
j , Vj

)
: κl ≤ j ≤ −1

}
in the

order of arrival.
(c) updated random walks {S(i)

0 , . . . , S(i)
ni } with updated milestone events

{Φ i
0, . . . , Φ

i
ji
}, {Υ i

0 , . . . , Υ i
ji
} for i = 0, 1, . . . , c.

4.3 Overall exact simulation procedure

In this section, we provide the overall pseudocode for our exact simulation algorithm.

Algorithm PS: sample stationary GI/GI/c queue at time 0

Input: m, L , F , G, c
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1. For i = 0, 1, . . . , c, initiate Φ i
0 = Υ i

0 = 0, and S(i)
0 as defined in Eqs. (16, 17).

2. Set κ0 = 0, κ1 = −10, l = 1.
3. (a) Apply Algorithm VSS to sample vacation system between T 0

κl
and T 0

κl−1
, and

extract corresponding service times.
(b) Start two GI/GI/c queues, both from T 0

κl
, one initialized with

(
Qv

(
T 0

κl

)
,S

(
U

(
T 0

κl

))
, 0

)

and the other initialized with 0. Evolve the two queues forward in time until
time 0 and calculate

C = min
κl≤ j≤−1

∣
∣
∣
∣
∣
∣ZT 0

κl

(
T 0

j − T 0
κl

;
(

Qv

(
T 0

κl

)
,S

(
U

(
T 0

κl

))
, 0

))

− ZT 0
κl

(
T 0

j − T 0
κl

; 0
)∣
∣
∣
∣
∣
∣∞ .

4. If C = 0, output Z(0) = ZT 0
κl

(|T 0
κl

|; 0). Otherwise (C > 0), set l ← l + 1,

κl = 2κl−1, then go back to Step 3.

5 Numerical experiments

As a sanity check, we have implemented our MATLAB code in the case of an Erlang
(k1, λ)/Erlang(k2, μ)/c queue. We provide a detailed MATLAB implementation of
each of the algorithms required to execute Facts I–IV in the online Appendix to this
paper.

Firstly, in the context of the M/M/c queue, which is a special case of
Erlang(k1, λ)/Erlang(k2, μ)/c when k1 = k2 = 1 and whose stationary distribu-
tion can be computed in closed form, we have compared the theoretical distribution
to the empirical distribution of the number of customers in the system at stationarity.
The empirical distribution is produced from a large number of runs using our perfect
simulation algorithm. Figure 4 shows a comparison of these distributions when λ = 3,
μ = 2, and c = 2. Gray bars show the empirical result of 5000 draws using our perfect
simulation algorithm, and black bars show the theoretical distribution of the number
of customers in the system. The two are very close to each other. Following [9], we test
the goodness of fit using a Pearson’s chi-squared test; under the null hypothesis, the
empirical histogram converges to theoretical distribution as the sample size increases.
The test yields a p value equal to 0.6806, indicating close agreement (i.e., we can
not reject the null hypothesis). Similarly, Fig. 5 provides another comparison with a
different set of parameters, λ = 10, μ = 2, c = 10, with a p value being 0.6454 from
the chi-squared test.

Also, for a general Erlang(k1, λ)/Erlang(k2, μ)/c queue (k1 > 1, k2 > 1) when
ρ = (λ1k2) / (cλ2k1) = 0.9, we have compared the empirical distribution obtained
from simulation with the numerical results (with precision at least 10−4) provided in
Table III of [17]. Figure 6 shows the comparison for an E3/E2/5 queue with ρ = 0.9.
We observe that the two histograms are very close to each other. A Pearson’s chi-
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Number of Customers for an M/M/c queue in equilibrium with lambda = 3, mu = 2, c = 2 (5000 draws)

Perfect Simulation
Theoretical

Fig. 4 Number of customers for an M/M/c queue in stationarity when λ = 3, μ = 2, and c = 2
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Number of Customers for an M/M/c queue in equilibrium with lambda = 10, mu = 2, c = 10 (5000 draws)

Perfect Simulation
Theoretical

Fig. 5 Number of customers for an M/M/c queue in stationarity when λ = 10, μ = 2, and c = 10

squared test between the simulated distribution and the numerical one gives a p value
of 0.6815.

Next, we run numerical experiments in the M/M/c case to see how the running
time of our algorithm, measured by mean coalescence time of two bounding systems,
scales as the number of servers grows and the traffic intensity ρ changes. Starting
from time 0, the upper bound queue has its queue length sampled from the theoretical
distribution of an M/M/c vacation system and all servers busy with remaining service
times drawn from the equilibrium distribution of the service/vacation time; and the
lower bound queue is empty. Then, we run both the upper bound and lower bound
queues forward in time with the same stream of arrival times and service requirements
until they coalesce. Table 1 shows the estimated average coalescence time, E[T ],
based on 5000 iid samples, for different system scales in the quality-driven regime
(QD). We observe that E[T ] does not increase much as the system scale parameter,
s, grows. Table 2 shows similar results for the quality-and-efficiency-driven operating
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0.05

0.1

0.15
Number of Customers for an E3/E2/5 queue in equilibrium with rho=0.9 (5000 draws)

Perfect Simulation
Numerical Table

Fig. 6 Number of customers for an Erlang(k1, λ)/Erlang(k2, μ)/c queue in stationarity when k1 = 3,
λ = 4.5, k2 = 2, μ = 2/3, c = 5, and ρ = 0.9

Table 1 Simulation result for
coalescence time of M/M/c
queue

s Mean 95% confidence interval

(QD: λs = s, cs = 1.2s, μ = 1)

100 6.4212 [6.2902, 6.5522]

500 7.0641 [6.9848, 7.1434]

1000 7.7465 [7.6667, 7.8263]

Table 2 Simulation result for
coalescence time of M/M/c
queue

s Mean 95% confidence interval

(QED: λs = s, cs = s + 2
√

s, μ = 1)

100 6.5074 [6.3771, 6.6377]

500 8.5896 [8.4361, 8.7431]

1000 9.4723 [9.3041, 9.6405]

regime (QED). In this case, E[T ] increases at a faster rate with s than the QD case,
but the magnitude of increment is still not significant.

Finally, we run a numerical experiment in the M/M/c case aiming to test how com-
putational complexity of our algorithm changes with traffic intensity, ρ = λ/cμ. Here,
we define the computational complexity as the total number of renewals (including
arrivals and services/vacations) the algorithm samples in total to find the coalescence
time. We expect the complexity to scale like (c + 1)(1−ρ)−2E[T (ρ)], where (c + 1)
is the number of renewal processes we need to simulate, (1 − ρ)−2 is on average the
amount of renewals we need to sample to find its running time maximum for each
renewal process, and E[T (ρ)] is the mean coalescence time when the traffic intensity
is ρ. Table 3 summarizes our numeral results, based on 5000 independent runs of the
algorithm for each ρ. We run the coalescence check at 10× 2k for k = 1, 2, . . ., until
we find the coalescence.We observe that as ρ increases, the computational complexity
increases significantly, but when multiplied by (1− ρ)2, the resulting products are of
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Table 3 Simulation result for computational complexities with varying traffic intensities

λ Traffic intensity
(ρ)

Mean number of
renewals sampled

Mean index of suc-
cessful inspection
time

Mean number of
renewals sampled
× (1 − ρ)2

M/M/c queue with fixed μ = 5 and c = 2

5 0.5 225.6670 11.7780 56.4168

6 0.6 377.0050 14.7780 60.3208

7 0.7 764.3714 21.9800 68.7934

8 0.8 2181.3452 44.2320 87.2538

9 0.9 12,162.6158 161.0840 121.6262

Fig. 7 Matching procedure of
service times to arrival process

about the same magnitude—up to a factor proportional to λ, given that the number
of arrivals scales as λ per unit time. Therefore, the main scaling parameter for the
complexity here is (1 − ρ)−2. Notice that if we simulate the system forward in time
from empty, it also took around O

(
(1 − ρ)−2

)
arrivals to get close to stationary.

6 Proof of technical results

6.1 The iid property of the coupled service times and independence of the
arrival process

In order to explain why the Vn form an iid sequence, independent of the sequence
T 0 = {T 0

n : n ∈ Z\{0}}, it is useful to keep in mind the diagram depicted in Fig. 7,
which illustrates a case involving two servers, c = 2.
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The assignment of the service times, as we shall explain, can be thought of as a
procedure similar to a Tetris game. Arrival times are depicted by dotted horizontal
lines which go from left to right, starting at the left most vertical line, which is labeled
“Arrivals.” Think of the time line going, vertically, from the bottom of the graph (past)
to the top of the graph (future).

In the right-most column in Fig. 7, we indicate the queue length, right at the time
of a depicted arrival (and thus, including the arrival itself). So, for example, the first
arrival depicted in Fig. 7 observes one customer waiting and thus, including the arrival
himself, there are two customers waiting in queue.

The Tetris configuration observed by an arrival at time T is comprised of two parts:
(i) the receding horizon, which corresponds to the remaining incomplete blocks, and
(ii) the landscape, comprised of the configuration of complete blocks. So, for example,
the first arrival in Fig. 7 observes a receding horizon corresponding to the two white
remaining blocks, which start from the dotted line at the bottom. The landscape can be
parameterized by a sequence of block sizes, and the order of the sequence is given by
the way in which the complete blocks appear from bottom to top—this is precisely the
Tetris-game assignment. There are no ties because of the continuous time stationarity
and independence of the underlying renewal processes. The colors are, for themoment,
not part of the landscape. We will explain the meaning of the colors momentarily.

The assignment of the service times is done as follows: The arriving customer
reads off the right-most column (with heading “Queue length at arrival”) and selects
the block size labeled precisely with the number indicated by the “Queue length at
arrival.” So, there are two distinctive quantities to keep in mind assigned to each
player (i.e., arriving customer): (a) the landscape (or landscape sequence, which, as
indicated, can be used to reconstruct the landscape), and (b) the service time, which
is the complete block size occupying the “Queue length at arrival”-th position in the
landscape sequence.

The color code in Fig. 7 simply illustrates quantity b) for each of the arrivals.
So, for example, the first arrival, who reads “Queue length at arrival = 2” (which
we have written in green color), gets assigned the second complete block, which we
have depicted in green. Similarly, the second arrival depicted reads off the number
“1” (written in red) and gets assigned the first red block depicted (from bottom to
top). The very first complete block (from bottom to top), which is depicted in black,
corresponds to the service time assigned to the customer ahead of the customer who
collected the green block. The number “1” (in red) is obtained by observing that the
customer with the initial black block has departed.

Now we argue the following properties:

(1) The service times are iid copies of V .
(2) The service times are independent of T 0.

About property (1): The player arriving at time T reads a number, correspond-
ing to the queue length, which is obtained by the past filtration FT generated by
∪k∈Z\{0},0≤i≤c{T i

k : T i
k ≤ T }. Conditional on the receding horizon (i.e., remaining

incomplete block sizes),RT , the past filtration is independent of the landscape. This is
simply theMarkov property applied to the forward residual lifetime process of each of
the c renewal processes represented by the c middle columns. Moreover, conditional
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on RT , each landscape forms a sequence of iid copies of V because of the structure
of the underlying c renewal processes corresponding to the middle columns. So, let
Q (T ) denote the queue length at time T (including the arrival at time T ), which is
a function of the past filtration, and let {LT (k) : k ≥ 1} be the landscape sequence
observed at time T , so that LT (Q (T )) is the service time of the customer who arrives
at time T . We then have that, for any positive and bounded continuous function f (·),

E[ f (LT (Q (T ))) |RT ] = E[ f (LT (1)) |RT ] = E[ f (V )],

precisely because, conditional on RT , Q (T ) (being FT measurable) is independent
of {LT (k) : k ≥ 1}.

To verify the iid property, let f1, f2 be non-negative and bounded continuous func-
tions. Assume that T1 < T2 are arrival times in T 0 (not necessarily consecutive).
Then,

E
[

f1
(
LT1 (Q (T1))

)
f2

(
LT2 (Q (T2))

)]

= E
[
E

[
f1

(
LT1 (Q (T1))

)
f2

(
LT2 (Q (T2))

) |FT2 ,RT2

]]

= E
[

f1
(
LT1 (Q (T1))

)
E

[
f2

(
LT2 (Q (T2))

) |FT2 ,RT2

]]

= E
[

f1(LT1 (Q (T1)))
]

E[ f2(V )] = E[ f1(V )]E[ f2(V )].

The same argument extends to any subset of arrival times, and thus the iid property
follows.

About property (2): Note that in the calculations involving property (1), the actual
values of the arrival times T , T1, and T2 are irrelevant. The iid property of the service
times is established path-by-path conditional on the observed realization T 0. Thus,
the independence of the arrival process and service times follows immediately.

6.2 Proof of technical lemmas of monotonicity

Proof of Lemma 1 Both facts are standard; the first one can be easily shown using
induction. Specifically,wefirst notice thatWk(T 0

k ;w+) = w+ > w− = Wk(T 0
n ;w−).

Suppose that Wk(T 0
n ;w+) ≥ Wk(T 0

n ;w−) for some n ≥ k, then

Wk

(
T 0,+

n ;w+)
= S

((
Wk

(
T 0

n ;w+)
+ Vne1 − An1

)+)

≥ S
((

Wk

(
T 0

n ;w−)
+ Vne1 − An1

)+)

= Wk

(
T 0,+

n ;w−)
.

For inequality (9), we note that Wk
(
T 0

k′ ; 0
) ≥ Wk′

(
T 0

k′ ; 0
) = 0, and therefore, due to

(8), we have that

Wk

(
T 0

n ; 0
)

= Wk′
(

T 0
n ; Wk (Tk′ ; 0)

)
≥ Wk′

(
T 0

n ; 0
)

.

��
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Proof of Lemma 2 This fact follows immediately by induction from Eqs. (4) and (7)
using the fact that Ξn ≥ 0. ��
Proof of Lemma 3 We first prove the inequality Qu(t − u; z+) ≤ Qv(t). Note that
Ui (u) > 0 for all u (the forward residual lifetime process is right continuous), so
the initial condition r indicates that all the servers are busy (operating) and the initial
q ≥ 0 customers will leave the queue (i.e., enter service) at the same time as those in
the vacation system under the evolution of Zu

(·; z+)
. Now, let us write N = inf{n :

T 0
n ≥ u} (in words, the next arriving customer at or after u arrives at time T 0

N ). It is
easy to see that S

(
U

(
T 0

N

)) ≥ Ru(T 0
N − u; z+); to wit, if T 0

N occurs before any of
the servers becomes idle, then we have equality, and if T 0

N occurs after, say, l ≥ 1
servers become idle, then Ru(T 0

N − u; z+) will have l zeroes and the bottom c − l
entries will coincide with those of S

(
U

(
T 0

N

))
, which has strictly positive entries.

So, if wN is the Kiefer–Wolfowitz vector observed by the customer arriving at T 0
N

(induced by Qu(· − u; z+)), then we have Wv (N ) ≥ wN . By monotonicity of the
Kiefer–Wolfowitz vector in the initial condition and because of Lemma 2, we have

Wv (k) ≥ WN

(
T 0

k ; Wv (N )
)

≥ WN

(
T 0

k ;wN

)
,

for all k ≥ N , and hence, T 0
k + D0

k ≥ T 0
k + W (1)

N

(
T 0

k ;wN
)
. Therefore, the departure

time from the queue (i.e., initiation of service) of the customer arriving at T 0
k in

the vacation system occurs no earlier than the departure time from the queue of the
customer arriving at time T 0

k in the GI/GI/c queue. Consequently, we conclude that
the set of customers waiting in the queue in the GI/GI/c system at time t is a subset
of the set of customers waiting in the queue in the vacation system at the same time.
Similarly, we consider Qu(t − u; z−) ≤ Qu(t − u; z+), which is easier to establish,
since, for k ≥ N (with the earlier definition of T 0

N and wN ),

WN

(
T 0

k ;wN

)
≥ WN

(
T 0

k ; 0
)

.

So the set of customers waiting in the queue in the lower bound GI/GI/c system at time
t is a subset of the set of customers waiting in the queue in the upper bound GI/GI/c
system at the same time. ��
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Appendix: A list of selected notation

Notation Meaning

An : n ∈ Z\{0} Interarrival time between the arrivals at T 0
n and T 0,+

n (Sect. 2.1)
D0

n : n ∈ Z\{0} Waiting time of the customer arriving at T 0
n in the vacation system

(Sect. 2.1.2)
Eu(t; z) : t ≥ 0 Time elapsed since previous arrival at time u + t when the time elapsed

since previous arrival at time u is the corresponding subvector of z, i.e., e
(Sect. 2.2.1)

i(n) : n ∈ Z\{0} Label of the server who serves the customer arriving at T 0
n (Sect. 2.1.2)

M(t) : t ≥ 0 Running time maximum of process {X (s) : s ≥ t} (Sect. 4)
N0

u (t) : t ≥ 0 Number of arrivals during [u, u + t] (Sect. 2.1)
N0(t) Number of arrivals during [0, t] if t ≥ 0 or in [t, 0] if t < 0 (Sect. 2.1)
Ni

u(t) : t ≥ 0 Number of activities initiated by server i during [u, u + t] (Sect. 2.1)
Ni (t) Number of activities initiated by server i during [0, t] if t ≥ 0 or [t, 0] if

t < 0 (Sect. 2.1)
Qu(t; z) : t ≥ 0 Number of people waiting in queue at time u + t of a GI/GI/c queue that

starts at time u and is initialized with z (Sect. 2.2.1)
Qv(t) Number of people waiting in queue in stationary vacation system at time t

(Sect. 2.1.1)
Ru(t; z) : t ≥ 0 Ordered (non-decreasing) remaining service times of all c servers at time

u + t of a GI/GI/c queue that starts at time u and is initialized with z
(Sect. 2.2.1)

{S(0)
n : n ≥ 0} Random walk with negative drift associated with the arrival renewal

process (Sect. 4)

{S(i)
n : n ≥ 0} Random walk with negative drift associated with the activity renewal

process of server i (Sect. 4)
T 0

n : n ∈ Z\{0} n-th ((−n)-th) arrival time counting forward (backward) in time from time
0 (Sect. 2.1)

T 0,+
n : n ∈ Z\{0} Next arrival time after T 0

n (Sect. 2.1)

T 0,−
n : n ∈ Z\{0} Previous arrival time before T 0

n (Sect. 2.1)
T i

n : n ∈ Z\{0} n-th ((−n)-th) activity initiation time of server i counting forward
(backward) in time from time 0 (Sect. 2.1)

T i,+
n : n ∈ Z\{0} Next activity initiation time of server i after T i

n (Sect. 2.1)

T i,−
n : n ≥ Z\{0} Previous activity initiation time of server i before T i

n (Sect. 2.1)
U0(t) Time until next arrival from time t (Sect. 2.2.2)
Ui (t) Time until next activity initiated by server i from time t (Sect. 2.2.2)

U (t) c-dimensional vector
(

U1(t), . . . , Uc(t)
)T

(Sect. 2.2.2)

Vn : n ∈ Z\{0} Service time of the customer who arrives at T 0
n (Sect. 2.1.1)

V i
n : n ∈ Z\{0} Length of the activity of server i that is initiated at T i

n (Sect. 2.1)
W (n) : n ∈ Z\{0} Kiefer–Wolfowitz workload vector at time T 0

n of a stationary GI/GI/c
queue (Sect. 2.2.1)

Wk

(
T 0

n ; w
)
: n ≥ k and

n, k ∈ Z\{0}
Kiefer–Wolfowitz workload vector at time T 0

n of a GI/GI/c queue which
has its workload vector at time T 0

k being w (Sect. 2.2.1)

Wv(n) : n ∈ Z\{0} Analog Kiefer–Wolfowitz workload vector at time T 0
n of the stationary

vacation system (Sect. 2.2.2)

Wv(n+) : n ∈ Z\{0} Analog Kiefer–Wolfowitz workload vector at time T 0,+
n of the stationary

vacation system (Sect. 2.2.2)
X (t) X0(t) if t ≥ 0 or Xt (−t) if t < 0 (Sect. 2.1.1)
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Notation Meaning

Xu(t) : t ≥ 0 N0
u (t) − ∑c

i=1 Ni
u(t) (Sect. 2.1.1)

Z(t) State vector of a stationary GI/GI/c queue at time t
Zu(t; z) : t ≥ 0 State vector at time u + t of a GI/GI/c queue that starts at time u and is

initialized with z (Sect. 2.2.1)
σ i

u(t) : t ≥ 0 Number of service initiations by server i during [u, u + t] (Sect. 2.1.2)
Φi

j : j ≥ 0, 0 ≤ i ≤ c j-th downward “milestone” of random walk {S(i)
n : n ≥ 0} (Sect. 4)

Υ i
j : j ≥ 0, 0 ≤ i ≤ c j-th upward “milestone” of random walk {S(i)

n : n ≥ 0} (Sect. 4)
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