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ARTICLE INFO ABSTRACT

Keywords: The LEAP international collaboratory is introduced and its key objectives and main accomplishments during the
Calibration planning phase of the US-LEAP (LEAP-2015) are presented. The main theme of LEAP-2015 was lateral spreading
Ceﬂtri_ful%_e mOdeliﬂ_g of sloping liquefiable soils. A summary of the results of the laboratory element tests performed on the selected
Constitutive modeling soil (Ottawa F-65) is presented. The numerical simulations submitted by several predictors at different stages of
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Validation

the project are compared with the measured responses of sloping deposit specimens tested in a rigid box at six
different centrifuge facilities around the world. The comparisons are presented for three rounds of simulations
labeled here as types A, B, and C simulations. The type A simulations involved the response of the soil specimen
to a prescribed base excitation with a maximum amplitude of 0.15g (Motion #2). Comparisons of the numerical
simulations with the experimental results show that a sub-set of type A simulations were in reasonably good
agreement with the responses measured in the reference centrifuge experiment. The predictors subsequently
assessed the performance of their type A simulations by comparing them to the measured responses, made the
necessary adjustments in their models, and conducted a type B simulation of the response of the same soil
specimen subjected to an amplified base excitation with a maximum amplitude of 0.25g (Motion #4). In these
type B simulations, the achieved base motions were used and the simulations showed an improved correlation
with the experimental results. The predictors also conducted a type C simulation of the original test (Motion #2)
using the base motions achieved on the six centrifuge facilities. The results showed very good agreement with
the experimental results.

1. Introduction geo-structures such as retaining structures, soil slopes, and earth
embankments remain a major concern to the geotechnical en-
Liquefaction-induced permanent deformations and failure in gineering community. Following large earthquakes, recorded data,
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Table 1
Participating centrifuge facilities [35].
Symbol Facility Centrifuge Radius (m) g* Shaking direction Density of soil (kg/m®)
CU Cambridge University 4.0 40.0 Tangential 1620 = 20
KU Kyoto University 2.5 44.4 Tangential 1652
NCU National Central University of Taiwan 3.0 26.0 Axial 1648
RPL Rensselaer Polytechnic Institute 3.0 23.0 Axial 1650
UCDh University of California at Davis 1.0 43.0 Tangential 1652 = 10
ZJU Zhejiang University 4.5 26.0 Axial 1644 * 54

field investigations, and various case studies have often been used
to understand the mechanisms of failure and to establish a link to
key features of soil stress-strain-strength behavior. Furthermore,
intensive efforts have been undertaken by researchers towards the
development of constitutive and numerical modeling tools capable
of predicting cyclic and permanent deformations of liquefaction
prone soils (e.g., [26,38,67,20,17,31,27,28]). Except for occasional
efforts such as that by EPRI (1993), thorough assessments and va-
lidations of these computational tools have been rather limited.
Perlea and Beaty [47] have discussed the use of three different
codes including FLAC (with a hypoplasticity model, Wang et al.,
2006; with UBCSand model, [9]; and with an empirical pore pres-
sure generation model, [18]), DYNAFLOW [48], and TARA [23] in
the assessment of the seismic response of a number of earth dams.
Boulanger and Ziotopoulou [12], in the framework of the con-
stitutive model's PM4Sand development, presented an extensive
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Acceleration, g

Time, sec

Fig. 2. Target base motions for Events 2 and 4.
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Fig. 3. Results of three monotonic drained compression tests conducted on Ottawa sand
with initial dry density of 1657 kg/m® (0.=100 kPa), 1659 kg/m> (o, =200 kPa), 1662
(0.=300 kPa) kg/m> [54].

validation of single-element simulations against the body of data
available for liquefiable soils and demonstrated capabilities and
limitations of their constitutive model. The extensive computa-
tional work reported in Perlea and Beatty [47] and Boulanger and
Ziotopoulou [12] clearly demonstrates the continuing need of
practicing engineers for validation and assessment of modern nu-
merical tools that are now available for geotechnical analysis.

In the early 1990's, over 20 teams of numerical modelers partici-
pated in an elaborate prediction exercise called VELACS (VErification
Liquefaction Analyses by Centrifuge Studies) [4]. Centrifuge tests were
conducted and duplicated at different centrifuge facilities in the US
(UCD, RPI, University of Colorado at Boulder, and Princeton University)
and Cambridge University in the UK. A large number of “Class A” (i.e.,
true prediction of an event made prior to the event, hereafter referred to
as TP) numerical simulations of these centrifuge tests were submitted
and compared at a symposium. The two key lessons learned from this
exercise were that: (1) none of the numerical techniques available at
that time were reliable for producing high quality predictions of li-
quefaction problems, and (2) there was significant variability in many
of the centrifuge test results.

Over the past few decades, the geotechnical engineering community
has seen remarkable advances in experimental and computational si-
mulation capabilities [1, 2, 21, 51]. Experimental research using in-
creasingly reliable element scale laboratory tests, in-situ tests, and
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Fig. 4. Results of strain-controlled and stress-controlled cyclic undrained tests conducted
on Ottawa sand with an average initial density of 1658 kg/m> and a coefficient of var-
iation of 0.134% [54].

centrifuge experiments have provided the community with significantly
improved understanding of the response of geosystems to earthquake
loading.

In the same vein as the VELACS project, a recent exercise was
conducted in Italy, on predicting the tunnel-soil interaction using nu-
merical procedures that are matched to centrifuge test data. This pro-
ject titled Round Robin Tunnel Tests (RRTT) has involved seven dif-
ferent numerical modeling teams that were involved in predicting the
centrifuge test results in terms of tunnel lining forces and bending
moments amongst other parameters, Bilotta et al. [6].

The tremendous advances in computational power and compu-
tational methods currently provide an unprecedented opportunity
for the analysis of very large geo-structural systems using sophis-
ticated constitutive and numerical modeling techniques. Compared
to 25 years ago, there are far better computational and numerical
modeling techniques available for the analysis of soil liquefaction
and its consequences. In the realm of constitutive modeling, there
are several well-established constitutive models for saturated
granular soils [8-12,16,17,19,20,26-28,36,38,46,50,55-60].
Moreover, several commercial finite element and finite difference
codes [e.g., PLAXIS [7]; FLAC [30]] provide nonlinear fully-cou-
pled effective stress capabilities for analysis of geostructures in-
volving liquefiable soils. New advances in meshfree [41], finite
element analysis [39,41,42,43-45,49] and discrete element tech-
niques [22,61,63] have provided the community with powerful
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Fig. 5. Comparison of type A simulations of the ex-
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tools to model liquefaction as well as post-failure response of geo-
structures.

All these advanced computational tools still need to be assessed and
validated against high-fidelity experiments. This paper presents the
results of the preliminary experimental and numerical simulations
performed by a group of researchers as part of an international colla-
borative LEAP effort [33,34,40,62].

2. Design of GWU 2015 validation experiment

A key objective of LEAP is to develop a database of high quality
centrifuge tests that can be used to assess the validity of current and
future constitutive/numerical modeling techniques for the analysis of
soil liquefaction and its consequences such as permanent deformation.
Earthquake-induced lateral spreading was selected as a topic of interest
in the planning phase of the US project. A recent study of the centrifuge

[64] showed that laminar box used in centrifuge modeling of lateral
spreading caused by soil liquefaction may influence the data (especially
at high pore pressure ratios).

The LEAP-2015 model is composed of uniform sand, with a 5-
degree slope instrumented as shown in shown in Fig. 1a and b (see
[35] for more details). The experiment was designed to be both
repeatable at all six of the centrifuge facilities (Table 1). Some
centrifuge facilities have hydraulic shakers that produce 1-D hor-
izontal shaking in the plane of spinning, while other facilities per-
form the shaking along the axis of the centrifuge. To account for the
differences in orientation of the shaking direction in the radial ac-
celeration field, the 5 degree slope in the shaking direction is to be
superimposed on a curved surface corresponding to the radius from
the axis of rotation of the centrifuge. If the surface was not curved
initially, it would become curved to some extent as a result of li-
quefaction; settlements associated with the forming of the curve
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Fig. 6. Comparison of type A simulations of excess
pore water pressure time histories at the location of

P5 and P6 with the results of the reference experi-
ment, Motion #2 (see Fig. 1 for transducer loca-
tions.).
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would be superimposed on settlements due to consolidation and
spreading down the 5 degree slope. The surface curvature is im-
portant to minimize differences between experiments at different
facilities.

The centrifuge experiments consist of five shaking events.
During these events the centrifuge specimen is subjected to a ta-
pered sinusoidal motion. Events 2 and 4 are the main events, while
events 1, 3 and 5 consist of non-destructive base excitations. Fig. 2
shows the target base motions for the main events of the centrifuge
experiments. Motions 2 and 4 have peak acceleration of 0.15g and
0.25g respectively.

In prototype scale, the slope is 20 m in length and 4 m deep at the
midpoint. The width of the cross section, shown as section A-A in Figs. 1
and 2 was specified to be at least 9m to control boundary effects

produced by friction on the sidewalls of the container. The model-scale
dimensions are specific to each centrifuge facility, largely determined
by the available rigid model containers.

The locations of the accelerometers and pore pressure transducers
are specified in Figs. 1 and 2. Required sensors shown in bold, highly
recommended sensors are shown in bold dashed lines, and re-
commended sensors are shown as non-bolded solid line symbols in
Figs. 1 and 2.

Required sensors include AH11 and AH12 to measure the
achieved base motion and are spaced consistently such that the yaw
rotational acceleration can be determined. The vertical accel-
erometers, AV1 and AV2 are sensitive to container due to the
rocking and Coriolis accelerations which depend on the shaking
direction. The central vertical array (P1-P4 and AH1-AH4) were
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Fig. 7. Comparison of type A simulations of excess
pore water pressure time histories computed at the

location of P7 and P8 with the results of the re-
ference experiment, Motion #2 (see Fig. 1 for
transducer locations.).
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located to minimize the boundary effects from the rigid walls [65].
The pore pressure transducers and accelerometers are offset 1.5 m
in the transverse direction (section A-A) for constructability and
reduction of sensor-to-sensor interaction.

Centrifuge facilities that could accommodate sensors in addition to
the required sensors were encouraged to include the highly re-
commended and recommended sensors. The recommend sensors are at
equivalent depths as sensors in the central array intended to help in
understanding the effect of the container boundaries on the model re-
sponse. Details of the centrifuge tests conducted by each experimental
group are reported in separate papers published in this special edition
of the Journal [15,25,32,37,52,66].

3. Soil characterization and element tests

The selected soil, Ottawa sand F-65, was characterized through a
series of standard laboratory tests to determine its particle size dis-
tribution, specific gravity, and coefficient of hydraulic conductivity.
The results of all these tests were made available to the predictors.
These results are also documented in Vasko [54] and the data may be
accessed via the LEAP database [13,14].

In addition to the above mentioned tests, a series of monotonic
drained and undrained compression and extension tests were conducted
on samples of Ottawa sand prepared by tapped-dry pluviation [29]. The
monotonic tests were performed with three different initial void ratios
and under a range of initial confining pressures. Fig. 3 shows the results
of drained compression tests performed with an initial density of
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Fig. 8. Comparison of type A simulations of accel-
eration time histories at the location of Al to A4 with

the results of the reference experiment, Motion #2
(see Fig. 1 for transducer locations.).
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1652 kg/m? (the target density for the preparation of the centrifuge test
specimen).

To characterize the liquefaction resistance of the soil, a number of
cyclic strain-controlled and stress-controlled undrained tests were
conducted. These tests were conducted for the relative density intended
in the centrifuge tests. The results of all these tests can be found in
Vasko [54] and the LEAP database [13,14]. Fig. 4 shows the liquefac-
tion strength curve obtained from strain-controlled and stress-con-
trolled cyclic undrained tests. In strain-controlled tests, liquefaction
state is reached when excess pore water pressure ratio reaches 100%. In
stress-controlled tests, a single amplitude strain of 2.5% is used as cri-
teria for liquefaction triggering.

The results of the monotonic and cyclic strain-controlled tests were
made available to the predictors in the type A simulation exercise (i.e.,

before the event prediction exercise). At the start of the type A simu-
lation phase, stress-controlled cyclic triaxial tests had not been com-
pleted yet. However, the results of these tests became available in the
type C simulations for Motion #2 and type B simulations for Motion #4.
A summary of the timeline of the simulations and the data provided to
predictors are shown in Table 3.

4. True prediction exercise: comparisons with the observed
responses

The results of soil characterization tests and the element test
data discussed in Section 3 were provided to the numerical pre-
dictors for calibration of the constitutive models and for prepara-
tion of blind “True Prediction” of the centrifuge test. Details of the
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Fig. 9. Comparison of acceleration response spectra
computed for type A simulations of the reference test
along the same elevation near the soil surface,
Motion #2 (see Fig. 1 for transducer locations.).

Fig. 10. Comparison of acceleration response spectra
for type A simulations of the reference test along the
same elevation, Motion #2 (see Fig. 1 for transducer
locations.).
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Fig. 11. Comparison of acceleration response spectra
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specifications for the centrifuge test including the soil density,
sensor locations, geometry of the soil surface, and base excitation
were also provided. The predictors submitted their predictions with
a prescribed format. These predictions were reported in two phases.
In the first phase, predictors were asked to submit their prediction
of the response of the soil specimen shown in Fig. 1 to the pre-
scribed base excitation with a maximum amplitude of 0.15g, known
as Motion #2 [35]. These "true predictions before the event" are la-
beled here as type A simulations. After the submission of the type A
simulations, the centrifuge tests were conducted and the results of
the tests for Motion #2 were distributed to the predictors. They
were then informed of nonconformities between the experiments
and specifications for the experiments, including the measured base
input motion, and asked to submit a type C simulation for Motion
#2 using the measured input and important nonconformities. At

this time, the predictors also submitted a type B simulation of the
tests that followed Motion #2 using a larger base excitation with a
maximum of 0.25g (known as Motion #4). It is important to note
that at this stage, the actual recorded input Motion #4 was not yet
distributed to the predictors, who performed their Type B predic-
tions using the target Motion #4.

In this section a summary of the comparisons between these pre-
dictions and a selected reference experiment are presented. The density,
achieved base input motion, degree of saturation, soil surface geometry,
and sensor locations affect the results. Because of inherent differences
and experimental uncertainties, the experimental facilities had different
levels of success achieving and precisely following all of the specifica-
tions. Although it is theoretically not rigorous to pass judgment on the
quality of simulations by comparing them to one specific experiment, to
help in the visualization of the results, all simulations are presented
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alongside a selected reference experiment. The RPI experiment was
selected as a reference because it reproduced more accurately the
specified input motion and included the measurements of lateral sur-
face displacements. More rigorous evaluation of the numerical models
should consider the comparisons with results from all of the centrifuge
tests. Also, as shown in Kutter et al. [35], the lateral displacements of
the RPI experiment were near the median of the displacements ob-
served in other experiments so from this viewpoint the RPI experiment
is also a good choice for the reference experiment. However, it should
be noted that the pore water pressures recorded at RPI were slightly
smaller than the median pore pressures, and the pore pressures in the
RPI experiment dissipated faster than the pore pressures at most of the
facilities.

Details of the constitutive models and numerical modeling techni-
ques used by each predictor and all of the parameters used in the si-
mulations are reported in separate papers published in this special
edition of the Journal [24,3,5,53,68].

Figs. 5-7 show comparisons of the excess pore water pressures nu-
merical simulations with the selected reference centrifuge test results.
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The simulations are numbered from 1 to 5. In cases where a predictor
submitted two predictions, they are labeled A and B. The table at the
bottom of each figure shows the root mean square of the difference
between the prediction and experiment for the first 16 s of the record
(RMSE-t16) which spans the duration of the base excitation and RMSE-
t30 averages over the first 30 s of the record and spans some of the
dissipation time. The 30-s period was used because predictors were
asked to report the first 30 s of the simulations. The RMSE is calculated
as:

1
RMSE = | =) (R — RS)?
\/N ; )

N is the number of increments for the calculation period (16 or
30 5), R; and R} are the excess pore pressure ratios obtained at the same
time from the experiment and simulation, respectively.

Fig. 5 shows that majority of the numerical simulations of excess
pore pressure time histories in the central array (P1 to P4) were able to
capture the maximum excess pore water pressures generated in these
locations. Simulations 3 and 5 predicted significantly smaller excess
pore water pressure. The reasons of these discrepancies are discussed in
the separate papers by predictors published in this special edition of the
Journal [24,3,5,53,68]. Furthermore, the numerical simulations (NS)
show either a faster pace of dissipation (NS 1) or a much slower dis-
sipation (NS 2A, NS 4A, NS 4B). Prediction of excess pore pressure time
histories near the vertical boundaries of the box (i.e. left and right ar-
rays of sensors) appear to be more challenging. Nevertheless, the trends
produced in several predictions (e.g., NS 1, NS 2B, NS 3) are consistent
with the observed responses.

Fig. 6 shows detailed comparisons of the predicted excess pore
water pressure time histories with the measured responses in the left
array of sensors at the top of the slope (P5 and P6). The predicted trends
show a net positive excess pore pressure at location of P5 with sig-
nificant oscillations. This trend is consistent with the measured re-
sponse of the excess pore pressure at P5. However, the predicted dis-
sipation rates of the excess pore pressure were faster than the
experimentally observed trend in some simulations (1) and slower in
some other cases (NS 2-A, NS 4-A). As expected the measured excess
pore pressure at P6 showed relatively large negative spikes of pore
water pressure, which are evidence of dilatancy. This trend was rea-
sonably simulated in numerical simulations NS 1, NS 2-A, NS 2-B, and
NS 3. Numerical simulations NS 4-A and NS 4-B showed positive excess
pore pressure during the shaking phase and significant negative excess
pore pressure after the end of the shaking.

Fig. 7 shows detailed comparisons of the predicted excess pore
water pressure time histories with the measured responses in the right
array of sensors at the bottom of the slope (P7 and P8). Compared to the
pore pressure time histories measured at the top of the slope (P5, P6),
less dilative responses were observed in the pore water pressure time
histories measured at locations of P7 and P8. Except for NS 3 and NS 5,
the simulated responses also show a less dilative trend during the
shaking phase.

Fig. 8 shows similar comparisons for the acceleration time histories
(Al to A4). The RMSE values for accelerations are computed using the
acceleration response spectra, i.e.:
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Fig. 13. Comparison of type B simulations of excess
pore water pressure time histories computed at the
location of P1, P2, P3, and P4 with the results of the
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RPI Test, Motion #4 (see Fig. 1 for transducer loca-
tions.).
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NS 2-A 011668 0.1234 01837  0.2635 NS 2-A 01037 01026 01593 02227
NS2-B 0.0942) 02130 03125 0.3304 NS 2-B 00885 041709 02588 0.2660
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1 e asv2 (A7 and A10) are quite close. The effect of boundary on the measured
RMSE = =% (S¢ = S) . o . X
N4 @ responses is less pronounced. However, majority of simulation show

Damping ratio of 5% and a total period of 5 s was considered in the
calculation of EMSE values for accelerations. Except for predictions 4A
and 4B, the predicted acceleration time histories in the central array
(Al to A4) are reasonably close to the observed responses at these lo-
cations.

Figs. 9-11 show a comparison of the acceleration response spectra
for the type A simulations of the reference test. Fig. 9 shows a com-
parison of the accelerations at locations A4, A7, and A10. It is inter-
esting to note that for these locations that are in a plane parallel to the
specimen free surface, accelerations recorded in the left and right array
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larger differences between the accelerations computed at A7 and A10.
Figs. 10 and 11 show similar comparisons for the accelerations are also
parallel to the specimen free surface but are computed at deeper loca-
tions that A7 and A10. Here more pronounced effects of right and left
boundaries are observed.

Fig. 12a shows a comparison of the predicted lateral displacements
for a point in the mid length and top surface of the soil specimen. The
lateral displacement time history in the reference experiment is the
average displacement of the markers placed at the center of the soil
surface obtained from the processing of the images taken by a high
speed camera. Here again, except for predictions NS 4A, NS 4B, and NS
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Fig. 14. Comparison of type B simulations of accel-
eration time histories computed at the location of A1

RPI Numerical Siml-"ation 1 Numerical SimUIaﬁon 2'A to A4 with the results of the RPI Test, Motion #4 (see
T Fig. 1 for transducer locations.).
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Fig. 15. Comparison of the type B simulation of lateral displacement time histories for
Motion #4 with the results of the RPI Test, Motion #4 (see Fig. 1 for transducer loca-
tions.).

5, the predicted lateral displacement time histories shows similar trends
to the observed displacement time history. Since NS 4A and NS 4B
significantly over-predict the lateral displacement, to allow for a better
comparison of the predicted displacements with the measured dis-
placement time history, the same comparisons but without the
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simulations NS 4A and 4B are shown in Fig. 12b.
5. Types B and C simulations

Following the submission of the type A simulations for Motion #2
(with a maximum acceleration of 0.15g), the results of the centrifuge
experiments conducted at different facilities were made available to all
the predictors and they were asked to submit a type B simulation for
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Timeline of the LEAP-GWU prediction exercise.
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N\
*Predictors were provided with: the test configuration, the results of monotonic triaxial tests,
strain-controlled cyclic traixial tests, and standard tests (sieve analysis, specific gravity, and
12/15/2014] permeability tests)
J
N
*Due date for submission of true predictions.
01/15/2015 *Majority of centrifuge tests were completed. )
. . 1
*LEAP-GWU workshop was held: The results of centrifuge tests for motion #2 and a summary of
comparisons between the true predictions and the selected reference centrifuge test were
01/26- presented
27/2015 J
* Predictors were provided with the results of the centrifuge tests on all sites for Motion #2, the )
achieved base motion for Motion #4, and the results of stress-controlled cyclic triaxial tests.
They were asked to submit type B Simulations for Motion #4 and type C simulations for
04/06/2016]  \ [y tion #2
J
N
*Due date for submission of the type B and type C simulations
06/15/2015 )

Motion #4 (with a maximum acceleration of 0.25g). Achieved base
excitations for Motion #4 were also made available to the predictors. In
this round of simulations, predictor 3 submitted two sets of simulations
that are labeled NS 3A and NS 3B.

Figs. 13-15 show comparisons among the numerical simulations
and with the recorded data at RPI. In these comparisons, the focus is
only on the responses along the central array of sensors. Detailed
comparisons of the simulated responses with the observations at other
available sensors (left and right arrays) are presented in an Electronic
supplement to this paper.

The excess pore pressure comparisons (Fig. 13) show significant
improvements in some of the predictions compared to those observed in
the type A simulations. In particular, the majority of excess pore water
pressure time histories (except for numerical simulation 4) show trends
consistent with the observed responses. The significant improvements
in the rate of dissipation of excess pore water pressures are particularly
striking.

Majority of the presented acceleration time histories also show
reasonably good agreement with the observed responses (Fig. 14).

13

The simulated lateral displacement time histories show similar
trends but larger values than that observed in the RPI experiment
(Fig. 15). Simulation NS 1 shows a large over-prediction, while simu-
lation NS 4 significantly under-predicts the lateral displacements ob-
served in the free surface of the soil specimen.

Following the submission of the type B simulations, the results of all
the centrifuge tests obtained in the five centrifuge facilities were pro-
vided to the predictors and they were asked to submit an after the event
assessment (type C simulation) of the test results for motions #2. As
shown in Table 3, in addition to the results of centrifuge tests for Mo-
tion #2, the predictors were provided with the results of a series of
cyclic stress-controlled tests (Fig. 4) to allow for possible re-calibration
of the constitutive models, if necessary (Tables 2 and 3).

Figs. 16-18 show comparisons of the numerical simulations with the
recorded data at RPIL. In these comparisons, the focus is only on the
responses observed in the central array of sensors. Detailed compar-
isons of the simulated responses with the observations at other avail-
able sensors (left and right arrays) are presented in an Electronic sup-
plement to this paper.
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NS 1 01059 01746 01968 02838 NS1 01416 01625 01514 02187
NS 2-A 00959 01379 01578 0.1989 NS 2-A 01648 01568 01270 0.1522
NS 2-B 01637 01629 01913 02502 NS 2-B 01611 01510 01472 01897
NS 3-A 01722 01787 01792 0.2696 NS3-A 01402 01479 01513 02134
NS 3-B 01201 01364 01604 02720 NS 3-B 01416 01460 01318 02178
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NS 6 01436 02234 02126 01950 NS 6 N/A N/A N/A N/A

In addition to the simulations by the predictors who participated in
the type A simulation exercises, one additional set of simulations are
included in these Figures. This additional set of simulations (NS 6) was
submitted by Nithyagopal Goswami of RPI who used the UCSD sand
model implemented in OpenSees.

On Fig. 16 the root mean square error (difference between the si-
mulation and the measured value) were calculated for each simulation.
Since the base excitation is only 16 s, the RMSE values were calculated
for both the first 16 s and the entire period of 30 s for which both
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simulations and experimental results were available.

The comparisons presented in Fig. 16 show significant improve-
ments in simulation of excess pore pressure time histories in the central
array (P1 to P4) over the simulations submitted in the true prediction
phase refer to the corresponding figure). The maximum excess pore
pressures simulated in majority of numerical simulations (except in
simulations NS 3-A and NS 6) were reasonably close to the measured
responses. However majority of simulated excess pore pressures showed
significant oscillations, indicating large dilative response, once
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Fig. 17. Comparison of type C simulations of accel-
eration time histories computed at the Location of Al

RPI Numerical Simulation 1 Numerical SimUIation Z'A to A4 with the results of the RPI Test, Motion #2 (see
Fig. 1 for transducer locations.).
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Fig. 18. Comparison of type C simulations of lateral displacement time histories with the
results of the RPI Test, Motion #2 (see Fig. 1 for transducer locations.).

maximum excess pore pressure was reached. The simulated dissipation
rates were also improved in majority of the simulations.
Fig. 17 show a comparison of acceleration time histories with the

measured responses in the RPI test. Numerical simulations NS 4 showed
close correspondence with the experimental results at locations of Al
and A2, but produced relatively large spikes in acceleration time history
A4. The numerical simulations NS 2-B and NS 3-B presented the least
RMSE values for most acceleration time histories.

The simulated time histories of lateral displacement on the spe-
cimen surface in Fig. 18 showed less scatter compared to the predictions
submitted in the true prediction phase (Fig. 12). Compared to all the
presented simulations, the simulations NS 4, NS 5, and NS 6 were closer
to the measured response by a factor of about 2. Majority of the si-
mulations were able to capture the dynamic component of lateral dis-
placement (cyclic oscillations) reasonably well.

Figs. 19-32 show the comparison of the type C simulations with the
centrifuge test results for Motion #2 obtained at UC Davis, Kyoto
University, National Central University of Taiwan (NCU), Cambridge
University, and Zhejiang University (ZU), respectively.

Fig. 19 shows that numerical simulations NS 1, NS 2-A and NS 3-B
closely simulated the excess pore pressure generation during shaking
measured in the central array of the UCD experiment. As this was a type
C simulation, the predictors were informed of the nonconformity be-
tween specified and actual viscosity used in the UCD experiment, but
apparently this message was not clear to the predictors as they did not

15
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Fig. 19. Comparison of type C simulations of excess
pore water pressure time histories computed at the
Location of P1, P2, P3, and P4 with the results of the
UCD Test, Motion #2 (see Fig. 1 for transducer lo-

40

10

o

Numerical Simulation2-B  Numerical Simulation 3-A

cations.).

©
1
X
G
|
2
0 40 40
p
%20 2
X N2 e
o
2 0 10 20 30 0 0 20 30 0 10 20 30
(0] "
¢ Time , sec
W Numerical Simulation 4 Numerical Simulation 5

40 40

2

0

RMSE-t16 RMSE-t30
Pp [ P2 [ P3| Pa | pL | P2 | P3| pa |
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NS5 03859 04251 04045 04684 NS5 05529 06351 05954 06020

account for the reduced permeability in the type C simulations of the
UCD experiment, hence the predictions did not simulate the slower rate
of dissipation observed.

Fig. 20 shows that the simulated acceleration time histories at UCD
in general had larger RMSE values as compared to the type C simula-
tions submitted for the RPI test. Similar pattern is observed in simula-
tion of lateral displacements shown in Fig. 21. Except for numerical
simulation NS 4, the magnitudes and in some cases (NS 2-A and NS 2-B)
the trends of the simulated displacement time histories were quite
different from the response observed in the experiment. It should be
noted that in Fig. 21 the dynamic component of the displacement time
history measured at UCD was computed from double integration of the
measured acceleration time history in Fig. 20, measured near the spe-
cimen surface, and combined with the final permanent displacement
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measured at the end of the test using surface markers. This final per-
manent displacement was superimposed on the dynamic displacement
time history to construct the hybrid computed-measured time for lateral
displacement on the free surface of the soil specimen plotted in Fig. 21
for UCD. A similar technique was also used to construct the time his-
tories of lateral displacement for KU, CU and ZJU (Figs. 24, 30, and 33).
No permanent displacements were available for the NCU test. Hence the
measured lateral displacement time history for NCU in Fig. 27 only
shows the dynamic component computed from the double-integrated
acceleration time history. In all cases, the computed dynamic compo-
nent of the displacement, integrated from the acceleration data, is
considered to be highly reliable. But although the magnitude of the
permanent lateral displacement is also accurate, the timing of the
maximum displacement is based on a viable interpolation function, not
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Fig. 20. Comparison of type C simulations of accel-
eration time histories computed at the location of A1l
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Fig. 21. Comparison of the type C simulations of lateral displacement time histories with
the results of the UCD Test, Motion #2 (see Fig. 1 for transducer locations.).

Journal).

The simulations NS 1 and NS 2-A presented in Fig. 22 show rea-
sonably good correlations with the excess pore pressure time histories
measured in the central array of the KU test. Simulations NS 2-B and NS
5 showed much less excess pore pressure generation when compared to
the measured pore pressures.

Fig. 23 shows that except for some large spikes in simulation NS 3-A
(A3) and NS 4 (A4), the acceleration time histories simulated for the KU
test showed good agreement with the measured responses.

Fig. 24 shows that simulation NS 2-B, NS 4, and NS 6 led to final
displacements that are reasonably close to the measured lateral dis-
placement in the KU test. Fig. 24 shows that the simulations NS 1, NS 2-
A, NS 3-B have led to significantly larger displacements while simula-
tion NS 5 led to significantly smaller displacement.

Fig. 25 shows the simulated excess pore pressures for the NCU test.
Here the measured excess pore pressure at location of P3 contained
significant noise. The excess pore pressure measured at P1 was gen-
erally higher than those simulated by predictors. However several

17
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Fig. 22. Comparison of type C simulations of excess
pore water pressure time histories computed at the

Numerical Simulation1 ~ Numerical Simulation 2-A | ..ion of P1 to P4 with the Results of the Kyoto
40 University (KU) Test, Motion #2 (see Fig. 1 for
transducer locations.).
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simulations were able to simulate the maximum magnitude of excess
pore pressure at P2, P3, and P4 quite well.

Acceleration time histories recorded in the central array of the NCU
test showed relatively large spikes at A2, A3, and A4 (Fig. 26). This
trend is well captured in simulations NS 2-A and NS 4.

Fig. 27 shows a comparison of the lateral displacements simulated
for the NCU test. In this case, since the final value of lateral displace-
ment on the free surface is not measured, direct comparison with the
simulation results is not possible. However the dynamic component of
the computed displacement (Fig. 27) is reasonably simulated by many
of the simulations.

Fig. 28 shows a comparison of the excess pore pressure time
histories measured at CU with the simulated time histories in the
central array. The maximum excess pore pressures measured at P2

18

and P4 appear to be smaller than expected values at these locations.
Majority of the simulations showed larger excess pore pressures at
these locations. It is noted that the achieved dry density in the CU
test was 4.3% lower than the target density of 1652 kg/m® which
leads to a relative density of 26-48% depending on the values of
emax and epn;, reported by various investigators for Ottawa sand
[15]. In principle, the predictors should consider this significant
variation in the soil density in performing the AEA numerical si-
mulations. However the discrepancy between densities was not
accounted for by majority of the predictors.

Acceleration time histories recorded in the central array of the CU
test did not show the large spikes observed in other experiments
(Fig. 29), however several simulated acceleration time histories con-
tained large spikes, particularly at the location of A4. This discrepancy
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Fig. 24. Comparison of the type C simulations of lateral displacement time histories with
the results of the Kyoto University (KU) Test, Motion #2 (see Fig. 1 for transducer lo-
cations.).

appears to be consistent with the looser packing of the soil in the CU
test which was not considered in the simulations.

Fig. 30 shows a comparison of the lateral displacements simulated
for the CU test. Except for Simulation NS 4, other simulations have
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NS 2-A 00453 00959 01618 0.1684
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NS 3-A 00112 00100 01973 0.0566
NS 3-B 00104 00199 00251 0.0379
NS 4 00476 00693 01114 0.2651
NS5 00114 00085 00286 0.0656
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700 T ‘ T predicted a larger lateral displacement that observed in the experiment.
cool Fig. 31 show a comparison of the type C simulations of excess pore
pressure time histories with the results of the ZU Test. It is noted that
£ so0r — predictor #2 did not submit an AEA simulation of the ZU test. Simu-
£ a0l ——NS 1 lations NS 1, NS 3-B and NS 5 appear to have captured the trends ob-
g ey served at P1 and P2 reasonably well. The pore pressures measured at P2
% 300 :_':g gg and P3 showed larger oscillations about their maximum values as
8 Ll -8 -NS4 compared to those in the numerical simulations.
5 _:_zgg Fig. 32 shows a comparison of the simulated acceleration time
3 100r histories for the ZU test with the measured values in the central array of

sensors. Relatively large spikes are present in the measured time his-
tories at Al, A2, and A4. This feature, albeit sometimes stronger, is
replicated in the simulations.

The measured lateral displacement in the ZU test is much larger
than the lateral displacements reported by other centrifuge facilities
(Fig. 33). Simulations NS 1, NS 3-A and NS 3-B also show comparable
magnitude for the final lateral displacements.

A summary of the RMSE values computed for types A, B, and C
simulations of the RPI test are shown in Figs. 34 and 35 for the pore
pressure and acceleration time histories, respectively. It is clearly ob-
served that almost all the AEA simulations (after the event) show a
reduced RMSE over the corresponding predictions made by the same

19



M.T. Manzari et al.

e P P =i P3 = = = P4

Numerical Simulation 1

Soil Dynamics and Earthquake Engineering xxx (Xxxx) XXX—XXX

Numerical Simulation 2-A

40 40
20 20
a ’ ”'1" -----
0 0pF= "
©
L 0 10 20 30 0 10 20 30 0 10 20 30
¢ Numerical Simulation2-B  Numerical Simulation 3-A  Numerical Simulation 3-B
§40 40 40
[0}
] Ejgan
420 20 o
- “h - .
0 P “\' iy
) 0 A
(0]
e 0 10 20 30 0 10 20 30 0 10 20 30
5 Numerical Simulation 4 Numerical Simulation 5 Numerical Simulation 6
40 40 40
20 20 20
0 0 0
0 10 20 30 0 10 20 30
Time , sec
RMSE-t16 RMSE-t30
P [ P2 [ p3 [ Ps | PL | P2 | P3| P4 |
NS1 01443 01946 04513 02934 NS1 01393 01669 04189 02252
NS 2-A 01568 01745 03583 0.2508 NS 2-A 01323 01413 03862 01879
NS 2-B 04204 03484 02164 0.2511 NS 2-B 04924 04977 02709 04692
NS 3-A 02262 01738 03400 0.2876 NS 3-A 02605 02432 03141 0.2700
NS 3-B 02016 01719 0.3501 0.3028 NS 3-B 0.1881 01725 03658 02352
NS 4 02343 02119 03695 03278 NS4 02201 02004 03202 0.2950
NS5 02696 0.1881 0.3023 0.2145 NS5 03630 03548 02711 0.3425
NS 6 02256 02055 02703 0.2082 NS 6 N/A N/A N/A N/A

Fig. 25. Comparison of type C simulations of excess
pore water pressure time histories computed at the
Location of P1 to P4 with the Results of the NCU
Test, Motion #2 (see Fig. 1 for transducer locations.).

predictor in the blind prediction phase. Figs. 36-41 show the RMSE
values computed for types A, B, and C simulations of the centrifuge tests
conducted at KU, CU, NCU, ZU, and UCD.

It is clear that once the predictors learned about the performance of
their type A simulations (discussed in the LEAP-GWU workshop), they
were able to effectively calibrate their models and submit significantly
improved type C simulations. These simulations were also improved
due to the use achieved base motions. It is also important to note that
although the models were improved in the second round, the RMSE

values for pore pressure records were only slightly improved. The RMSE
values for accelerometer data were, however, substantially improved.
The great improvement in RMSE values for acceleration is largely due
to the use of the measured base input acceleration as opposed to the
input acceleration. The lack of major improvement in the pore pressure
predictions may indicate that the pore pressures predicted by the
models were not especially sensitive to the differences in the input
motions.

20



M.T. Manzari et al.

s A e A2 A3 —— A4

Soil Dynamics and Earthquake Engineering xxx (Xxxx) XXX—XXX

Fig. 26. Comparison of type C simulations of accel-
eration time histories computed at the location of A1
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Ad ~=-.-.,1_L1‘ Ad A — J_J.‘ - (see Fig. 1 for transducer locations.).
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Fig. 27. Comparison of the type C simulations of lateral displacement time histories with
the results of the NCU Test, Motion #2 (see Fig. 1 for transducer locations.).

6. Concluding remarks

Three different types of validation exercises have been presented in
this paper. One is a True Prediction (TP) for which the prediction is
submitted prior to the experiment being conducted. In this case, the
quality of prediction depends on the validity of the numerical model
and the accuracy with which the experiment followed the specifica-
tions. Due to the complexity of shakers on centrifuges and many vari-
ables in the experiments, differences between experimental results are
inevitable. The second type of validation exercise has been called type B
simulations, which is superior to type A simulation in some respects.
Substantial discrepancies between specified and actual boundary con-
ditions (e.g., ground motions) and initial conditions (density, geometry,
and sensor locations) can be accounted for in type B simulations. A
main criticism of validation by type B simulation is that it opens a
possibility of unintentional leaking of results or hints. The third type of
validation exercise has been called type C simulations. For type C, the
simulation is done after the modeler has seen and studied the
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Fig. 28. Comparison of type C simulations of excess
pore water pressure time histories computed at the
Location of P1, P2, P3, and P4 with the Results of the
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Fig. 1 for transducer locations.).
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experimental results. The modeler may or may not spend a lot of effort
in trial and error calibration of parameters to fit the results. Type C
simulations can provide validation that a numerical model is able to
predict an experimental result, but it cannot provide validation of the
ability of a modeler ability to select numerical model parameters. Type
C simulation can be a difficult test of a numerical simulation platform,
especially if the time series of results (including frequency content,
phase, and residual displacements) of the simulation and experiment

are compared for many sensor types and sensor locations. For example
the results presented in this paper showed that significant RMSE (root
mean squared error) was observed for all numerical models during type
C simulation exercise.

Detailed comparisons are presented for LEAP-GWU-2015: type A
simulations of Motion #2, type B simulation of Motion #4, and type C
simulation of Motion#2. These comparisons show that a sub-set of type
A simulations were good in agreement with the responses measured in
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appears to be partly due to the adjustment of the constitutive model
parameters and partly due to the selection of revised parameters for
hydraulic conductivity of the soil.

Fig. 30. Comparison of the type C simulations of lateral displacement time histories with
the results of the Cambridge University (CU) Test, Motion #2 (see Fig. 1 for transducer

locations.).
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Fig. 32. Comparison of type C simulations of accel-
eration time histories computed at the location of A1

Zhejiang Numerical Simulation 1 Numerical Simulation 3-A  ° " - L eits of the Zhejiang University
(ZU) Test, Motion #2 (see Fig. 1 for transducer lo-
A4 'Y'l!"' A4 A4 ‘L““““.‘ cations.).
A3 e A3 AA A e e A3 ARAAAAAAAAA e
A2 fvryyene AZW————— A2 Faaanran
A1 AAANAAAANN A1 ""v.rvvv A1 ""."--
0 10 20 0 10 20 0 10 20
= Numerical Simulation 3-B Numerical Simulation 4 Numerical Simulation 5
SM ,#u‘“lu.. Ad llll. Ad :‘Al“lhh.
'ﬁ A3 At daadann e A3 SV U T —— A3 A A A~
§ A2 Faraaninnn A2 FARAAAAAA, A2 FAASIAAA
3 AT faamrans. Al banrnnn A1 amara
<
0 10 20 0 10 20 0 10 20
Numerical Simulation 6
A4 ‘l AAAAAAN
A3 [ AAAAAAA A
A2 MAAAAA
A1 MAAAAA, Ilg
0 10 20
Time , sec
RMSE
Mom | om | om
NS1 01048 01219 03331 0.1864
NS 3-A 00646 01467 02286 0.1140
NS 3-B 00595 01412 02347 00794
NS4 00567 01104 04023 0.3986
NS5 00576 01237 02593 0.1026
NS 6 00521 01461 02338 01549
800
700
£ 600 -
£
g S00r = Zhejiang
£ ——NS 1
8 400 - «®=NS3A
g NS 3B
& 300 ~=NS 4
] ——=NS 5
g 200 - =2 =NS6
3 100 -
0:
-100 L I ! I L
0 2 4 8 10 12 14 16 18 20
Time, sec

Fig. 33. Comparison of the predicted lateral displacement time histories with the results of the Zhejiang University (ZU) Test, Motion #2 (see Fig. 1 for transducer locations.).
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Fig. 34. Summary of RMSE for the numerical simulations of the RPI centrifuge test; pore Fig. 35. Summary of RMSE values for the numerical simulations of the RPI centrifuge
water pressure time histories. test; acceleration time histories.
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Fig. 37. Summary of RMSE values for the numerical simulations of the CU centrifuge test.
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Fig. 36. Summary of RMSE values for the numerical simulations of the KU centrifuge test.
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Fig. 38. Summary of RMSE for the numerical simulations of the NCU centrifuge test; pore

water pressure time histories.
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Fig. 39. Summary of RMSE values for the numerical simulations of the NCU centrifuge

test; acceleration time histories.
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Fig. 40. Summary of RMSE values for the numerical simulations of the ZU centrifuge test.
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