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Abstract  11 
Water and energy are highly interdependent in the modern world, and hence, it is important to understand 12 
their constantly changing and nonlinear interconnections to inform the integrated management of water 13 
and energy. In this study, a hydrologic model, a water systems model, and an energy model were 14 
developed and integrated into a system dynamics modeling framework. This framework was then applied 15 
to a water supply system in the northeast US to capture its water-energy interactions under a set of future 16 
population, climate, and system operation scenarios. A hydrologic model was first used to simulate the 17 
system’s hydrologic inflows and outflows under temperature and precipitation changes on a weekly-basis. 18 
A water systems model that combines the hydrologic model and management rules (e.g., water release 19 
and transfer) was then developed to dynamically simulate the system’s water storage and water head. 20 
Outputs from the water systems model were used in the energy model to estimate hydropower generation. 21 
It was found that critical water-energy synergies and tradeoffs exist, and there is a possibility for 22 
integrated water and energy management to achieve better outcomes. This analysis also shows the 23 
importance of a holistic understanding of the systems as a whole, which would allow utility managers to 24 
make proactive long-term management decisions. The modeling framework is generalizable to other 25 
water supply systems with hydropower generation capacities to inform the integrated management of 26 
water and energy resources.  27 
 28 
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Over the last decade, the traditional approach of managing water and energy separately is increasingly 32 
being challenged by the manifesting water-energy nexus (Cohen et al., 2004; DOE, 2006; EPA, 2013; 33 
Hussey and Pittock, 2012), which refers to the compounded interactions between water and energy 34 
resources emerged from the development of modern engineered systems. Municipal water supply relies 35 
heavily on energy for treatment and pumping (Mo et al., 2010; Mo et al., 2011), yet it could also constrain 36 
energy supply when competing with thermoelectric cooling, hydropower generation, and/or biofuel 37 
feedstock irrigation for the limited water resources (Cherubini et al., 2009; Searchinger et al., 2008). 38 
Power plant shutdowns happen when insufficient amount of water (especially during droughts) is 39 
available for cooling (DOE, 2014). On the other hand, water utilities are often paid by power companies 40 
to get off grid during peak hours to alleviate energy stress (Mo et al., 2016). The nexus, as it exists today, 41 
increases the vulnerability of both water and energy supplies facing future population, environment, and 42 
technology changes (DOE, 2014; Hussey and Pittock, 2012). 43 
 44 
Water supply and treatment is often one of the biggest contributors to a city’s energy budget (Mo et al., 45 
2011). In the US, drinking water and wastewater systems consume around 3-4% of total electricity (Mo et 46 
al., 2010), adding over 45 Gg of greenhouse gases annually (EPA, 2017). Furthermore, energy could 47 
represent as much as 40% of the total operational cost (EPA, 2017) of a drinking water system. To reduce 48 
cost and improve sustainability, harnessing the hydropower potential from water systems has been 49 
increasingly discussed and applied in addition to water conservation and energy efficiency improvement 50 
practices (Corcoran et al., 2013; McNabola et al., 2012; Ramos et al., 2010). Dams have been used to 51 
manage source water storage, control flooding, and generate electricity to recover the water systems’ 52 
energy cost. According to the US National Inventory of Dams, around 150 large water supply dams are 53 
currently also being used for hydropower generation (NID, 2016). Additionally, the potential of micro 54 
hydropower generation in US water systems is estimated to be on the order of hundreds of megawatts 55 
(Pabi et al., 2013). Unlike the facilities that are primarily used for hydropower production, hydropower 56 
facilities in drinking water systems are usually operated under the priority of water supply (Corcoran et 57 
al., 2013; Westphal, 2001). Hence, the amount of hydropower generation is often subject to changes in 58 
water demand, water availability, and individual management practices. The existence of such facilities 59 
presents a potential water availability and energy generation tradeoff, which could further influence the 60 
sustainability and resilience of the water supply systems.  61 
 62 
The water-energy nexus in drinking water systems has primarily been investigated via energy audits 63 
(DOE, 2006; Goldstein and Smith, 2002; Maupin et al., 2014; Sanders and Webber, 2012) and life cycle 64 
assessments (LCA) (Friedrich et al., 2009; Godskesen et al., 2010; Lyons et al., 2009; Mo et al., 2010; 65 
Mo et al., 2014; Mo et al., 2011; Rothausen and Conway, 2011; Stokes and Horvath, 2009; Valek et al., 66 
2017). Energy audits characterize the operational energy consumption of water utilities at national, 67 
regional, or individual system scales, which are often based on highly aggregated survey data, and subject 68 
to data approximations and allocations. LCA quantifies both direct and indirect energy flows associated 69 
with the entire supply chain of water utilities, and hence offers a more comprehensive approach in 70 
quantifying the “true” energy embodiment beyond the physical boundary of the water supply systems. 71 
Both audits and LCAs, however, are limited in their capacities to include temporal details, system 72 
feedback, and stochastic properties, and hence are unable to provide understandings of future trends, and 73 
to support proactive and integrated water-energy decision making (Friedrich, 2002; Lyons et al., 2009; 74 
Mo et al., 2010; Mo and Zhang, 2016; Mo et al., 2011; Racoviceanu et al., 2007; Stokes and Horvath, 75 
2009). A study in California employed a statistical approach, using Classification and Regression Tree 76 
algorithm to investigate the influence of reservoir operation and climate on water supply and hydropower 77 
generation (Yang, 2015). One drawback of statistical methods, however, is the limited insights they 78 
provide towards the underlying mechanisms of the water-energy tradeoffs. Process-based hydrologic and 79 
energy models have also been used by previous studies to investigate the impact of climate change on the 80 
water-energy nexus (Gaudard et al., 2018; Kern and Characklis, 2017; Tarroja et al., 2016; Tarroja et al., 81 
2014; Turner et al., 2017; Voisin et al., 2016). Nevertheless, most of these studies approach the problem 82 
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from an energy supply perspective, while the constraints from the water supply perspective were not 83 
discussed.  84 
 85 
In light of the limitations of the current methods, a modeling framework that is based upon the concept of 86 
system dynamics (SD) modeling was developed at a watershed scale. SD is a powerful platform for 87 
modeling dynamic, coupled, and complex systems beyond traditional system boundaries (Ford, 1999; 88 
Forrester, 1961; Kelly et al., 2013; Sterman, 2000). It not only captures the dynamic behavior of water 89 
and energy that are critical for understanding sustainability and vulnerability, but also characterizes the 90 
dynamics of feedbacks, thresholds, and constraints to systems from external disturbances (e.g., 91 
management, demand, and climate changes). Although SD has been increasingly applied in 92 
environmental decision making (Anand et al., 2006; Chang et al., 2008; Feng et al., 2013; Kibira et al., 93 
2009; Lauf et al., 2012), particularly in the area of water resource management (Ahmad and Simonovic, 94 
2004; Fernández and Selma, 2004; Winz et al., 2009; Zhuang and Zhang, 2015), few efforts have applied 95 
such a framework to holistically understand the water-energy nexus (Zhuang and Zhang, 2015). In this 96 
study, we focused on characterizing water supply and hydropower interactions as an initial effort in 97 
developing the integrated water and energy management framework for an entire urban water cycle. A 98 
hydrologic model, a water systems model, and an energy generation model were developed and integrated 99 
using the SD modeling concept, and applied to a case study water system to capture its water-energy 100 
interactions under a set of future population, climate, and system operation scenarios. This model 101 
framework is applicable to other water supply systems with hydropower facilities to inform the integrated 102 
management of water and energy resources.  103 
 104 
1 Case Study System Description 105 
The Massachusetts Water Resources Authority (MWRA) is the primary water supplier of the Greater 106 
Boston area with a daily flow of around 950 ML and a serving population of around 2.2 million. The 107 
MWRA obtains its source water from two reservoirs: the Quabbin reservoir and the Wachusett reservoir 108 
(Figure 1; Table S-1 of the Supporting Information (SI)). The Quabbin aqueduct connects the two 109 
reservoirs, and allows water to transfer from Quabbin (higher quality) to Wachusett (lower quality) by 110 
gravity. The Quabbin-to-Wachusett water transfer helps keep the Wachusett water level at a range of 111 
118.9-119.3 m to maintain water quality. The Ware River flows in between the two reservoirs and 112 
intersects with the Quabbin aqueduct. The Ware River water can be diverted to the Quabbin reservoir via 113 
the aqueduct to meet high summer water demand. However, the river diversion restricts other uses of the 114 
aqueduct (e.g., Quabbin-to-Wachusett water transfer).  115 

 116 
Figure 1 Schematic of the major system components at the Massachusetts Water Resources Authority (adapted from Westphal et 117 

al. 2001) 118 
 119 
The MWRA currently has two active hydropower stations: the Oakdale station and the Cosgrove station 120 
(Figure 1). The Oakdale station sits on the Quabbin aqueduct and generates electricity from the Quabbin-121 
to-Wachusett water transfer. It has an installed capacity of 12.6 MW and a hydraulic capacity of around 122 
13 m3/s. A non-regulating valve is installed at the station inflow. When transferred water is below the 123 
Oakdale’s hydraulic capacity, water will be used for power generation. Otherwise, all water will bypass 124 
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the station without power generation. The Oakdale station currently sells around 50 TJ of electricity/year 125 
to the grid. The Cosgrove station generates electricity when water is transferred from the Wachusett 126 
reservoir to the Carroll Water Treatment Plant. It has an installed capacity of around 1.2 MW and a 127 
maximum hydraulic capacity of around 9.5 m3/s. Unlike the Oakdale station, regulating valves are 128 
installed at the Cosgrove station. Hence, the station is able to run at full capacity even when the maximum 129 
hydraulic capacity is exceeded by only allowing the excess water to bypass. The Cosgrove station sells 130 
around 11 TJ of electricity/year to the grid.  131 
 132 
2 Methods 133 
The modeling framework applied in this study has three interlinked components (Figure 2). A hydrologic 134 
model was first developed to simulate the watershed runoffs entering the water system based upon 135 
temperature and precipitation inputs. Outputs from the hydrological model were then used in a water 136 
systems model to simulate reservoir water storage/level changes based upon water management decisions 137 
(e.g., water transfer and diversion). The simulated water levels and operation parameters will collectively 138 
feed into an energy generation model to dynamically simulate the hydropower generation at the Oakdale 139 
and Cosgrove stations. A weekly time step is adopted throughout the entire modeling process, which 140 
aligns with the MWRA’s general decision making interval of water management. Microsoft Excel was 141 
used for model development and validation.  142 
 143 

  144 
Figure 2 Overview of the modeling framework applied in understanding the water supply and hydropower generation interactions at 145 

the Massachusetts Water Resources Authority 146 
 147 

2.1 Hydrologic Model 148 
Runoffs in the four hydrologic components related to the MWRA system (the Quabbin and Wachusett 149 
watersheds, the Connecticut River, and the Ware River) were simulated using a modified version of the 150 
abcd hydrologic model (Westphal, 2001). This model was selected based upon its limited data 151 
requirement (only maximum and minimum air temperature and precipitation are used as inputs), reliable 152 
simulation outcomes demonstrated by previous studies (Alley, 1984; Vandewiele and Xu, 1992; 153 
Westphal, 2001), and easy-to-use spreadsheet format. In the modified model, four physically-based 154 
parameters, namely a, b, c, and d, were used to simulate the time series of two important water storage 155 
variables: soil moisture and groundwater; and two additional parameters (Tb and e) were added to account 156 
for snow accumulation and melting. Parameters a, b, c, and d are related to surface runoff and recharge, 157 
soil moisture storage capacity, net groundwater inflow, and mean groundwater residence time, 158 
respectively (Thomas, 1981). Parameter Tb and e control the temperature-snowfall and temperature-snow 159 
melt relationships respectively. Temperature and precipitation inputs were obtained from the National 160 
Climate Data Center (NOAA, 2016). A detailed list of parameters and equations of the modified abcd 161 
model is provided in Table S-2 and Section S-1 of the SI.   162 
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 163 
2.1.1 River runoffs  164 
The a, b, c, d, e, and Tb parameters for the Ware River and the Connecticut River were calibrated by 165 
minimizing the mean square error (MSE; Equation 1) between the modeled and observed runoffs. The 166 
MSE weighs large errors more heavily than the small ones, and it does not cancel out positive and 167 
negative errors. 168 









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,mod, )(
1

tobst QQ
n

MIN     (Equation 1)   169 

Where n represents the total number of time-steps, and Qmod,t and Qobs,t represent the modeled and 170 
observed runoff in m3/s at time t, respectively. Qobs,t  data of each river were obtained from the US 171 
Geological Survey (USGS, 2016), and split into two segments for model calibration (two-third of the 172 
available data) and validation (one-third of the available data) based upon the literature (Chaibou Begou 173 
et al., 2016; Srinivas and Srinivasan, 2001) (Details of the model calibration and validation processes are 174 
provided in Section S-2 and Table S-3). The Ware River model was validated using a set of widely 175 
applied quantitative statistics, including Nash-Sutcliffe efficiency (NSE), percent bias (PBIAS), and the 176 
ratio of the root mean square error (RMSE) to the standard deviation of measured data (RSR) (Moriasi et 177 
al., 2007). The Connecticut River has a high degree of upstream flow regulation which was not captured 178 
by the runoff model. In this study, the Connecticut River runoff is only used to determine the Quabbin 179 
water release to the Swift River, which is a step function based upon three Connecticut River flow 180 
regimes (Table S-4). Therefore, the model performance is dependent on the model’s capability in 181 
successfully predicting the occurrences of the three flow regimes and the magnitude of the error caused 182 
by a possible prediction failure. Accordingly, a success rate, defined as the ratio between the number of 183 
times that the modeled runoff is in the same flow regime as the observed one and the total number of 184 
times this particular regime occurs, was used to evaluate the model performance.  185 
 186 
3.1.2 Quabbin and Wachussett watershed runoffs  187 
Reservoir watershed runoffs were simulated based upon reservoir water mass balance. Since no historical 188 
observed runoff data exist for the two reservoirs, we use the historical observed reservoir water storages 189 
to calibrate the six parameters in the abcd hydrologic model. Storage in each reservoir at each time step of 190 
t can be calculated based on the inflows and outflows occurred at the current time step and the storage of 191 
the reservoir in the previous time step (Equation 2). It has to be noted that Trt is an inflow for the 192 
Wachusett reservoir but an outflow for the Quabbin reservoir. Dt is only applicable for the Quabbin 193 
reservoir.  194 

ttttttt1-tt Re-D+Tr±PSE+See-R+S=S     (Equation 2) 195 

Where, 196 
St = storage volume at the end of week t, m3; 197 
Rt = runoff of the watershed in week t, m3; 198 
Seet = seepage contribution to the reservoir storage in week t, m3; 199 
SEt = surface evaporation from the reservoir, m3; 200 
Pt = precipitation received on the surface of the reservoir, m3; 201 
Trt = transferred volume from Quabbin to Wachusett reservoir in week t, m3; 202 
Dt = diversion volume from Ware River to Quabbin reservoir in week t, m3; and, 203 
Ret = released (including drinking water supply withdrawal) and spilled volume from the 204 
reservoir into the downstream in week t, m3. 205 

Reservoir storages and water levels can be converted between each other using Equations 3 and 4. The 206 
simulated reservoir storages were then compared against the observed storage obtained from plugging in 207 
observed water levels into Equations 3 and 4.  208 
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2

QQQ El   78El   487   32324S    (Equation 3) 209 

2

WWW El   3El   70    3367S    (Equation 4) 210 

Where SQ and SW are Quabbin and Wachusett reservoir storages respectively, m3; and, ElQ and ElW are 211 
Quabbin and Wachusett reservoir elevations respectively, m. Historical Trt, Dt, Ret, ElQ, and ElW values 212 
from October 2007 to June 2016 were obtained from the MWRA.  213 
 214 
Through reservoir water mass balance, two additional parameters were calculated simultaneously in 215 
addition to the watershed runoff Rt: Seet and SEt. Hence, the three parameters were calibrated and 216 
validated as a whole. Furthermore, SEt is restricted by the existence of ice cover on the reservoirs. It is 217 
assumed that no surface evaporation will happen when the weekly average temperature is below the snow 218 
melting temperature of Tb (Equation 5) (Westphal, 2001).  219 










btav,

btav,ti

t
TT                     

TT      APEa
SE

0

1000
 (Equation 5)     220 

Where, 221 
SEt = surface evaporation for week t, m3/day; 222 
ai = calibrated surface evaporation multiplier of the reservoir in month i (Table S-5 in SI);  223 
PEt = potential evapotranspiration (Table S-2 in SI), mm/day; and, 224 
A = reservoir surface area, m2. 225 

 226 
Similar to the river runoff model, the a, b, c, d, e, and Tb parameters for calculating Rt, Seet, and SEt were 227 
calibrated by minimizing the MSE of the modeled and observed reservoir storage. Typical ranges of the 228 
six parameters were applied to reduce the computation time (Table S-6 in SI). The watershed runoffs 229 
were validated using the Root Mean Square Percentile Error (RMSPE) as suggested by (Sterman, 1984).  230 
 231 
2.2 Water Systems Model 232 
Once reservoir runoffs were calibrated and validated, Trt, Dt, and Ret values were further simulated based 233 
upon current operation rules at the MWRA. Trt, Dt, and Ret decisions are made based upon the water 234 
levels of the two reservoirs. Water supply is set as the primary objective of the MWRA, while 235 
hydropower generation is a secondary objective. To ensure sufficient quantity and quality of water in the 236 
Wachusett reservoir, its water level is maintained at a relatively fixed level. Energy is only generated 237 
when the required Wachusett water level is met. 238 
 239 
2.2.1 Water diversion from the Ware River to the Quabbin reservoir 240 
Both water diversion from the Ware River to the Quabbin reservoir (“diversion” below) and water 241 
transfer from Quabbin to Wachusett reservoir (“transfer” below) require the Quabbin aqueduct. Hence, 242 
only one of the two operational modes can take place at a given time. Diversion happens when the 243 
Quabbin water level is lower than its monthly baseline values (Table S-7 in SI). It has a higher priority 244 
than water transfer to ensure sufficient water availability in the Quabbin reservoir. The amount of 245 
diversion is calculated based upon the difference between the actual storage and the baseline storage. 246 
Diversion is also restricted by the aqueduct capacity and the water availability in the Ware River. The 247 
diversion model also determines the number of days that diversion would happen in a week (Ndiv,t) 248 
(Equations 6 and 7).  249 
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Where, 252 
Qdiv,t = diversion rate from Ware River to Quabbin reservoir in week t, m3/s; 253 
QWR,t = Ware River streamflow estimation at the end of week t, m3/s; 254 
Qdiv,max = maximum capacity of diversion, 29 m3/s; 255 
QWR,th = a flow rate threshold in Ware River at which diversion starts, 3.72 m3/s; 256 
SQ,t-1 = Quabbin storage at the end of week t-1, m3; 257 
SQ,b,i = Quabbin baseline storage at month i, m3; 258 
m = calibration factor obtained from comparison with the observed diversions, 0.33; 259 
Ndiv,t = the number of days in a week t that Quabbin aqueduct will be used for diversion, day; and, 260 
k = unit conversion factor, 1/86400. 261 

 262 
2.2.2 Water transfer from the Quabbin reservoir to the Wachusett reservoir 263 
Water transfer rate from Quabbin to Wachusett is determined by Wachusett water elevation. At each time 264 
step, water level in the Wachusett reservoir will be compared to its desired average monthly elevation 265 
(baseline, Table S-7 in SI). If the elevation is lower than the baseline, transfer will be carried out to 266 
replenish the Wachusett reservoir. The required transfer is hence equal to the difference between the 267 
baseline storage and the current reservoir storage. Given that diversion has a higher priority, the number 268 
of days that can be used for transfer in a week can be calculated as 7-Ndiv. If the required transfer is within 269 
the turbine flow capacity of the remaining 7-Ndiv days, all water will be used for energy generation. The 270 
turbine flow rate is influenced by the available water head, which is determined by the elevation 271 
difference between the two reservoirs (ΔElQ-W). When ΔElQ-W is ≥40.5 m, water can pass the turbine at a 272 
rate of 15.8 m3/s (Westphal, 2001). When ΔElQ-W is <40.5m, water can only pass the turbine at a rate of 273 
14.7 m3/s (Westphal, 2001). If the required transfer exceeds the turbine flow capacity of the remaining 7-274 
Ndiv days, a certain number of days (Nbypass) will first be used for water to bypass the turbine at a higher 275 
flow rate and the remaining days will be used for energy generation (NTur=7-Ndiv-Nbypass). This is achieved 276 
by gradually increasing Nbypass until the required transfer amount is satisfied in the target week. The 277 
maximum flow rate through the bypass system is estimated assuming total head loss (due to friction, 278 
orifices, and bends) in the aqueduct is equal to the water elevation difference between the two reservoirs 279 
(Section S-3 in SI). 280 

 281 
2.2.3 Water release from the two reservoirs 282 
Water is withdrawn directly from the Wachusett reservoir for drinking water supply. Monthly averaged 283 
water supply rates were obtained directly from the MWRA (Table S-8 in SI). These values were then used 284 
to estimate weekly water supply rates, assuming all days of a particular month have the same supply rate. 285 
In addition, the Wachusett reservoir regularly releases 0.05 Mm3 of water per week to the Nashua River 286 
to meet its downstream environmental demands. The Quabbin reservoir flows into the Swift River and 287 
eventually enters the Connecticut River lying on the west side of the reservoir. The ecological flow 288 
requirement of the Connecticut River governs the minimum daily downstream release of the Quabbin 289 
reservoir (Table S-4 in SI). High release rates usually happen during the dry season between June and 290 
November. In cases when the Wachusett or Quabbin storages still exceed the baseline after the regular 291 
releases, the excess water will also be released to their downstream rivers. However, the amount of the 292 
excess release is subject to the maximum capacity of the downstream rivers provided in Table S-9 in SI. 293 
These practices are carried out to minimize the flooding risk at the reservoirs and the downstream rivers.  294 
 295 
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2.3 Energy Generation Model 296 
Weekly energy generation at the Oakdale station is calculated using Equation 8. Head loss is calculated 297 
using the Darcy-Weisbach equation for energy loss in an enclosed conduit (Section S-3 in SI). qTur, Ntur, 298 
and ElQavg are fed by the water systems model dynamically.  299 

kg)hElEl(qNP LturavgQTurTur   (Equation 8) 300 

Where, 301 
P = power generation at the Oakdale hydropower station, W; 302 
NTur = number of days that the turbine is used for energy generation; 303 
qTur = turbine water flow rate, 15.8 or 14.7 m3/s; 304 
ElQavg = Quabbin reservoir average elevation in a week, m; 305 
Eltur = turbine elevation at Oakdale station, 121.31 m; 306 
hL = head loss, m; 307 
ρ = density of water, 1000 kg/m3; 308 

 g = acceleration of gravity, 9.8 m/s2;  309 
η = combined hydraulic and mechanical efficiency of the turbine, 90%; and, 310 
k = unit conversion factor, 1/86400. 311 

  312 
Electricity generation at the Cosgrove station only happens when it is safe for the downstream water 313 
treatment plant. Any large hydraulic surge may cause malfunctioning of the ozone disinfection units and 314 
plant shutdowns. Around 50% of the water supplied by the MWRA through the Cosgrove aqueduct is 315 
used to generate hydropower. Calculations of energy generation in the Cosgrove station are provided in 316 
Equation 9.  317 


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


 )67.99El(    gq                                             otherwise

 )67.99El(  g )q%50(                         319)J(77  if
P

Wavgwin

Wavgplysup




 (Equation 9) 318 

Where, 319 
J = Julian day; 320 
ELWavg = Wachusett reservoir average elevation in a week, m; 321 
qsupply = water supply rate to Boston area, m3/s; and, 322 
qwin = constant flow rate through Cosgrove turbine in winter, 2.63 m3/s. 323 

 324 
The simulated energy generation in both hydropower stations were compared to the observed values 325 
obtained from the MWRA for the period of October 2007 to October 2016, and their linear correlation 326 
were evaluated using R2 values.  327 
 328 
3 Scenarios 329 
The water-energy tradeoffs of the MWRA were tested under different operation, climate change, and 330 
population growth scenarios. 331 
   332 
3.1 System Operation Scenarios  333 
Given the importance of water elevation for water supply and energy generation at the MWRA, five 334 
target elevation levels of the Wachusett reservoir were examined: 118.3m (1m below the baseline), 335 
118.8m (0.5m below the baseline), 119.3m (baseline, current target elevation), 119.8m (0.5m above the 336 
baseline), 120.3m (1m above the baseline). Under each of the five scenarios, water transfer, diversion, 337 
and release operations were performed to maintain the Wachusett elevation at the target level, following a 338 
priority order of release, diversion, and transfer. Additionally, five target elevation scenarios of the 339 
Quabbin reservoir were also investigated. These scenarios, similar to Wachusett, apply a change of -1m, -340 
0.5m, 0m (current), +0.5m, +1m to the monthly Quabbin water elevation baselines. For each of the ten 341 
scenarios, simulations were carried out for a 10-year run period (2007-2016) using the same temperature 342 
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and precipitation input data and the same priority order of release, diversion, and transfer as the baseline 343 
model.  344 
 345 
3.2 Climate Change Scenarios  346 
Climate change is another factor that could potentially influence the water-energy tradeoffs at the 347 
MWRA. Two statistically downscaled emission scenarios generated by the Intergovernmental Panel on 348 
Climate Change (IPCC) were adopted in this study. A high emission scenario (A2) represents a future 349 
where global population increases continuously, economic development is primarily regionally oriented, 350 
and technological change is slow. A low emission scenario (B1) depicts a future where economic 351 
structures rapidly change towards a service and information economy, and clean and resource efficient 352 
technologies are introduced. These downscaled climate change predictions were estimated as multi-model 353 
means of 29 (14 for B1 scenarios and 15 for A2 scenarios) Climate Model Intercomparison Project phase 354 
3 (CMIP3) global climate simulations (Kunkel, 2013; Mo et al., 2016). For each of the two emission 355 
scenarios, both the highest and lowest predicted temperature and precipitation changes were simulated. 356 
Under each simulation, the model runs for four 3-year discrete periods starting from 2015 (baseline), 357 
2035, 2055, 2085. Within each run period, temperature and precipitation were assumed to have the 358 
uniformed changes in all time steps as indicated by Table 1 compared with the 2015 baseline. 359 
Table 1 provides the lowest and highest temperature and precipitation changes towards the end of this 360 
century under each scenario.  361 
 362 

Table 1 Future temperature and precipitation changes in northeast US obtained from the National Climate assessment 363 
reports(Kunkel, 2013; Mo et al., 2016) 364 

Climate scenarios Δ Temperature (°C) Δ Precipitation (%) 
 2035 2055 2085 2035 2055 2085 

A2 
Lowest 0.9 1.6 2.7 −5 −6 −8 

Highest 2.5 3.6 6.3 7 10 16 

B1 
Lowest 0.9 1.2 1.9 −5 −4 −2 

Highest 1.9 2.6 3.5 9 8 10 

∗A2 is a high emission scenario with a global CO2 concentration of 800 ppm by 

2100. B1 is a low emission scenario with a global CO2 concentration of 500 ppm 
by 2100. Both scenarios are developed by the Intergovernmental Panel on 
Climate Change (IPCC). 

    365 
3.3 Population Growth Scenarios  366 
Per the US Census Bureau, the current annual population growth rate of MA is around 0.06% (Strate et 367 
al., 2016). Three growth rates were investigated in this study, representing 50%, 100%, and 200% of the 368 
current rate respectively. We assume water demand increases proportionally to the population growth, 369 
and hence the same three percentage increases in water demand relative to the 2015 baseline were 370 
investigated. Under each scenario, the model runs for four 3-year discrete periods starting from 2015 371 
(baseline), 2035, 2055, 2085.  372 
 373 
4 Results and Discussion 374 
4.1 Hydrologic Model  375 
Table 2 shows the calibrated a, b, c, d, e, and Tb values obtained for four hydrologic components of the 376 
MWRA. Calibration and validation outcomes of the hydrologic models are described in detail in Section 377 
S-4 of the SI.   378 
 379 

Table 2 Calibrated a, b, c, d, e, and Tb values of the river and watershed runoff models   380 
Parameters a b c d e Tb (℃) 

Ware River 0.997 15.54 0.720 0.443 0.398 -2.42 
Connecticut River 0.950 16.42 0 0.188 0.481 -1.93 
Wachusett watershed 1.000 83.420 0 0.164 2.080 -1.55 
Quabbin watershed 0.979 8.010 0.590 0.205 2.080 -2.98 

 381 

http://www.sciencedirect.com/science/article/pii/S004313541630149X#tbl2
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The developed hydrologic model for the four independent watersheds of this study were evaluated for the 382 
validation period. The Ware River runoff model has a NSE value of 0.84, PBIAS value of 3.58%, and 383 
RSR value of 0.41, all of which are within the acceptable ranges as suggested by Morisi et al. (Moriasi et 384 
al., 2007). The Connecticut River model has a success rate of 99% at the flow regime with the highest 385 
frequency. The Wachusett and Quabbin watershed runoff models have RMSPE values of 0.46 and 0.12 386 
respectively, which are both within the acceptable range of 5% as suggested by Sterman (Sterman, 1984). 387 
These evaluation outcomes indicate the suitability of the calibrated hydrologic models for the following 388 
modeling steps. 389 
 390 
4.2 Water Systems Model  391 
A comparison of the simulated and observed historical diversion, transfer, and release was performed, and 392 
the outcomes are provided in Figure S-4 in the SI. These simulated diversion, transfer, and release values 393 
were then integrated with the watershed runoff models to simulate the elevation changes of the two 394 
reservoirs (Figure 3). General operation rules were incorporated into the model to capture the real 395 
constraints and decision-making at the MWRA to a maximum possible extent, while the stochasticity of 396 
the actual decision-making is not included. Furthermore, the current model determines the amount of 397 
diversion, transfer, and release at each time step based entirely upon the reservoir conditions of the 398 
previous time step. This is not necessarily the norm of actual operation, as utility managers sometimes 399 
make decisions based on both current and forecasted weather conditions to take precautionary measures. 400 
For instance, extra water might be released from the Wachusett reservoir to reduce the flooding risk 401 
associated with a future storm event. Such precautionary decision-making is not captured by the current 402 
model due to the lack of established rules in responding to uncertain future events. As a result, a couple 403 
water level drops resulted from precautionary water releases (e.g., drops in February 2014 and March 404 
2015) in the Wachusett reservoir are not captured by the water systems model. Collectively, the water 405 
systems model has a higher uncertainty (relative to the observed values) compared to the water runoff 406 
models when historical operation data were applied. Nevertheless, the water systems model still generates 407 
satisfactory RMSPE values for both calibration and validation periods for both reservoirs.  408 

    409 
Figure 3 Comparison of the modeled reservoir water elevations using the simulated water diversion, transfer, and release values 410 

(solid line) and the observed (dotted line) reservoir water elevations, and model performance evaluations 411 
   412 
4.3 Energy Generation Model  413 
Evaluation of the energy generation model was carried out in two steps: 1) evaluating the energy 414 
generation model alone using historic reservoir elevation and operation data, and 2) evaluating the entire 415 
model framework using simulated reservoir elevation and operation data. Results from both steps are 416 
provided in Figure 4. For the energy generation model alone, the R2 values of the Oakdale and Cosgrove 417 

118

119

120

157

158

159

160

Aug-07 Aug-09 Aug-11 Aug-13 Aug-15

E
le

v
a

ti
o

n
 
(m

)

Observed Modeled

Wachusett Reservoir

Quabbin Reservoir

Root Mean Square Percent Error RMSPE (%)

Calibration period of hydrologic model Validation period of hydrologic model

Wachusett 0.35 0.34

Quabbin 0.28 0.17

Validation period of 
hydrologic model

Calibration period of 
hydrologic model

Aug 2007                 Aug 2009                 Aug 2011                  Aug 2013                 Aug 2015  



 

11 
 

stations are 0.84 and 0.73 respectively when compared with the observed generations. Furthermore, total 418 
energy generation at Oakdale and Cosgrove stations during the modeled time period are about 1% and 5% 419 
less than the observed energy generation, respectively. The Cosgrove model performs better than the 420 
Oakdale model because energy generation at the Cosgrove station is primarily restricted by the known 421 
limitations of the turbine operation rather than the actual amount of water available for power generation. 422 
For the entire model framework evaluation, the simulated outcomes reflect the accumulated error in the 423 
entire model. The R2 values of the Oakdale and Cosgrove stations are 0.40 and 0.73 respectively. Total 424 
energy generation at Oakdale and Cosgrove stations are about 26% and 4% less than the observed energy 425 
generation, respectively. The model framework was considered acceptable with reasonable accuracy in 426 
predicting water availability and hydropower generation. The amount of electricity generated annually is 427 
around 1.23 times of the amount of electricity consumed onsite of the MWRA (Mo et al., 2016). This 428 
could potentially lead to a greenhouse gas (GHG) emission reduction of 7.7 Gg CO2e, assuming all 429 
hydropower is used to replace electricity obtained from the New England regional grid (EPA, 2012).  430 
 431 

  432 
Figure 4 Comparison of the outcomes from energy generation model alone (solid black line), the entire model framework (solid red 433 

line), and the observed generations (dotted line) for both Oakdale (top) and Cosgrove (bottom) hydropower stations 434 
 435 
4.4 Scenario Analysis 436 
4.4.1 Operation scenario 437 
The different operation scenarios were simulated and compared for a period of about 10 years, similar in 438 
length to the period of observed water elevation and energy generation records (2007-2016). The changes 439 
in energy generation under the different operation scenarios are presented in Figure 5. Energy generation 440 
at the Cosgrove station will increase linearly with the increase of Wachusett’s maintained elevation. This 441 
is because the available water head increases linearly with the increasing Wachusett reservoir elevation. 442 
One-meter increase in Wachusett’s maintained elevation could result in 5% (7.06 TJ) increase in 443 
Cosgrove’s total energy generation. Energy generation at the Oakdale station, on the other hand, is non-444 
linearly correlated with Wachusett’s maintained elevation. When the Wachusett’s maintained elevation 445 
increases from 1 m below the baseline to the baseline, no significant changes in Oakdale’s energy 446 
generation is observed. However, when the elevation further increases from the baseline to 1 m above, a 447 
3.7% increase (10.21 TJ) in total Oakdale energy generation is observed. This non-linearity can be 448 
explained by the combined effect of changes in the elevation difference between the Wachusett and 449 
Quabbin reservoirs (ΔElQ-W), the water flow rate passing turbine (qTur), and the head loss between the 450 
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Quabbin reservoir and the Oakdale turbine (hL). It has to be noted that changing maintained Wachusett 451 
elevation does not significantly influence the major inflows (e.g., runoff) and outflows (e.g., public water 452 
supply) of the reservoir, and hence, the total amount of water that needs to be transferred remains 453 
relatively constant. Accordingly, the number of days that power is generated, NTur also remains constant 454 
(the red numbers in Figure 5). Nevertheless, depending on ΔElQ-W, the value of qTur could differ resulting 455 
in changes in power generation. When Wachusett elevation changes from 1 m below the baseline to the 456 
baseline, ΔElQ-W is always higher than 40.5 m boundary condition, and hence, qTur is fixed at a higher rate 457 
of 15.8 m3/s and the Oakdale generation remains relatively constant. When Wachusett elevation changes 458 
from the baseline to 1 m above, it gradually becomes less likely to maintain the 40.5m elevation 459 
difference. Therefore, the number of days that water has to pass the turbine at a lower rate of 14.7 m3/s 460 
increases. The reduced qTur has two contrasting effects on energy generation. On one hand, reduced qTur 461 
decreases power generation as less water passes through the turbine. On the other hand, a lower flow rate 462 
also reduces hL which could potentially increase power generation. In Oakdale’s case, the latter effect 463 
outweighs the prior, and a gradual increase in energy generation is resulted from the reduced qTur. 464 
 465 
Changes in Quabbin maintained elevation has no significant effect on Cosgrove energy generation, but it 466 
could result in a non-linear increase in Oakdale’s energy generation. When Quabbin’s maintained 467 
elevation increases from the baseline to 1 m above, qTur remains fixed at a higher rate but a 3.2% increase 468 
(8.93 TJ) in Oakdale’s total energy generation is observed. This is because the water head available for 469 
Oakdale power generation increases with a higher Quabbin elevation. When Quabbin’s maintained 470 
elevation decreases from the baseline to 1 m below, qTur decreases as it is less likely to maintain a ΔElQ-W 471 
of 40.5m. The gradual decrease in energy generation (0.66% decrease from the baseline) in this range is 472 
resulted from the combined effect of reduced water head ΔElQ-tur, which decreases energy generation and 473 
the reduced hL, which increases energy generation.  474 
 475 
Overall, increasing Wachusett’s maintained elevation is more effective in increasing the overall 476 
generation from the two hydropower stations than increasing Quabbin’s maintained elevation, while 477 
maintaining similar water availability within the MWRA system. The results show that changing the 478 
current management practice to increase maintained reservoir elevations could lead to synergistic benefits 479 
of increased water storage and hydropower generation.  480 
 481 

 482 
Figure 5 Energy generations at the Oakdale and Cosgrove stations and the total Quabbin aqueduct head losses under different (a 483 
Wachusett and (b Quabbin maintained elevations over a 10-year period (the assigned numbers indicate the number of weeks that 484 

turbines work under the high (red) and low (black) flow rates) 485 
 486 
4.4.2 Climate change scenario  487 
For each climate change scenario, four 3-year periods beginning from years 2015, 2035, 2055, and 2085 488 
were simulated and the resulted changes in the energy generations of Oakdale and Cosgrove stations, the 489 
total water transfers, and the Quabbin averaged water elevations are presented in Figure 6. As Figure 6 490 
shows, the climate change scenarios have little effect on Cosgrove’s energy generation. This is because 491 
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the key factors influencing Cosgrove’s energy generation, the Wachusett’s maintained elevation and the 492 
water supply rate, were assumed to be the same as the baseline period under the climate change scenarios. 493 
On the other hand, climate change could have a more significant influence on Oakdale’s energy 494 
generation as shown in Figure 6. Energy generation at the Oakdale station is related to the total water 495 
transfer from Quabbin to Wachusett and the averaged elevation of Quabbin reservoir, ElQavg. According to 496 
Figure 6, the total transfer plots mimic the trends of the Oakdale energy generation plots under the four 497 
climate scenarios, while the ElQavg plots are inversely proportional to the energy generation and water 498 
transfer plots. The effect of small changes in ElQavg on energy generation is in a much smaller magnitude 499 
compared to the changes in total transfer, therefore it is expected that the total water transfer will be the 500 
controlling element of Oakdale’s energy generation.  501 
 502 
Changes in the total water transfer requirement can be explained by the combined effect of temperature 503 
and precipitation changes under the four climate scenarios. Increased ambient temperature could raise 504 
reservoir surface evaporation and potentially reduce watershed runoffs, leading to reduced water 505 
availability in the Wachusett reservoir. As a result, a larger amount of water will need to be transferred 506 
from the Quabbin reservoir so more energy can be generated. On the other hand, precipitation is one of 507 
the direct inflows of reservoir water storage, as well as a major contributor of watershed runoffs. When 508 
precipitation increases, the abundancy of water in the Wachusett reservoir increases, which will result in 509 
reduced water transfer from the Quabbin reservoir to the Wachusett reservoir, and a decrease in energy 510 
generation. Under the A2Highest and B1Highest scenarios, energy generations at the Oakdale station 511 
present a similar trend of an initial drop from the baseline year of 2015 and then a slight increase towards 512 
the end of the century. The initial drop can be explained by the dominating effect of precipitation 513 
increase, while the slight increase later on indicates the effect of temperature increase gradually 514 
cancelling out and taking over the effect of precipitation increase. The A2Lowest scenario involves a 515 
gradual precipitation decrease and temperature increase, both of which lead to an increased water transfer 516 
requirement. This synergistic effect explains the gradual energy generation increase at the Oakdale 517 
station. The B1Lowest scenario, on the other hand, presents a precipitation decrease in the beginning, 518 
followed by a slight precipitation increase afterwards, in addition to the constant gradual temperature 519 
increase. Accordingly, energy generation at the Oakdale station shows an inversed trend of increasing 520 
followed by slight decreasing, indicating the precipitation’s dominance effect under this scenario. 521 
 522 
When comparing the trends of water storage (indicated by Quabbin elevation in Figure 6) and 523 
hydropower generation, a tradeoff is observed. An increase in water storage is always associated with a 524 
decrease in electricity generation, and vice versa. While the trends of these changes do not agree under 525 
different climate scenarios, Figure 6 indicates a relatively higher possibility of increased hydropower 526 
generation and decreased water availability in the coming century. This could be a “desirable” result as 527 
the MWRA is water abundant but relatively energy stressed. A reversed trend, however, could add to the 528 
energy stress and potentially flooding risks in the system. Electricity consumption in the MWRA, on the 529 
other hand, has been projected to decrease slightly when only consider the effect of temperature and 530 
precipitation changes (Mo et al., 2016). Thus, climate change could potentially enlarge the surplus of 531 
electricity by 1.1-6.8 TJ compared with the baseline scenario. This could further reduce 0.2-1.0 Gg of 532 
CO2e.  533 
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  534 
Figure 6 The Quabbin elevations, total Quabbin to Wachusett water transfers, and energy generations at the Oakdale and 535 

Cosgrove stations under four climate change scenarios over 3-year periods starting from years 2015, 2035, 2055, and 2085 536 
 537 
4.4.3 Population scenario 538 
For each population scenario, four 3-year periods beginning from the year 2015, 2035, 2055, and 2085 539 
were simulated. The resulted changes in energy generations at the Cosgrove and Oakdale stations, the 540 
total water transfers between Quabbin and Wachusett reservoirs, and the Wachusett reservoir elevations 541 
are presented in Figure 7. Energy generation at the Cosgrove station is linearly correlated with population 542 
growth as more water will be transferred through the station and more energy will be generated under a 543 
higher water demand. Oakdale’s energy generation also presents a general increasing trend under the 544 
growing population (as more water needs to be transferred from Quabbin to Wachusett under a higher 545 
water demand), except for the year 2085 under the high population growth scenario where Oakdale’s 546 
energy generation decreases sharply. It has to be noted that water transfer at the same time period 547 
increases under this scenario. The drop of the energy generation is mainly resulted from the elevated 548 
amount of days that water has to bypass the turbine (from 13 days in 2055to 171 days in 2085) in the 549 
Oakdale station. In addition, there is an expected minor decrease of Quabbin averaged elevation (-0.02% 550 
from the baseline) under a higher water transfer rate, which further contributes to a drop in ΔElQ-tur. 551 
Therefore, less head will be available for energy generation at the Oakdale station. Decrease in Quabbin’s 552 
averaged elevation will also affect ΔElQ-W, and hence, a gradual increase of days with low flow rate 553 
through Oakdale turbine is observed. This counterintuitive trend of energy generation at the Oakdale 554 
station demonstrates the importance of technology selection in reducing the negative effects of water and 555 
energy tradeoffs. In the case of the MWRA, replacing the non-regulating valves with regulating valves 556 
could substantially increase energy generation under a high water demand condition. Population growth 557 
also creates a tradeoff between water storage (indicated by Quabbin elevation in Figure 7) and 558 
hydropower generation. While an increase of hydropower generation is somewhat desirable given the 559 
abundancy of water at the MWRA, the growth of hydropower generation is not sustainable. Electricity 560 
generation collapses once the technology limitation is reached, which might require a subsequent system 561 
upgrade or utilization of new sources of electricity. Assuming electricity consumption increases linearly 562 
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with the increase of water demand, population growth under 50% and 100% of the current rate will both 563 
lead to an increase of surplus electricity generation ranging from 4.7 to 6 TJ by 2085. This indicates a 564 
further reduction of 0.7-0.9 Gg of GHG emissions compared with the baseline scenario. Under a 565 
population growth rate of 200% the current rate, however, the initial surplus will decrease towards the end 566 
of the century and eventually collapse as more water has to bypass the Oakdale station.  567 

  568 
 Figure 7 Energy generations at the Oakdale and Cosgrove stations, the total Quabbin to Wachusett water transfer, and the 569 

Quabbin averaged elevations under three population growth scenarios over 3-year periods starting from years 2015, 2035, 2055, 570 
and 2085 571 

 572 
5 Implications 573 
This study presents a modeling framework for investigating water supply and hydropower generation 574 
tradeoffs, which could be generalized to other water systems with hydropower generation capacities. The 575 
current study demonstrates that critical water-energy synergies and tradeoffs exist at the MWRA, and 576 
there is a possibility for integrated water and energy management to achieve better outcomes. For 577 
instance, raising Wachusett reservoir’s maintained elevation is likely to increase the overall hydropower 578 
generation at the MWRA, which could also result in water quality improvement and reduction of water 579 
treatment energy requirement simultaneously. Raising Quabbin reservoir’s maintained elevation could 580 
also result in increased hydropower generation (to a lesser extent), but it does not provide similar water 581 
quality benefits as the Wachusett elevation remains the same. Climate change, on the other hand, is likely 582 
to result in a tradeoff between water availability and hydropower generation. Under the four climate 583 
change scenarios, hydropower generation is always inversely correlated with the Quabbin and Wachusett 584 
water availability towards the end of the century. This implies that an increased hydropower generation is 585 
potentially at a cost of degradation of water quality, more restricted use of water by the communities they 586 
serve, and reduced capability to support ecosystem functions. These environmental and socioeconomic 587 
influences will eventually be converted into actual costs in certain ways, as water quality degradations 588 
consequently influence the water treatment energy. Restricted use of water might lead to exploration of 589 
new water sources. Reduced ecosystem service functions could manifest as environmental protection and 590 
remediation costs. A holistic understanding of the system would allow utility managers to make proactive 591 
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long-term management decisions. Analysis of different population growth scenarios shows similar water 592 
and energy tradeoffs. In addition, it presents the importance of technology selection, especially under a 593 
high population growth scenario. The current turbine hydraulic capacity at the Oakdale station is not able 594 
to meet the large amount of water transfer under the high population growth scenario, and hence, water 595 
has to bypass the system without energy generation. Converting the non-regulating valve to a regulating 596 
valve is likely to improve energy generation in this case, yet the tradeoffs between the capital investment 597 
and the benefits of hydropower generation have to be carefully evaluated under future conditions. The 598 
modeling framework developed in this study can help identify solutions to increase energy generation 599 
while ensuring sufficient water storage and availability in water supply systems, as well as the water and 600 
energy constraints under future conditions. This modeling framework can be integrated with drinking 601 
water and wastewater treatment models to investigate the influence of water supply decisions on the 602 
urban water supply cycle and the broader water-energy nexus. Future studies should also investigate the 603 
combination of multiple scenarios to explore the potential strategies to optimize water and energy 604 
outcomes.  605 
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