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Abstract—To enable an in-depth study of active cyber-
physical distribution network, a cyber subsystem model is
urgently needed to describe the performance in distribution
communication. The methods for quantifying the
interactions between subsystems, especially indirect
interactions, have not been adequately studied in the
existing research. In this paper, a novel model is developed
to evaluate the validity of cyber link considering dynamic
routing, delay, and communication error, particularly the
cyber traffic. Then, an analytical method is presented to
quantify the impact of cyber faults considering the
functionality validity during distribution automation. And
the reliability of cyber and physical subsystems is evaluated
based on Non-Sequential and Sequential Monte Carlo
methods respectively. Finally, a test system for reliability
evaluation is established to analyze the influences of cyber
faults. Also sensitivity analyses on the impact of cyber
network traffic, element failure rate, and network topology
and access communication technology are carried out. The
obtained results could provide useful insights into planning
and operation of active cyber-physical distribution
networks.

Index Terms—Active distribution network,
physical system, reliability evaluation,
validity, distribution automation.
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[. INTRUDUCTION

arge amounts of distributed renewable sources being
grid-connected are changing the operational characteristics

of distribution systems and degrading the power quality.

To address the challenges, the concept of Active Distribution
Network (ADN) was proposed [1]. The future distribution
systems are becoming more computerized and connected, and
massive measurement signals and control instructions are
transmitted through communication networks [2]. ADN adopts
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a variety of control methods to avoid status deterioration,
further enhance network performance, and improve sources
efficiency. However, the active management cannot be
achieved  without Information and Communications
Technology (ICT). On the one hand, timely and accurate
transmission and decision-making are the basis for enabling a
variety of active control functions; on the other hand, ICT
system’s random failures may lead to adverse consequences
such as operational condition deterioration and widespread
blackouts. Thus, the control characteristics of ADN make it
highly dependent on ICT, which is essentially similar to the
Cyber Physical System (CPS) - so ADN can be regarded as a
typical Cyber Physical Distribution System (CPDS).

Structurally, CPS can be divided into two major parts: cyber
subsystem and physical subsystem, which interact with and
interdepend on each other. Generally, the existing research was
focused on the interaction analysis, model establishment, and
evaluation method. The interactions between cyber and
physical subsystems can be classified into four kinds of
interdependencies [3], which are elaborated in [4] and [5].
These interdependencies are determined by different direct or
indirect relationships between the cyber faults and the physical
faults.

The direct interdependencies mean that the cyber fault can
directly result in the failure of the corresponding physical
elements [6, 7]. For example, a line protection malfunction
would lead to misoperation of this line’s adjacent breaker [8].
Communication interruption could result in malfunctions of
Automatic Generation Control (AGC), causing bulk system
outages [9]. And Distributed Generation (DG) cannot be
properly integrated into the grid without valid communications
with the station [4]. Generally, the direct interdependencies can
be mathematically represented by series reliability models with
cyber failures being superimposed on the physical subsystem.

The indirect interdependencies refer to that the cyber failure
can lead to the degradation of physical performance, such as the
potential impact of monitoring failure on physical subsystem
during its normal operation [10], and the impact of cyber failure
on physical control when physical faults occur, which will
affect the fault processing and worsen the operational status [7,
11]. The status of physical operation is influenced by not only
indirect interdependencies, but also a number of other complex
factors. Consequently, it is rather difficult to quantify the
indirect effect. Simply, physical element with monitoring fault
can be regarded as the same one with higher failure rate [5, §,
12]. New approaches are also proposed to describe the
interdependencies between subsystems based on Markov
model and stochastic Petri Nets [13-15]. However, there are



few studies focusing on indirect interdependencies between

distribution automation and cyber fault in distribution networks.

Recently, the cyber modeling in CPS reliability is greatly
different in different research scenarios. Literature [7, 16-18]
establishes a simple communication system, in which messages
are transmitted through an end-to-end path - once interrupted,
message transmission would immediately fail. Several
equivalent methods, such as the theory of complex network[19,
20], network mapping [21], and reliability block diagram [5,
22], are adopted to describe the transmission communication
system while ignoring routing protocols, actual structures and
self-protection mechanisms. The distribution communication
network composed of passive optical networks, industrial
Ethernet, power line carrier, wireless network, and so on [23]
which can be regarded as a typical heterogeneous network.
However, it has not been adequately studied, especially for the
factors influencing the reliability, such as the line length,
external environment, and traffic conditions [24, 25]. Though
an information transmission model considering transmission
errors and delays has been proposed in [26], the associated
parameters (especially the transmission error threshold) need to
be more comprehensively defined and studied.

There are three major reliability evaluation methods for CPS:
1) analytical method is used in both subsystems; 2) analytical
method is used in cyber subsystem and simulation method is
used in physical subsystem; 3) simulation method is used in
both subsystems. The analytical method is usually used in
simple scenarios [4, 5]. While the physical subsystem usually
adopts the simulation method, simulation and analytical
methods can both be used in the cyber subsystem according to
system complexity [8, 14, 16, 27].

In this paper, considering the dynamic routing, delay, and
communication error, a new model which focuses particularly
on validity evaluation of the cyber link is developed to
determine whether a link is able to transmit messages
effectively. In particular, the traffic of the cyber network is
considered as well. Then, the paper presents an analytical
method to quantify the impact of cyber fault on the reliability
of physical subsystem during distribution automation. Thirdly,
considering the contribution of distributed generator in fault
restoration, the reliability of the cyber and physical subsystem
is derived based on Non-Sequential and Sequential Monte
Carlo simulation methods respectively. Finally, a test system is
established, and the influence of cyber validity on CPDS
reliability is examined. The sensitivity analyses on the impact
of cyber network traffic, element failure rate, network topology,
and access communication technology are carried out. The
research results could provide useful technical support for
active distribution network planning and operation.

The overall paper is divided into the following sections. In
Section II, the structure and function of CPDS is described. In
Section III, factors which may impact the cyber subsystem are
analyzed, meanwhile the validity model of cyber link is
presented in this section. In Section IV, the model of
quantifying the impact of cyber fault on physical distribution
automation is described. In Section V, reliability evaluation of
CPDS is presented. In Section VI, a typical CPDS is used as a
test system to validate the proposed model and method. The
conclusions are drawn in section VII.

II. STRUCTURE AND FUNCTION OF CPDS

CPDS can be divided into cyber and physical subsystem. The

cyber subsystem usually includes interface layer,
communication layer and application layer, shown in Fig. 1.
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Fig. 1 The CPDS main structure

The application layer can achieve many functions such as
human interaction, information analysis, and decision-making.
The communication layer is in charge of transmitting monitored
data, control instructions, and other messages. In actual power
systems, the substation does not perform decision making,
instead, it only conducts data collection and pre-processing
tasks. Therefore, distribution automation process needs the
main station (i.e., the control center) to make decisions.
However, the structure, the communication technology, and the
function of the communication network between the substation
and the main station are totally different from that between the
substation and the terminal. Thus, the communication layer can
be divided into two parts [28]: backbone network and access
network. Backbone network is the communication network
between the control center and substation, in which message is
transmitted through synchronous network with ring topology.
Access network is the communication network between
substation and distribution terminal, which can adopt many
communication technologies, such as Ethernet, power line
carrier, wireless, and so on. The interface layer includes the
feeder protection equipment, feeder terminal units (FTU),
distribution terminal units (DTU), inverters, and other
intelligent distribution terminals. The cyber equipment of
CPDS is generally operated with Uninterruptible Power System
(UPS), while the physical fault has little impact on the cyber
subsystem. Thus, this paper is mainly focused on the influence
of potential cyber faults on the reliability of physical subsystem
during ADN’s distribution automation process.

Local feeder automation is mostly used in the traditional
distribution. However, feeder automation based on centralized
monitoring (simplified as centralized automation) is widely
used in CPDS with large numbers of DGs, and it has high
dependence on the cyber subsystem. Therefore, centralized
automation is used as the research scenario. Through the status
monitoring and control function, the centralized automation,
which includes failure elimination, location, isolation, and
restoration [29], is enabled by proper communications with the



control center for controlling circuit breakers, sectionalizing
switches, and switching micro-sources [30]. In centralized
automation, feeder protection faults as well as switch controller
malfunctions would cause line outages, switch false tripping
and refusal. The interactions of these failures fall into direct
interdependencies, which can be modeled by analyzing the
historical data of outages. The monitoring and control function
failures in the fault handling process resulted from the IED,
communication network and server faults fall into indirect
interdependencies, which could greatly compromise the
reliability of CPDS. Therefore, this paper will be focused on the
indirect interdependencies.

III. VALIDITY ANALYSIS AND MODELING OF CYBER
SUBSYSTEM

A. Analysis of Fault Factors in Cyber Subsystem

In this paper, the transmission circuit between interface layer
and the application layer is defined as the cyber link
(application server is not included). The validity of cyber link
refers to its ability to meet the requirements of three types of
reliability: topology reliability, delay reliability, and error
reliability, which are similar to those in [31]. That is to say, a
cyber link is valid only if the message can be transmitted
through it uninterruptedly, timely, and accurately [32, 33].

1) Fault Factors of Interface Layer

The interface layer can measure and upload the messages of
voltage, current, power and switch status through the interface
equipment, and it can also receive and execute control
instructions [34]. The interface layer fault usually contains the
failure of status collection and uploading, as well as the failure
of instruction execution. Interface layer fault will lead to the
interruption of cyber link, while the error of the data
measurement will decrease the accuracy. In addition, the
algorithm or parameter errors will cause malfunctions. Among
them, the interruption caused by an element fault is the most
significant factor affecting the communication performance,
because the interface layer equipment operates without
redundancy in a complicated environment.

2) Fault Factors of Communication Layer

The communication link is the transmission circuit between
the source and the sink (not including the source and sink
elements), which mostly consists of multiple communication
paths. Usually, the transmission performance can be described
by the connectivity affected by network element failures, the
timeliness affected by message transmission delay, and the
accuracy affected by the communication error. Varying with
specific communication technologies, the above three
properties can be enhanced quite differently.

The partial communication link in the backbone network,
mostly with ring topology, has at least two paths to guarantee
connectivity by switching to alternate channel in the event of a
fault. The transmission time generally grows with the number
of nodes that the path traverses, so the delay reliability would
be compromised after alternate switching due to more nodes.

In the access network, the validity of communication link is
closely related to the communication technology. When
Industrial Ethernet (Ethernet based on TCP/IP), mostly with the
ring topology, is used in access network, the communication
link would still be connected by means of failover after a

random fault occurs. The transmission delay is closely related
to the traffic and the number of nodes [35], and the
communication error. The accuracy of transmission is very high
because of the low BER of fiber lines and the error control of
TCP.

When GPRS is used, connectivity can be easily guaranteed
because the GPRS system is usually configured in star topology
with different degrees of overlapping between radio cells. The
probabilistic characteristic of the delay reflects the service of
mobile net. Generally, the delay is related to the network traffic,
while the BER is associated with weather conditions and
channel quality.

When the passive optical network is used, the network will
be constructed based on the double chain topology for ensuring
high reliability. Usually, to ensure a good performance,
multiple access technologies are used in uploading data, while
broadcast is used in downloading data. The main factors
influencing the delay are the hop routing and network flow
which fluctuates within a narrow range and can actually satisfy
the demands in reality [36]. The packet loss caused by the
remote transmission distance and poor installation accounts for
a significant proportion.

3) Fault Factors of Application Layer

CPDS application server can implement such functionalities
as distribution automation and status optimization through
information analysis. The server outage will directly lead to
uninformed or wrong decisions accordingly causing the failure
of distribution automation. Therefore, the server, usually
equipped with backup equipment for higher reliability, plays a
pivotal role in the distribution automation process. The server
faults due to the delay or the algorithm are extremely rare events,
so they are not considered in this paper.

Considering the differences of validity under different
communication technologies, this paper establishes a specified
cyber subsystem, where the backbone network adopts SDH
while access network adopts industrial Ethernet. Moreover,
industrial Ethernet with a large capacity is generally used in
distribution communication systems [37], in which the
transmission is assumed to be lossless.

B. Cyber Link Validity Modeling

Cyber link is the basic unit in message transmission, and the
cyber faults could lead to communication interruptions, delays
or errors exceeding the threshold, causing unsuccessful
transmission. Based on the analysis of part 4, the influence of
application layer delays and errors can be ignored, so is the
communication error of interface layer. In this paper, the cyber
link validity is denoted as A(x). The cyber link mentioned above
is the link between the interfacing equipment of physical
element x and the server, which is responsible for transmitting
data relating to monitoring, control or control feedback signals.
Cyber link usually contains at least two paths to ensure
successful transmission. If one path is invalid (e.g., the path is
interrupted, delayed or has bit error), the communication
system must allocate another path to transmit message based on
the shortest distance protocol. Therefore, the cyber link is valid
when there is at least one valid path. If there are n paths between
the source (i.e., the IED of physical element x) and the sink (i.e.,
the server), the validity of the cyber link can be expressed as
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where x; is the i-th path of multiple paths between the interface
equipment and the server, A(x;) is the validity of path x;, and can
be represented as

A(xi):C(‘xi)nT(xi)nE(‘xi) 2
where C(x;) is the topology reliability of path x;, whose value of
“1” indicates uninterrupted transmission, and “0” means
interrupted transmission. 7(x;) is the delay reliability, whose
value of “1” indicates that the transmission satisfies the delay
demands, and “0” means the opposite. E(x;) is the error
reliability, whose value of “1” indicate the transmission
satisfies BER demands; otherwise its value is “0”.

When the above three kinds of reliability requirements are
satisfied simultaneously, that is, A(x;) =1, the path x; is valid.
Meanwhile, only when there exists one valid path between the
interface equipment of node x and the server, 4A(x) =1, the cyber
link is able to successfully transmit the message.

1) The Topology Reliability Modeling of Cyber Path
Considering Routing

Connectivity fault of the path is embodied by its inability to
transmit messages [38], which can be described by the topology
reliability. The topology reliability of one cyber path is mainly
determined by the availabilities of elements in this path. For a
specific path i consisting of m elements, the path is
uninterrupted only when the statuses of all associated elements
are normal, that is, C(x;) = 1, which can be represented as:

Cx)=SMN - NSE) NN S(m) 3)
where S(k) is the availability state of element £.

Most faults of cyber elements are repairable without
considering aging failures, and the element status can be
described as the cycle of “running-outage-running”. Therefore,
the availability state of the cyber element £ is

1 normal operation
S(k)= . “)
0 outage
2) The Delay Reliability Modeling of Cyber Path
Delay reliability refers to the ability that the message could
be transmitted within a specified time period through the path
xi. The delay reliability of path 7 can be expressed as:
7(x) <7

1
T(x)=
(x) % ), (5)
where 7(x;) is the transmission delay of x; , 7o is the delay
threshold based on the service requirement. The delay is mainly
composed of interface layer delay and communication path
delay:

T(X;)= Tieq (xi)+z-pat/1(xi) (6)
where tiea(x;) is the delay of interface layer and zpam(x;) is the
delay of communication path.

The delay of interface layer is relatively stable and small, so
the delay of the cyber path depends mainly on the
communication path delay which changes with different
communication protocols. For a specified communication path
Xi, communication path delay is the sum of the backbone
network path delay 71(x;) and access network path delay z2(x;):

Tpmlz(xi): 7 (x) T 7, (x;) . (7)

In the backbone network adopting SDH or other synchronous
protocols, the path delay includes the node delay and the line
transmission delay. The node delay 7 is relatively stable, so for
a SDH communication path consisting of N nodes, the network
delay is:

L
7,(x)=N -7, +— 8)
C

where L1 is the total length of the backbone optical link and ¢ is
the speed of light.

In the access network which adopts industrial Ethernet, TCP
originally uses acknowledgement and retransmission to detect
and repair losses, while the time of retransmission is affected
by the channel BER and network traffic. However, in switched
industrial Ethernet, collisions/retransmissions no longer occur,
and the main communication delays occur inside the nodes [39].
Meanwhile, the delay is affected not only by the number of hops
but also the processing time of nodes which is related to the
network traffic [40]. Thus, when the traffic of industrial
Ethernet is certain, the delay of the communication path
between two points will comply with the probabilistic
characteristics. According to [20, 41], the delay of transmission
path can be described by the Pareto distribution in the event-
driven application scenarios, and the probability distribution
function is represented by:

Hn=L«%V ©)

where ¢, is the minimum delay of path between two nodes that
is the sum of transmission path delay and information
processing time; S is a positive parameter whose value
decreases as the mean load ratio p increases; and the value of S
can respectively take 30, 20 or 10 under light, medium and
heavy loads [42]. Generally, the actual network traffic has
statistical self-similarity and heavy-tailed, therefore it is long-
range dependent [43]. This paper assumes that the mean load
ratio of cyber network obeys the Weibull distribution, and we
can obtain the communication path delay of path x; by
calculating ¢, and then sampling p and P (7).
3) The Error Reliability Modeling of Cyber Path

Due to the long transmission lines, poor channel quality and
environmental noise, errors will occur during the message
transmission. For the communication path i with m'
communication lines, the message carried by this path is
reliable only when the error reliability of every line
simultaneously satisfies the system demand, that is, E(x;)=1.

E(x)=E,MON--NE;(kYN---NE,;(m").  (10)

The error reliability of the line &' between two adjacent nodes

can be expressed as:

<
Exi(k’): {1 7/k'—7/0
0 7e>7
where yx is the BER of communication path k', yo is the error
threshold allowed for the system, which usually changes with
the error control mode.

When the message is being transmitted, SDH will check it at
both ends of the transmission link and once the erroneous codes
are identified, they can be corrected immediately. Consequently,
the message transmitted in the backbone network could be

totally reliable considering few errors are beyond the error

)



control capacity. In industrial Ethernet, TCP is also able to
handle a small number of errors and delays at both ends through
acknowledgements and cyclic redundancy check (CRC), delay
characteristics hence can reflect the error feature to a certain
extent. Therefore, if the transmission delay meets the
requirements in industrial Ethernet, the message is definitely
accurate.

IV. STATUS ANALYSIS OF CPS BASED INVALIDITY

How to analyze and quantify the influence of cyber faults on
distribution automation is a critical and challenging issue. The
cyber fault does not affect the distribution automation when the
physical subsystem is normally operating. But when the
physical fault occurs, the cyber fault will affect switching
actions and DG controls, thus worsening the system status.
Therefore, this paper primarily analyzes the influence of cyber
faults on the fault location, isolation and restoration during
distribution automation, while considering the application layer
failure and cyber link failure.

A. Failure Status Analysis under Application Layer Fault

If a fault occurs in the application layer when the physical
subsystem fails, the whole distribution automation will be shut
down, prolonging the outage time and disabling the intentional
islanding. For a feeder with tie switch, X= {x;| i = 1, 2, n-1}
indicates the upstream switch set of fault point, where x,
indicates a breaker. L(x;) is the load between switch x; and x;.1,
while L(x) indicates the total load downstream from x1. Y= {y;
|i=1,2,...,m-1} indicates the downstream switch set, where yn
is a tie switch, L()y) indicates the load between y; and yi1. A
single feeder with tie switch is shown in Fig. 2, where x4 is a
breaker, y3 is tie switch, the line fault f occurs between x; and
1, and the repair time is Ze.
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Fig. 2 Failure Status Analysis of CPDS System

When the fault f occurs, the feeder head circuit breaker can
trip the fault with instantancous response, then each
sectionalizing switch uploads the fault information. Once the
application layer fails, erroreous decisions might be made,
leading to unsuccessful switch isolations. Here factitious
inspection and isolation is needed, and x| and y; are manually
closed to isolate the failure after fimar, and then ys will be
manually closed for resoration after f2man.

In the above process, the load loss can be divided into three
parts. The outage time and the loss of upstream load can be
expressed as

T;dl 1= tlman
(12)
alll ZL ( ) all 1
while the load manually handled can be expressed as
]:1112 = tlman + t2man
13)
Uan = ZL(J’, ) a2
and the remaining can be expressed as
711113 = t . T Zlean + than
(14)

U =(L(x) — ZL(yl) all3

B. Failure Status Analysis under Cyber Link Fault

1) Fault Location and Isolation

In this process, the control center makes the location decision
by collecting the fault information of each switch, and then
sends control messages to the specific sectionalizing switch to
isolate, and get information about successful isolation by
control feedback messages. To accomplish the whole process
preciously, the validity must be ensured, not only the validity
of control link, but also the monitoring link and the control
feedback link of sectionalizing switches at both fault ends. But
actually, only the cyber links validity of the upstream switches
has an effect on the location and isolation. So, this paper defines
Sioss(xi) as the function validity of x; in the fault location and
isolation, which can be represented as

S5 (X)) = A4, (x) N A (x) N 4, (x,) (15)
where An(x;) is the monitoring validity of upstream switch x;,
Ad(x;) is the control validity and A4x(x;) is control feedback
validity. The method of calculation is consistent with what has
been described in part B of section III.

Thus, whether x; can successfully isolate the fault mainly
depends on its function validity Siss(x;). Specially, the feeder
breaker has been tripped, S0 Siss(x2)=1.

As mentioned, if the monitoring function of switch x; fails,
the center will get the failure information by switch x;+ located
in the upstream from x;. If the control message is not transmitted
to x; or x; does not execute it successfully, the center will send
the control messages to x;+1 for fault isolation. If the control
feedback fails after the successful isolation, the control center
would also make a wrong judgement, thus sending control
messages to x;+1 for closure. In sum, if any malfunction occurs
in the monitoring, control or control feedback, the consequence
would be the expanded outage region. However, as long as there
is a valid switch x;, the fault isolation can be successfully
accomplished, while the control message is sent according to
the distance from the fault point. Specially, the non-zero
minimum among X can be denoted as smal{X}. If the switching
time of sectionalizing switch is #, the outage time and the loss
of the upstream region of x; are

T t

lossl — sp

" , .(16)
Uloxsl :Smal{S]oxs ('xi) ’ ZL('ijrl )|l = 1" . ,I’l} ' T;ossl

J=i

And the outage time and the loss of downstream region are



T;o.vxZ = ZLre
Uppesr = smal{S,, (x)- D L(x))|i=1,...,n} T,
j=1

7)
Usually, the monitoring, control and feedback control link
have the same path, and the time of distribution automation
process is far less than the outage time of cyber element, so
cyber status can be considered to be static in one automation
process. The traffic is usually balanced in a certain time period.
Thus, the validity statuses of cyber links should be constant in
one automation process, and (15) can be simplified to
Sioss (%) = A(x;) (18)
where A(x;) is the validity of the cyber link between the
interface equipment of x; and server.
2) Fault Restoration by Tie switch
The restoration of active distribution includes restoration by
tie switch and by the intentional islanding. After the successful
action of the downstream switch of fault point, the main control
center will control tie switch to transfer and recover power
supply. So, in order to realize the restoration, the validity of the
control cyber link of the tie switch y, should is ensured, as well
as the validity of control and the control feedback cyber link of
sectionalizing switch y;. The function validity of restoration by
tie switch can be expressed as

Szmn(y[):Ac(y[)ﬂA/:(y[)ﬂAc(yn)~ (19)
Similarly, (19) can be simplified to
Stran(yi):A(yi)mA(yn)' (20)

If the cyber link of tie switch fails, this kind of restoration
will fail. As shown in Fig. 2, when the cyber link of tie switch
is valid, the restoration can be carried out if any switches y;in
the downstream from fault point can be successfully isolated.
So, the load successfully recovered is expressed as

n—1
Ly, =max{S,,,(0)- > Ly)i=L...n}. (1)
J=i

Meanwhile, the outage time is the minimum between the
fault isolation time and the switching time #, of the tie switch,
so the outage time and the loss of load L4 are as follows:

T, =min(f,,z.)

tran

2l . . (22)
Utran =max{Stran (yl) ’ ZL(y/)|l = 1"' .,I’l} : ]—L"ran
J=i

3) Fault Restoration by Intentional Islanding

For a microgrid with determined supply range, whether
micro-sources can effectively supply the load inside microgrid,
depends on not only their own availability, but also the validity
of monitoring and control link because those sources are real-
time controlled in ADN [44]. Consequently, the availability of
sources can be expressed as

Aps = A, (ES)N A (ES)N A

Apy = A, (PVYNA(PVYN A,
where 4%s is the availability state of the energy storage, and
A®py is the availability state of PV.

Only when the control and control feedback link of the
sectionalizing switch of the microgrid is valid, can the

(23)

intentional islanding operation be carried out. Therefore, the
function validity of intentional islanding can be expressed as

Sistana (2) = Apy N Agg N A (2) N 4, (2) . (24)
Expressions (23) and (24) are combined and simplified as
Sistana (2) = A(ES) N A% N A(DG)N A% N A(2) . (25)
Therefore, the outage time and loss are expressed as
{T;sland = min(ttr > tsp b tis )

Uisland =S, island (Z ) L (Z ) : 7—trs/and
where ;s is the island switching time.

(26)

V. EVALUATION METHOD OF CPDS RELIABILITY

Considering the temporal property of sources and load, the
sequential Monte Carlo simulation method is used to evaluate
the physical subsystem. And due to the discrete nature and
complexity of cyber faults, sequential Monte Carlo used in both
subsystems will seriously reduce the calculation efficiency.
Considering that the distribution automation process is not very
time-consuming and automation fault has no influence on the
physical subsystem with normal operations, after sequential
Monte Carlo sampling is completed, non-sequential Monte
Carlo sampling is used to get the state of cyber subsystem in
every time instant of physical fault. Also this study is conducted
based on the assumption that the cyber fault duration is
consistent with physical fault duration, which can simplify the
state sampling process and increase the sampling efficiency.
Besides, in the status analysis process, each link is seen as a unit
in evaluating the cyber link validity, and the cyber routing
tables are derived based on Depth-First-Search (DFS)
according to the cyber topology.

After sampling the system states, we can evaluate the validity
of the cyber link, which transmits messages from or to the
switches and micro-sources that need to be controlled under the
current fault. Then, the load loss and outage time can be
calculated by the method proposed in section IV. The details
are presented in the following, and the associated flow chart is
shown in Fig. 3.

A. Reliability Evaluation Process

1) Initialization: Input the parameters of physical subsystem,
establish the reliability model of physical elements and the
topology of power grid. Input the parameters of cyber
subsystem and calculate the routing information table.

2) Status Sampling: Sequential Monte Carlo is used to
sample the status of physical elements. After obtaining the
status set, fault elements can be found and then the non-
sequential Monte Carlo is used to sample the statuses of cyber
elements. At the same time, the cyber load ratio of the current
section is sampled. A status scenario can be formed including a
set of fault status of physical elements, a set of cyber elements
statuses, and load ratio of the cyber subsystem.

3) Status Analysis: By analyzing the element fault status in
the physical subsystem, this paper studies which cyber links are
needed in the distribution automation. The reliability can be
evaluated as follows:

(DInput the CPDS status information, if application layer
fails, use (12)-(13) to calculate outage time and losses, turn to



®. Otherwise, according to the physical fault location, the
minimum path method is used to generate switch set X and Y;

@ According to the switch set, the cyber link of each
sectionalizing switch can be evaluated by (15), and then the
outage time and losses of power are calculated by (16)-(17);

(®Use (20)-(21) to define the load recovered by tie switch,
and then use (22) to calculate the outage time and load loss;

@Islanding Operation: use (25) to evaluate the cyber link of
the breaker, and sources of the island, and analyze whether the
microgrid can be operated normally in islanded mode. Sample
the output curve of PV and calculate the running time of island.
There has been much research on islanded operations [45],
which are not explained here.

(®Calculate the outage time and losses.

4)Indices Calculation and Convergence Judgment: Calculate
SAIDI and EENS. Determine whether the variance coefficient
of EENS meets the convergence condition, if not, repeat step 2)
—4); if so, then output SAIDI and EENS.
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Fig. 3 CPDS system reliability evaluation process

B. Validity Evaluation Process of Cyber Link

Based on the status of cyber elements and load traffic of the
access network, the validity evaluation of cyber link between
the interface elememt and server can be carried out as follows:

1) Input the routing table and the cyber element status, take
the IED of each physical element as the initial node, and search
the cyber paths between itself and the server according to the
routing table. Initialize i=1, and proceed to the next step.

2) For the i-th path, the topology reliability can be calculated
by (3).

3) The backbone delay is calculated by (8) and the access
delay is calculated by (9), respectively. The total delay of the
link is calculated by (6), then the delay reliability is obtained by
(5).

4) The path validity A(x;) is calculated according to (2). If
i=n, proceed to next step; otherwise, i=i+1, return to step 2).

5) The validity A(x) of cyber link is calculated by (1). If A(x)
=1, the cyber link is valid; otherwise, it is invalid.

6) Output the validity outcome of the link.

VI. CASE STUDIES

A. Simulation System Setup

The test system is established as shown in Fig .4. Black lines
represent the physical subsystem structure, and blue ones are
associated with the cyber subsystem. The control, monitoring
and protection functions are all enabled by IED units which can
communicate while the control center in the main station can
send message through SDH and industrial Ethernet.

Control !
Center

PV)PV1

Fig.4 Test system structure

The distribution network consists of three PV units and three
energy storage units, whose parameters are shown in TABLE 1.
There are eleven energy users in the network, and the load
profile is shown in TABLE II. The reliability parameters, such
as the failure rate and repair time of physical and cyber elements
in the system, are shown in TABLE III and could refer to [8, 46,
47]. And the threshold setting of cyber subsystem delay may be
obtained from [48].



TABLE I. PHOTOVOLTAIC POWER GENERATION AND ENERGY

STORAGE PARAMETERS
PV ca}fa\c/ity Energy Msz:grlm Capacity
(MW) storage (MW) (MW:-h)
1 1.2 1 0.9 4.5
2 0.5 2 0.4 2
3 1.2 3 0.9 4.5
PVitotal 2.9 MW Energy 22 MW 11 MW-h
capacity storages
TABLE II. LOAD DATA OF PHYSICAL SUBSYSTEM
Load Load Load
User (MW) User (MW) User (MW)
1 0.3764 5 0.2748 9 0.2382
2 0.2139 6 0.1094 10 0.2931
3 0.2431 7 0.1761 11 0.1072
4 0.1459 8 0.2098
General load 2.3879 MW
TABLE III. RELIABILITY DATA OF EQUIPMENT
Physical Failure  Repair Cyber Failure Repair
component rate time component rate time
Dlstr}butlon 0.05f/(km- sh Optical fiber 0.004f/(k 24h
line a) m-a)
Switches 0.005f/a 8h  Ethernet switch  0.05f/a 12h
Breaker 0.002f/a 4h SDH switch 0.05f/a 12h
PV 3f/a 20h 1IED 0.061/a 12h
Storages Sfla 10h Server 0.01f/a 8h
Transformer 0.015f/a  200h

B. Results Analysis

In order to analyze the influence of cyber subsystem on the
CPDS reliability, four cases are mainly studied:

Case 1: Only the physical fault is considered, while the cyber
subsystem is deemed totally reliable.

Case 2: The faults of both physical and cyber subsystems are
considered, and the cyber access network operates under the
light load (network load ratio p = 20%).

Case 3: The faults of both physical and cyber subsystems are
considered, and the cyber access network operates under the
medium load (network load ratio p = 50%).

Case 4: The faults of both physical and cyber subsystems are
considered, and the cyber access network operates under the
heavy load (network load ratio p = 80%)).

In the four cases described above, the proposed method is
used to calculate the reliability indices, and the results obtained
are shown in TABLE IV.

TABLE IV. RELIABILITY RESULTS

EENS (MWh/Year) SAIDI (h/user-year)
Case 1 0.020409 0.044770
Case 2 0.063108 0.070663
Case 3 0.078640 0.082056
Case 4 0.117908 0.113147

As can be seen from the results, the reliability indices of Case
1 is rather lower than those of other cases, which indicates that
the random fault in the cyber subsystem compromises the
reliability of CPDS. In addition, the reliability indices of Case
2 are much higher than those of Case 1. Messages are not
delayed in Case 2 because of the light traffic. Thus,
communication interruption is the only factor affecting CPDS
reliability under light traffic. However, the system reliability
indices of Case 3 and Case 4 are significantly higher than those
of Case 2, which indicates that the communication delay has
vital influence on the CPDS reliability, especially under heavy
traffic conditions. And the reliability indices obtained in Case
2, Case 3 and Case 4 are in ascending order, indicating that the
message delay has an increasing impact on the reliability of
CPDS with the growth of access network traffic.

In order to illustrate the interdependencies mechanism, a
time instant is specified, a fault in L11 occurs while the S8
fails under medium traffic. K4 cannot communicate with the
control center such that K4 cannot effectively isolate the fault.
The monitoring message from K3 is valid with 0.2579s delay.
The control center decides that the fault occurs in the
downstream from K3 and will send control signals to K3 for
isolation. These faults result in a load loss ranging from 0.1072
MW to 1.4086 MW.

C. Influence Analysis of Different Cyber Element Faults on
CPDS Reliability

In order to discuss the influence of each type of cyber
element’s fault on the CPDS reliability, in this study the
reliability of CPDS is calculated under different settings by
assuming the studied element is likely to fail while other
elements are completely reliable. The obtained results are
shown in TABLE V.

TABLE V. RELIABILITY INDICES UNDER DIFFERENT TRAFFIC

CONDITIONS
Trafﬁc Unreliable element EENS SAIDI

condition (MWh/Year) (h/user-year)

None 0.019560 0.045460

All 0.064183 0.070957

Server 0.020912 0.047089

Light SDH switch 0.034024 0.053402

Ethernet switch 0.038433 0.055355

IED 0.023367 0.048290

Backbone optical fiber 0.021124 0.046157

Access optical fiber 0.025785 0.049649

None 0.035379 0.057361

All 0.075099 0.078735

Server 0.036052 0.058089

Medium SDH switch 0.048096 0.060978

Ethernet switch 0.052910 0.062587

IED 0.040332 0.062035

Backbone optical fiber 0.037665 0.060500

Access optical fiber 0.042251 0.059752




As can be seen from the results, the calculated reliability
indices can be listed in a descending order as follows: Ethernet
Switch, SDH Switch, Ethernet Line, IED, SDH Line and
Server. The reason why the Ethernet switch has the greatest
impact on reliability is that the Ethernet switch is not only
connected to other switches, but also connected to many IEDs.
Once the Ethernet switch fails, the transmission of the
connected IED will be interrupted, and the transmission from
other switches will also be affected. Then, the impact of SDH
switches on reliability is smaller than that of Ethernet switches.
This is because only the fault of the SDH switch connected to
the Ethernet or the server will result in invalid transmission.
And if other SDH switches fail, the standby path can be
established through route reconstruction, which can effectively
mitigate the effects caused by the single fault. In addition, the
server cannot significantly impact the CPDS reliability as
expected, though the server fault would compromise the
automation function. The main reason is the low failure rate
because of the enhanced protection of the server, so the server
outage has little impact on the reliability indices. Besides, the
faults of IED and communication line do adversely impact on
CPDS reliability to a certain extent. The IED fault can lead to
the loss of messages which are transmitted from/to an element.

In order to investigate the impact of cyber element faults on
load loss, statistics are derived on the frequency and the mean
value of further load loss caused by cyber fault, as shown in
Fig.5. Among those outages which cyber faults impose impact
on slightly or heavily, the frequency of further outage caused
by server fault is rather low, which is about 1%. But the load
loss of further outage is rather high, and the proportion of
further load loss due to server fault is 44.35%. Server fault can
be regarded as a low-probability, high-impact event. In
addition, the load loss caused by the Ethernet switch and line
fault is indeed larger than that caused by the SDH switch and
line fault — the underlying reason has been discussed
previously. Also the frequency of further outage caused by IED
fault is very high due to the high failure rate and the large
amounts.

20.41%

i /\11441%

7.7%

13.63%
b.The Load Loss of Outage

@ ED SDH Switch [ Line of SDH
Ethernet Switch Line of Ethernet [l Server

Fig. 5 The impact of cyber fault on load loss under medium traffic. (a) The
frequency of further outage caused by cyber elements faults, (b) The load loss
of further outage caused by cyber elements faults

D. Influence Analysis of Cyber Failure Rate on CPDS
Reliability

a.The Frequency of Outage

In order to study the impact of cyber elements with different
failure rates on the CPDS reliability, and to identify the element
which is most significant in improving system reliability, the
failure rate of each kind increases or decreases 90% by 1% step-
size with other element failure rates being constant. Through

linear fitting of the results, the trend of CPDS reliability
changes over failure rate is obtained, as shown in Fig.6.
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Fig. 6 The trend of reliability indices under different element failure rates. (a)
The trend of EENS under different element failure rates, (b) The trend of
SAIDI under different element failure rates

It can be seen that the failure rate of each element,
particularly the optical line, has a significant influence on the
reliability, which is more worthy of attention in the planning,
construction and maintenance activities. Small improvements
in line availiability can bring about significant gains. Generally,
IED is mainly responsible for status acquisition and instruction
execution. The IED fault only affects message execution (not
the transmission), but Ethernet switch fault will affect it directly
or indirectly. Once a switch fault occurs, IED directly
connected to it will not be able to upload messages or execute
instructions. However, the messages sent by other switches can
still be transmitted with longer delay caused by reconfiguration.
Hence, compared to IED, the change of switch failure rate has
more significant impact on the reliability, and more attention
should be paid to the improvement of switch reliability.
However, because the server protection measures have been
improved, improving reliability through the server cannot be
achieved immediately.



E. Influence of Access Network Traffic on CPDS Reliability

In order to analyze the influence that the access network
traffic has on the reliability, the mean load ratio of access
network will increase from 0 to 100%, and step-size is 0.1%.
The curves indicating the relationships between the reliability
indices and different mean load ratios can be obtained.
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Fig. 7 Relationship curve between reliability indices and mean load ratio. («)
the curve of EENS under varying mean load ratios of access network, (b) The
curve of SAIDI under varying mean load ratios of access network

As shown in Fig.7, the reliability indices significantly
increase with the access load ratios which are above 40%. The
transmission average delay grows with the load ratio, resulting
in the increased number of invalid links, impacting the
distribution automation and finally worsening the reliability.

F. Influence of Access Topologies on CPDS Reliability

In addition to reducing the occurrences of element faults and
managing the network traffic, CPDS reliability can also be
enhanced by optimizing the framework of cyber network. Here
the reliability indices under four typical network topologies are
compared, as shown in Fig.8.
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Fig. 8 Curves of reliability indices under different network topologies. (a)
EENS Curves under different network topologies, (b) SAIDI Curves under
different network topologies
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It can be seen that the chaintopology without redundancies
features the lowest reliability, and the reliability of star
topology is lower than that of ring topology; while the
reliability of star topology with redundancies is significantly
higher than others. Because the transmission of this topology
cannot be interrupted by other routing, the delay of the main
routing is basically the same as that of the alternate routing.
However, the complexity of the star topology with
redundancies is rather high, so its corresponding construction
cost could be excessively high.

G. Influence of Communication Technology on the CPDS
Reliability

In the current active distribution systems, EPON (Ethernet
Passive Optical Network) is widely used as an efficient access
communication technology. Assuming that all the cyber links
are valid, the test system with EPON is simulated based on the
parameters in [49], and the results are shown in TABLE VI.

TABLE VI. RELIABILITY INDICE RESULTS IN DIFFERENT ACCESS
COMMUNICATION TECHNOLOGIES

Tonol EENS SAIDI

pology (MWh/year)  (h/user-year)
Ring topology 0.048206 0.059508
Industrial Chain topology 0.077223 0.075565
Ethernet Star topology 0.052336 0.060945
Star with redundancies 0.033703 0.052148
EPON Chain t(?pology 0.200232 0.185781
Double chain topology 0.198631 0.134608

Obviously, the CPDS reliability is relatively low when using
EPON. Theoretically, the reliability of the chain topology is
worse than the double chain. But the reinforced topology,
namely the double chain EPON network, cannot significantly
improve the CPDS reliability as expected. So it is necessary to
improve the reliability through targeted enhancement of the
weak but critical elements.



VIL

This paper proposes a new model to evaluate link validity
with the consideration of dynamic routing, delay and
communication error. The influence of cyber fault on the
physical reliability is quantified by taking distribution
automation as a study case. Finally, the influence of cyber
validity on CPDS reliability is verified based on Monte Carlo
simulation. The results show that the traffic has a great impact
on CPDS reliability, and more attention should be paid to
optical line due to its adverse impact. Notably, the effect of
double chain communication network on CPDS reliability is
overestimated when cyber subsystem is built with EPON. In
this paper, some assumptions and simplifications, especially in
the cyber model, are made due to the large amount of equipment
and the variety of communication technologies. The current
research is focused on the interdependency issue of cyber fault
in the traditional distribution automation system, but in the
future systems with enhanced, more comprehensive active
control, the interdependency issue will not only be related to
distribution automation, but also be associated with distribution
generation, microgrid, demand side response, etc. [50]. In
particular, the emerging multi-energy systems demand more
active controls, making the interdependency problem more
complex. Besides, the simulation method used in this paper
could be improved to become very efficient in calculating
reliability indices in the future research.

CONCLUSION
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