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Abstract6

Large-eddy simulations (LES) of the atmospheric boundary layer (ABL)7

require the specification of a turbulent inflow condition with appropriate turbu-8

lence intensities and length scales. When using a synthetic turbulence generator,9

the statistics obtained downstream of the inlet might deviate considerably from10

the intended values. In the present work we propose a fully automated approach11

to modify the input parameters for the turbulence generator such that the de-12

sired turbulence statistics are obtained at the downstream location of interest.13

The method employs a gradient-based optimization in combination with the14

divergence-free version of the digital filter method developed by Xie and Castro15

[1, 2]. A sensitivity analysis showed that the spanwise and vertical Reynolds16

stresses and length scales are the most influential input parameters. Hence, the17

optimization adjusts these parameters until the desired turbulence statistics are18

obtained downstream in the domain. The results demonstrate the promising19

capabilities of the method: the mean velocity profile is correctly maintained20

using an appropriate wall function, while the optimization results in Reynolds21

stresses, integral length-scales and turbulence spectra that compare well to ABL22

wind tunnel measurements.23
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1. Introduction26

Computational fluid-dynamics (CFD) is increasingly employed in the wind27

engineering practice, and could, for example, represent a powerful tool for es-28

timating mean and peak pressure distributions on buildings. An important29

challenge is that atmospheric boundary layer (ABL) simulations are influenced30

by uncertainties in the inflow boundary conditions and the turbulence model,31

which can strongly impact the accuracy of the results. For Reynolds-averaged32

Navier-Stokes (RANS) simulations, both these types of uncertainties have been33

shown to significantly affect the results [3, 4]. When using well-resolved large-34

eddy simulations (LES), which solve the filtered Navier-Stokes equations and35

only require a model for the subgrid-scale turbulence, the uncertainty related36

to the turbulence model can be reduced. However, the influence of the inflow37

boundary conditions is not eliminated. The remaining challenge is the definition38

of a turbulent inflow boundary condition that accurately represents the ABL39

flow in terms of the mean velocity, the turbulence intensities, and the turbulence40

length scales.41

The methods to generate a turbulent inflow condition are generally classi-42

fied in two categories: precursor methods and synthetic turbulence generators.43

Precursor or recycling methods employ either a separate simulation or a region44

upstream of the domain of interest to generate the turbulent inflow condition45

[5–11]. These methods resolve upstream roughness elements in the simulations46

to generate turbulence characteristic of an ABL. The computational cost of47

this approach presents a limitation for practical wind engineering applications.48

Moreover, the resulting boundary layer characteristics will depend on the cho-49

sen roughness configuration, providing only indirect control over the turbulence50

statistics. When the initial configuration does not provide the desired Reynolds51

stresses and integral length-scales, a time-consuming trial and error approach52

that involves modifying the roughness configuration and re-meshing the domain53

is required. Sensitivity or uncertainty quantification (UQ) studies to assess the54

influence of the inflow turbulence characteristics on the solution would require55
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repeating this procedure for each inflow condition of interest.56

Synthetic turbulence generators represent an efficient alternative, providing57

full control over the turbulence statistics near the inflow boundary at a lower58

computational cost. They can be further classified as digital filter methods,59

random field generation (RFG) methods, or synthetic eddy methods (SEM),60

which each have their strengths and weaknesses. Several variants of digital61

filter methods, which produce coherent structures in space and time by filter-62

ing a random velocity field, were specifically developed for ABL applications63

[1, 2, 9–12]. Their main limitation is that they do not automatically generate64

a divergence-free velocity field; corrections need to be applied to avoid spu-65

rious pressure fluctuations in the domain [2]. The RFG methods generate a66

turbulent flow field that is guaranteed to be divergence-free, but their draw-67

back is that the resulting velocity field is characterized by Gaussian spectra and68

therefore not representative of an ABL [10, 13]. As a result, modifications to69

provide desired turbulence spectra and correlations are required [14, 15]. The70

SEM methods, which produce velocity fluctuations based on the superposition71

of eddies [9, 11, 16–19], also do not guarantee a divergence-free velocity field.72

Finally, an important shared limitation of all digital filter methods is that the73

generated turbulent velocity field is not a solution of the system of equations74

being solved. As a result, the specified inflow statistics will develop towards an75

equilibrium condition downstream of the inlet, and the final result will depend76

on the subgrid model, the wall model, and the discretization used. It is not77

uncommon to observe a strong decrease in the turbulence intensity between the78

inlet and the downstream location of interest [20, 21]. The problem is simi-79

lar to the horizontal inhomogeneity observed in RANS simulations of the ABL80

[22, 23], but the solution is more involved because of the complex interaction81

between the wall model, the subgrid model, and the numerics. For example,82

modifications to the wall function can improve the performance in terms of the83

mean velocity profile, but the decay in the turbulence intensity remains.84

The objective of this study is to develop a method that efficiently overcomes85

this problem and enables simulations of wind loading on buildings in a variety86
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of turbulent ABL conditions. We employ the divergence-free turbulent inflow87

condition developed by Xie and Castro [2], which uses the mean velocity profile,88

Reynolds stress profiles and turbulence length scales as input parameters. This89

boundary condition is combined with a gradient-based optimization algorithm90

to find the values for these input parameters that result in the desired turbulence91

statistics at our downstream location of interest. The approach was designed to92

not require the representation of any upstream roughness elements, such that93

the target ABL characteristics can be achieved with minimal user intervention.94

The method is tested on an experiment performed in the ABL wind tunnel95

of the Polytechnic University of Milan [24]. We perform simulations of this96

neutral wind tunnel ABL, using the grid resolution, wall model, and subgrid97

model that will be employed in future simulations of a high-rise building. A98

baseline simulation, using the target turbulence statistics as input parameters,99

is used to demonstrate the turbulence decay. Subsequently, a sensitivity anal-100

ysis is performed to inform the formulation of the objective function for the101

optimization algorithm. Finally, the performance of the optimization algorithm102

is tested, comparing the final results to the experimental data in terms of the103

mean velocity, Reynolds stress and length scale profiles, and in terms of power104

spectral densities.105

In the following, the wind tunnel experiment used for validation is summa-106

rized first. In section 3, the LES set-up is presented, and section 4 presents the107

baseline simulation results and sensitivity analysis. In section 5 the formula-108

tion of the objective function and the results of the optimization are discussed.109

Conclusions and plans for future work are presented in section 7.110

2. Wind tunnel experiment111

The ABL facility of the Polytechnic University of Milan is a closed circuit112

wind tunnel with a 35m long, 14m wide and 4m high test section. Spires and113

roughness elements are situated upstream in the test section to generate the114

desired neutral ABL (Figure 1 on the left). The models are placed at a distance115

of 10m from the inlet, in the center of a turntable of radius 6.5m, to enable tests116
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Figure 2: Spanwise-averaged (dash-dotted line) and spanwise variation (gray region) of the
wind tunnel ABL measurements.

The plots show a spanwise variability in the profiles. Throughout the re-134

mainder of this paper, a polynomial fit to the average of the spanwise profiles135

is plotted using a dash-dotted line; the spanwise variability is represented using136

a gray shaded region defined by polynomial fits to the minimum and maximum137

values measured. The gray region will be used as the target region for the sim-138

ulation results. Profiles for the other Reynolds stress components and length139

scales showed similar variability and are presented in the following sections for140

comparison to the data. In addition, velocity spectra will be used for comparison141

with the simulation results.142

3. LES set-up143

We use the pisoFOAM solver of OpenFOAM v4.0 to solve the filtered in-144

compressible Navier-Stokes equations for a neutral ABL flow with the standard145
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Smagorinsky model (Cs = 0.17). All the simulations are performed using the146

Extreme Science and Engineering Discovery Environment (XSEDE) resources147

[26]. The following sections describe the computational domain and mesh, the148

boundary conditions, and the discretization and solution procedure.149

3.1. Computational domain and mesh150

The computational domain is 10m in the streamwise direction (x), 4m in the151

vertical direction (y) and 3m in the spanwise direction (z). It is smaller than152

the actual wind tunnel to limit the computational cost, but sufficiently large to153

achieve our objective of testing the inflow boundary condition. The mesh counts154

∼5 million hexahedral cells, which includes refinements near the ground wall,155

where the minimum cell resolution is 12.5mm in the horizontal and 6.25mm in156

the vertical, resulting in a mean y+ of ∼100.157

3.2. Boundary conditions158

The upper wall of the wind tunnel is not included in the simulations; instead159

we impose a slip boundary condition at the top. At the lower wall, a rough-160

wall logarithmic wall function is employed. The formulation is similar to the161

wall function commonly used in RANS simulations of the ABL [23, 27], but it162

is applied to the instantaneous flow field [28, 29]; it is designed to guarantee163

horizontal homogeneity of the ABL mean velocity profile.164

The left and right boundaries are periodic, and the outlet is a pressure-165

outlet. At the inlet we impose the logarithmic mean velocity profile from the166

experiment. Synthetic turbulence is inserted just downstream of the inlet at the167

inflow generation plane, using the digital filter method developed by Xie and168

Castro [1, 2]. By imposing the turbulent velocity field on a plane inside the169

domain, it passes through the PISO (Pressure Implicit with Splitting of Oper-170

ator) algorithm, and is adjusted to become divergence-free [2]. This eliminates171

non-physical pressure fluctuations that would otherwise be observed, which is172

especially important when estimating peak pressure loads on buildings. Figure173

3 shows the location of the plane inside the domain, together with iso-surfaces174
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the streamwise integral length-scales:191

xLu = UTu,
xLv = UTv,

xLw = UTw, (2)

where U is the streamwise component of the mean velocity and Tu, Tv and Tw192

are the integral time-scales. We then approximate the vertical and spanwise193

length-scales as follows [24]:194

yLu = 0.2xLu = yLv = yLw (3)
195

zLu = 0.3xLu = zLv = zLw (4)

In summary, the turbulent velocity field of Equation 1 will be a function196

of the mean logarithmic velocity profile, four Reynolds stress profiles and three197

averaged time-scales.198

3.3. Discretization and solution procedure199

We differentiate the momentum equation using a central scheme and inte-200

grate in time using a backward Euler method with a time step of ∼0.002s. The201

resulting mean Courant number is less than 0.2, while the maximum varies be-202

tween 1 and 2 throughout the simulation. In the baseline simulation of Section203

4 we averaged statistics over a period of more than 40t? after an initializa-204

tion period of 12.5t?, where t? = δ/u? and δ is half of the domain height [2].205

Subsequent simulations were initialized from the baseline result to accelerate206

the convergence, but the initialization period of 12.5t? was maintained. The207

simulations are stopped when the maximum difference in the Reynolds stresses208

calculated at a ∼ 4t? interval is less than 3%. The resulting simulated time is209

between 150-200s.210

4. Baseline simulation results and sensitivity analysis211

4.1. Streamwise inhomogeneity in the baseline simulation212

We first performed a simulation imposing the desired mean velocity profile213

and turbulence statistics as inflow parameters, to verify the streamwise evolution214

of the flow statistics. All the profiles shown represent the variation over height215
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of the statistics of interest 5m downstream of the inlet at the mid spanwise216

location. Figure 4 shows that the mean velocity profile is maintained throughout217

the domain. This is a result of the formulation of the rough-wall logarithmic218

wall function, which is consistent with the ABL mean velocity profile imposed219

at the inlet.220
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Figure 4: Comparison of the experimental mean velocity profile with the mean velocity profile
computed by the baseline simulation 5m downstream of the inlet.

In contrast, Figure 5 shows that 5m downstream of the inflow generation221

plane (i.e. at the intended location of the building model in future LES) a de-222

crease in turbulence kinetic energy of up to 50% is observed. This demonstrates223

the limitation of synthetic turbulence generators: since the imposed turbulent224

velocity field is not a solution of the system of equations being solved, the speci-225

fied inflow statistics will develop towards an equilibrium condition that depends226

on the subgrid model, the wall model, and the discretization used.227
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Figure 6: Comparison of the experimental turbulence kinetic energy and Reynolds stress
profiles with the corresponding profiles computed by the baseline simulation 5m downstream
of the inlet.

Figure 7 shows that the streamwise inhomogeneity in the integral length238

scales is smaller than that in the Reynolds stresses. The streamwise length239

scale modeled by the baseline LES is inside the gray target region up to 3m240

height, and quite close to the spanwise-averaged measurement. The vertical and241

spanwise components are overestimated, especially near to the ground. This is242

likely related to the fact that we specify a constant profile over height for the243
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turbulence length-scales at the inflow.244
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Figure 7: Comparison of the experimental integral length scales with the length scales com-
puted by the baseline simulation 5m downstream of the inlet.

4.2. Sensitivity analysis245

To mitigate the effect of the observed turbulence decay on the quantities of246

interest, an optimization problem can be formulated to find the input parameters247

that will produce the desired turbulence statistics at the location of interest. To248

support the formulation of an effective objective function, we first performed a249

sensitivity analysis to identify the influence of the different input parameters on250

the quantities of interest.251

The inflow algorithm is a function of the mean velocity profile, four Reynolds252

stress profiles and three integral time-scales. The baseline simulation confirmed253

that we can maintain the mean velocity profile by modifying the wall functions;254

hence, there is no need to change the logarithmic profile at the inflow generation255

plane. In addition, the shear stress u′v′ will adjust automatically to changes in256

the normal components u′2 and v′2, following the realizability constraint (u′v′)2257

≤ u′2 v′2 [32]. Based on these considerations, the input mean velocity and258

shear stress are not included in the sensitivity study. Hence, six additional LES259

simulations were performed, increasing the remaining parameters by a factor of260

two one at a time. For the Reynolds stresses this implies that the x-coordinate261

of the parametrization points of the Bezier curves was increased by a factor of262
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two (see Section 5.1).263
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Figure 8: Influence of the inflow parameters on the mean velocity 5m downstream of the inlet.
The inflow parameters are doubled one at a time; the legend indicates the doubled parameter.

Figure 8 shows the mean velocity profiles resulting from the six LES simu-264

lations compared to the baseline; the legend in the plot indicates which of the265

input parameters has been doubled. As expected, the profiles at the building266

location collapse to the baseline result: the only input parameter that matters267

for the mean velocity is the logarithmic inlet profile.268

Figure 9 shows that the input parameters u′2, Tv and Tw have a relatively269

small effect on the turbulence kinetic energy and Reynolds stresses at the tar-270

get location. Doubling the integral time-scale Tu at the inlet causes an even271

stronger turbulence decay than the one experienced by the baseline simulation,272

but when doubling the inflow v′2 and w′2, the resulting profile of the turbulence273

kinetic energy falls completely inside the target region. The influence of indi-274

vidual spanwise and vertical Reynolds stress components is stronger on their275

respective values further downstream, and they have a similar effect on u′2. In276

particular, when doubling v′2 at the inflow, the corresponding component at277

the building location is on average ∼ 60% higher than the baseline result, while278

u′2 and w′2 experience an average increase of ∼ 40% and ∼ 15% respectively.279

When doubling w′2 at the inflow, the corresponding values at the downstream280

building location increase by ∼ 50% on average compared to the baseline simula-281

tion. The resulting values exceed the target values, indicating that the imposed282
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perturbation might be too large. The streamwise and vertical Reynolds stress283

components also increase by ∼ 45%. As expected, the effect on the shear stress284

is similar to that on the streamwise and vertical velocity variance.285
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Figure 9: Influence of the inflow parameters on the Reynolds stresses 5m downstream of the
inlet. The inflow parameters are doubled one at a time; the legend indicates the doubled
parameter.
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Figure 10: Influence of the inflow parameters on the integral length scales 5m downstream of
the inlet. The inflow parameters are doubled one at a time; the legend indicates the doubled
parameter.

The downstream length-scale profiles are most sensitive to changes in their286

corresponding time- or length-scales at the inflow, as shown in Figure 10. The287

streamwise component increases by∼50% on average when doubling Tu; increas-288

ing Tv causes a ∼28% mean increase in the vertical length-scale; doubling Tw289

produces an average ∼60% increase on the spanwise length-scale at the building.290

This trend is less consistent close to the wall, where the vertical length scale is291

more strongly affected by the streamwise value at the inlet, while the spanwise292

length scale is sensitive to both the streamwise and the vertical component.293

The integral length-scales represent the size of the largest eddies, while the294

Reynolds stresses quantify the intensity of fluctuations. The result of the sen-295

sitivity analysis suggests an interaction between the Reynolds stresses and the296

turbulence length-scales. However, to perform the optimization, we modify the297

input Reynolds stresses that have a smaller influence on the target length-scales298

(i.e. v′2 and w′2), and the input length-scales that have a smaller effect on299

the target Reynolds stresses (i.e. Tv and Tw). These input variables thus sup-300

port performing the optimization for the Reynolds stresses and the length scales301

independently.302
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5. Gradient-based optimization303

We implemented a gradient-based optimization algorithm because the sen-304

sitivity analysis confirmed that the turbulence statistics change monotonically:305

higher Reynolds stresses or integral time scales at the inflow generation plane306

will result in higher Reynolds stresses or integral time scales at the future build-307

ing location. The algorithm dynamically adjusts the input parameters of the308

synthetic turbulence generator, until the statistics at the location of interest are309

sufficiently close to the wind tunnel measurements. In the following we first310

describe the parameterization of the Reynolds stress profiles that will be used311

for the optimization. Subsequently we discuss the definition of the objective312

function.313

5.1. Bezier parametrization314

We parametrize the input Reynolds stresses using Bezier curves [33], to315

control the shape of the profiles throughout the optimization steps. A Bezier316

curve is defined by a number of control points; the curve passes through the317

first and last point, while it gets attracted by the intermediate points. Figure 11318

shows the input Reynolds stresses v′2 and w′2 resulting from the parametrization319

with 8 control points; the control points are more concentrated in the region320

below 0.5m, where the profiles experience the highest variation.321

The optimization algorithm acts on the x-coordinate of the control points,322

except for the first and last one, which are fixed: the points are moved back and323

forth along the x-axis depending on the gradient of the objective function.324
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Figure 11: Parametrization of the input Reynolds stresses with Bezier curves.

5.2. Objective functions325

The sensitivity study showed that the Reynolds stresses at the building can326

be increased by increasing v′2 and w′2 at the inflow. Therefore, we opt for a327

multi-objective optimization procedure, in which the decision variables are the328

profiles of v′2 and w′2 at the inflow generation plane. This should enable higher329

turbulence intensities at the downstream location, while maintaining integral330

length scales similar to the baseline result. Going one step further, we can331

also try to obtain better integral length scales by selecting the input Tv and332

Tw as additional decision variables. The input Tu was not included because it333

also affects the Reynolds stresses; we choose to separate the optimization of the334

integral length-scales from the optimization of the Reynolds stresses.335

To solve the resulting multi-objective algorithm we rely on the scalarization336

technique, which is the simplest way of solving a multi-objective problem [34].337

In the scalarization technique the objective functions are weighted and combined338

into a single objective function. The resulting function is a linear combination of339

the least-squares differences between the statistics obtained by the LES, and the340

corresponding target experimental values. Considering the Reynolds stresses as341
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our quantities of interest, the objective function assumes the following form:342

fp

(

(v′(yp)2)i, (w′(yp)2)i

)

=
1

2
γu

(

(u′(yp)2)b − (u′(yp)2)exp

)2

+
1

2
γv

(

(v′(yp)2)b − (v′(yp)2)exp

)2

+
1

2
γw

(

(w′(yp)2)b − (w′(yp)2)exp

)2

,

(5)

where yp is the height of the pth Bezier point, and γu, γv and γw are the weights.343

The subscripts ()i, ()b and ()exp indicate the Reynolds stresses at the inflow344

generation plane, at the future building location, or the target values from the345

experiment respectively. The weights need to sum to 1 and be strictly positive346

[34]; we chose them depending on the importance of each normal Reynolds stress347

relative to the turbulence kinetic energy, thus γu = 0.5, γv = 0.2 and γw = 0.3.348

We treat the 6 intermediate control points as independent; hence, we solve 6349

optimization problems in parallel (i.e. one for each yp value).350

When we add the integral time-scales as quantities of interest, the objective351

function is completely analogous, but there is no vertical variation in this case:352

fT

(

Tv,i, Tw,i

)

=
1

2
γu

(

Tu,b−Tu,exp

)2

+
1

2
γv

(

Tv,b − Tv,exp

)2

+
1

2
γw

(

Tw,b − Tw,exp

)2

,

(6)

where the weights are the same as before.353

6. Results354

In the following section we present the results of the two approaches de-355

scribed above, i.e. we solve two different optimization problems: one that min-356

imizes the objective function of Equation 5 and another that minimizes both357

the objective functions of Equations 5 and 6.358

6.1. Optimization of input Reynolds stresses359

To compute the gradient from two non-trivial solutions at the start of the360

optimization, we employ the baseline result and perform an additional simula-361

tion doubling the input parameters that are decision variables, i.e. v′2 and w′2.362

We will refer to the baseline simulation as step0 of the optimization and to the363
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additional simulation as step1. The input profiles of mean velocity, streamwise364

velocity variance and shear stress are obtained from the measurements and never365

modified by the code. The same holds for the input integral time-scales, which366

are specified as the average of the corresponding measurement over height. We367

ran one step of the optimization, which will be referred to as step2 ; the resulting368

input profiles for all three steps are plotted in Figure 12.369
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Figure 12: Input Reynolds stresses modified by the optimization.

The analysis of the results at the location of interest focuses on the Reynolds370

stresses and length scales; similarly to the sensitivity analysis, the mean velocity371

profile was not affected by the Reynolds stresses at the inflow.372

Figure 13 shows the turbulence kinetic energy and Reynolds stresses at373

the future building location for the different steps. The results for step0 are374

those from the baseline simulation. For step1 the turbulence kinetic energy and375

Reynolds stresses u′2 and v′2 at the location of interest are already within the376

gray zone representing the spanwise variation of the measurements over most of377

the domain height. The values for w′2 become too high at the building location,378

the maximum discrepancy from the upper bound of the target region is ∼ 28%379

and the average is ∼ 14%. This explains why in step2, the input profile of v′2380

remains basically unchanged above 1m height, while w′2 is decreased to a value381

in between step0 and step1. Near the ground, the optimization algorithm results382

in the strongest increase for both input Reynolds stresses, since the turbulence383

decay is stronger in this region.384
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Figure 13: Reynolds stresses 5m downstream of the inlet as a result of the optimization.

The results show that only one step in the optimization is required to reach385

a level of turbulence kinetic energy at the building location that is very close to386

the spanwise-averaged profile of the experiment. v′2 is now entirely inside the387

gray region that represents the spanwise variation of the experiment, while u′2
388

satisfies the requirement below 1m and above 1.8m. In the region in between,389

the discrepancy from the lower bound of the target region is ∼ 7% on average.390

The wall-normal stress (w′2) remains slightly too high around y = 0.5m; here391
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the maximum discrepancy from the upper bound of the target region is ∼ 12%.392

The result for the shear stress is similar to that for the streamwise component:393

it falls inside the target region below 1m and above 1.8m height.394

Figure 14 shows the effect of the optimization on the integral length scales.395

For the streamwise component the profile modeled by the simulation of step2396

is very close to the spanwise-averaged measurement below y = 2.5m, which397

is the region of interest for the future simulation with the high-rise building.398

Above this height the average deviation between the simulated profile and the399

upper bound of the gray region is ∼ 8%. The vertical component is within the400

gray region that represents the spanwise variation of the experiment between401

y = 0.5m and y = 2m, but deviates more significantly close to the ground402

and above 2m, where the average discrepancy is more than 50%. The spanwise403

integral length-scale is characterized by a similar behavior. The discrepancy404

close to the ground is most likely caused by the fact that the inflow generation405

algorithm requires specifying a constant value for the integral length-scales over406

height. As a result, the integral length-scales imposed near the ground at the407

inflow are larger than the length-scales obtained in the wind tunnel, and the408

optimization process can not compensate for this difference. For the vertical409

and spanwise length scales, the agreement with the measurement deteriorates410

between step 1 and step 2, which motivates including the length scales in the411

objective function for the optimization.412
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Figure 14: Modeled integral length-scales 5m downstream of the inlet as a result of the
optimization.

Figures 15 presents the spectra of the three velocity components at the413

downstream location of interest at 1m and 2m height. At both heights, the414

highest frequency captured by the hot-wires is 1000Hz, while the LES resolves415

scales below 50Hz, as evident from the energy decay above this frequency. In416

the range of resolved scales, the LES spectra agree well with the experiment,417

and the turbulence is resolved into the inertial sub-range. The optimization418

process is shown to improve the energy content in the LES, in particular in the419

inertial sub-range. The observations for the large-scale portion of the spectra420

are consistent with the results for the Reynolds stresses: the power spectrum421

of the spanwise velocity fluctuations reaches a higher energy content compared422

to the experiment, while the streamwise and vertical components are slightly423

underestimated.424
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Figure 15: Modeled power spectrum, 5m downstream of the inlet, as a result of the optimiza-
tion.

6.2. Optimization of input Reynolds stresses and time scales425

When solving the optimization problem that minimizes both the objective426

functions of Equations 5 and 6, the input Reynolds stresses of the optimization427

step are exactly the same as before, while the input time scales are different.428

In this case we relied on the results of the sensitivity analysis to compute the429
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gradients of the integral time scales; by combining the information from the430

baseline and the two simulations in which we doubled Tv or Tw we can compute431

the new input integral time-scales using Equation 6.432

Figure 16 compares the results of the two optimization problems for the433

Reynolds stresses, showing that the results are very similar. This is as expected,434

since the sensitivity analysis showed a small influence of the parameters Tv or435

Tw on the Reynolds stresses.436
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Figure 16: Modeled Reynolds stresses 5m downstream of the inlet as a result of the second
optimization problem.

Figure 17 presents the turbulence length-scales at the building location,437

showing that the second optimization problem performs slightly better. The438

streamwise length scale is improved on the top part of the domain: it is out-439

side the gray region just above 3m and the error is very small. The spanwise440

length-scale is closer to the spanwise-averaged measurement and almost every-441

where inside the target region. The vertical component of the integral length442
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scale is very similar, but shows a slight improvement close to the wall. The443

results demonstrate that including the length scales in the objective function444

can improve the comparison with the experimental data. However, the fact that445

the input value for the length scale is constant with height limits the control in446

terms of reproducing the shape of the profile obtained from the experiment.447
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Figure 17: Modeled integral length-scales 5m downstream of the inlet as a result of the second
optimization problem.

7. Conclusions and future work448

The definition of an appropriate turbulent inflow condition is essential when449

performing large-eddy simulations of surface layer phenomena. Digital filter450

methods can efficiently generate a representative velocity field with structures451

that are coherent in space and time, but their drawback is that this velocity452

field is not a solution of the system of equations being solved. As a result, the453

specified inlet ABL evolves throughout the domain, often resulting in too low454

turbulence intensities at downstream locations of interest. The objective of this455

study was to develop an efficient method to overcome this problem and enable456

LES of surface layer wind phenomena with a variety of incoming turbulence457

characteristics.458

The proposed framework is formulated to obtain user-specified Reynolds459

stresses and turbulence length scales at a downstream location of interest in460

the computational domain; it does not attempt to solve the complex problem461
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of horizontal homogeneity that affects LES of ABL flows. The method is based462

on the divergence-free inflow condition developed by Xie and Castro [2], and463

incorporates a gradient-based optimization procedure to determine the input464

parameters that will result in the desired turbulence statistics at the location465

of interest. The method has been tested on simulations of a boundary layer466

generated in the ABL wind tunnel of the Polytechnic University of Milan. The467

location of interest was defined 5m downstream of the inlet, which corresponds468

to the location of a high-rise building model in future LES studies.469

First, a sensitivity analysis was performed to identify the most influential470

parameters in the synthetic turbulence generator. In terms of the Reynolds471

stresses, the inlet values for v′2 and w′2 were found to have a significant effect472

on the turbulence intensities at the downstream location of interest. In terms473

of the length scales, the sensitivity analysis showed a dominant influence of the474

inlet values for Tv and Tw on the target integral length scales. Subsequently,475

this information was used to implement and test two different optimization476

approaches.477

The first approach solves a multi-objective optimization algorithm that ad-478

justs the inlet values for v′2 and w′2 to obtain the target Reynolds stresses at479

the downstream location of interest. The results show that the mean veloc-480

ity profile downstream of the inflow is not affected by the change in the input481

Reynolds stresses and turbulence length scales. This is a result of the formu-482

lation of the rough-wall logarithmic wall function, which is consistent with the483

ABL mean velocity profile imposed at the inlet. For the Reynolds stress profiles484

the optimized result compares considerably better to the measurements than485

the baseline simulation. After one step in the optimization a maximum dis-486

crepancy of ∼ 12% is found in the spanwise Reynolds stress component near487

0.5m height. The effect of the input u′2 and v′2 on the integral length-scales is488

relatively small, but the agreement with the experimental data does deteriorate489

after one step of the optimization.490

The second approach was implemented to overcome this problem: the op-491

timization problem for the Reynolds stresses is identical as before, but an ad-492
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ditional objective function is incorporated to obtain the target length scales at493

the downstream location of interest by adjusting the input values for Tv and494

Tw. The results show an improvement in the predicted turbulence scales at the495

building location, but the vertical and spanwise length scales continue to be over496

predicted below 0.5m height. This is likely related to the fact that the input for497

the inflow length scale is a constant value over the height of the ABL, thereby498

not allowing to reproduce the shape of the experimental profile.499

In summary, the proposed method provides an efficient way to design a LES500

of the ABL that provides user-specified turbulence statistics at a downstream lo-501

cation of interest in the domain. Future improvements to the code will primarily502

focus on a more accurate representation of the length scales. One could imple-503

ment different inlet zones over the height of the surface layer, each with their504

own length scale. This would enable optimizing the length scales at different505

heights, similar to the process for optimizing the Reynolds stress profiles. We506

will also perform additional steps in the optimization to verify if the solution507

can be further improved, and implement an automatic stopping criteria that508

balances computational cost and maximum allowed discrepancy to the target509

profiles. Finally, the method will be used to quantify the effect of the turbulence510

intensities and length scales at the building site on the prediction of mean and511

peak wind pressure distributions, and the LES results will be compared against512

wind tunnel experiments.513
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