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1. Introduction and Background 

Many advanced engineering systems, including microelectronic 

devices [1], require state-of-the-art high heat flux thermal management 

technologies. Conventional subcritical single-phase liquid or two-phase 

boiling cooling methods may not be capable of managing anticipated 

heat flux levels of such emerging equipment. Supercritical carbon 

dioxide (sCO2) heat transfer has been used in industrial applications 

since the 1960s [2]. However, supercritical transport behavior has only 

been experimentally investigated for narrow working ranges. Prior 

empirical studies with sCO2 [3,4] have focused on large diameter 

circular tubes (4.08 < D < 22.7 mm) with uniformly heated surface at 

low heat fluxes (0.05 < 𝑞′′< 330 W cm-2). Various observations on heat 

transfer enhancement or deterioration due to buoyancy effects, pseudo-

boiling, channel orientation, range of heat/mass flux, flow acceleration, 

etc. have been reported for supercritical fluids. Only one experimental 

study with limited working range exists for microscale diameter ranges 

(DH < 1 mm) [5]. Thus, the goal of this work is to investigate the 

underlying supercritical transport phenomenon at microscale. 

Supercritical convection simulations relied on Reynolds-Averaged 

(RANS) turbulence modeling approaches in the 1990s and 2000s, and 

were focused on moderate heat flux (< 100 W cm-2) water and CO2 flows 

in 2-D large hydraulic diameter vertical tubes and rod bundles. Therefore, 

they were not able to capture unsteady supercritical effects such as 

intrinsic pulsations [6] and mixed forced and free convection (i.e., 

pseudo-boiling phenomenon). To address these limitations, some 

investigations adopted 3D unsteady turbulence resolving approaches [7]. 

So far, the only available computational work on microscale 

supercritical heat transfer has been performed by Asinari [8], using 𝑘 −𝜀 RANS modeling, which cannot capture unsteady 3D turbulent flow 

effects. 

In the present investigation, high resolution large eddy simulations 

(LES) of sCO2 vertical upward flows in microchannels are performed at 

high mass fluxes (𝐺 = 1000 kg m −2s−1)  and moderate heat fluxes 

(𝑞′′ = 1.6 − 8.7 W cm−2), and flow inlet temperature in the range of 𝑇𝑖𝑛 = 20 − 100 ℃ to predict sCO2 heat transfer coefficients inside and 

outside pseudocritical region. Results are compared with our prior 

computational study of horizontal microchannels at similar 

thermophysical conditions [9] to determine the effect of channel 

orientation on possible enhancement or deterioration of heat transfer. 

Results are also compared with available empirical supercritical heat 

transfer correlations of [5,10] to assess their applicability at these 

working conditions. This study represents the initial set of simulation 

cases in a comprehensive numerical investigation that will later include 

higher heat fluxes 

2. Simulation Approach 

In this study, a single vertical microchannel test section of 750 μm × 737 μm  cross section, and 5 mm  length represents the 

simulation geometry (Fig. 1). The channel is uniformly heated from all 

four sides with constant temperature. The governing continuity, 

momentum, and energy equations are listed as follows for velocity (𝑢), 

pressure (𝑝), and enthalpy (ℎ) fields.  𝜕𝜌𝜕𝑡 + 𝜕𝜕𝑥𝑖 (𝜌𝑢𝑖) = 0 (1) 

𝜕(𝜌𝑢𝑖)𝜕𝑡 + 𝜕𝜕𝑥𝑗 (𝜌𝑢𝑗𝑢𝑖) = − 𝜕𝑝𝜕𝑥𝑖 + 𝜕𝜕𝑥𝑗 [(𝜇 + 𝜇SGS) 𝜕𝑢𝑖𝜕𝑥𝑗] + 𝜌𝑔𝑖 (2) 

𝜕(𝜌ℎ)𝜕𝑡 + 𝜕𝜕𝑥𝑖 (𝜌𝑢𝑖ℎ) = 𝜕𝜕𝑥𝑗 [(𝛼 + 𝛼SGS) 𝜕ℎ𝑖𝜕𝑥𝑗] (3) 

In the above formulation, 𝜇𝑆𝐺𝑆  and 𝛼𝑆𝐺𝑆  represent the LES 

turbulence model contributions to momentum and thermal energy 

transport, respectively. Fluid thermophysical properties (𝜌, 𝑐𝑝, 𝜇, 𝑘) are 

calculated at each time step, using either explicit formulations (i.e., 

Peng-Robinson equation of state [11]) for sCO2 density, or accurate 

curve fits (i.e., for specific heat (𝑐𝑝), dynamic viscosity (𝜇), and Prandtl 

number (Pr) based on data from [12,13]) for the studied reduced pressure 

of 𝑃𝑟 = 1.1 . A velocity-pressure-enthalpy coupled unsteady 

compressible flow solver in OpenFOAM v1612+ [14] is employed 

(buoyantPimpleFoam). The wall-adapting local eddy-viscosity (WALE) 

LES model [15] is adopted to model subgrid-scale eddy (SGS) viscosity 

and diffusivity. Second and third order discretization schemes were used 

for time and space discretization. The mesh structure for all the 

simulation cases was configured such that first-cell 𝑦+ = 0.26, which 

was found to be sufficient for LES heat transfer studies at comparable 

high Prandtl numbers [16]. The cell lengths are uniform in the flow 

direction. All the channel walls were specified with constant temperature 

boundary conditions. The inflow temperature field was specified with a 

time-averaged turbulent law of the wall profile, while an advective 

temperature boundary condition was imposed at the outflow. Inlet 

velocity, turbulent diffusivity 𝛼𝑡 , and turbulent eddy viscosity 𝜈𝑡 

profiles were mapped from 4 mm downstream to achieve quasi-fully 

developed turbulent flow structures. For all the walls, no-slip velocity 

and fixed-zero-flux pressure boundary conditions were used. A 0-

gradient velocity boundary condition was selected for the outflow patch. 

Finally, fixed-value pressure inlet and outlet boundary conditions were 

imposed to the computational domain to ensure the target mass flux of 
~1000 kg m-2 s-1. 

3. Results and Discussion 

Following the approach of [9], a mesh convergence study was 

successfully performed for a representative vertical channel case with 

reduced pressure of 𝑃𝑟 = 1.1 , mass flux 𝐺 = 1000 kg  m−2 s−1 

(ReD,H = 25,360), and inlet temperature 𝑇𝑖𝑛 = 34.9 ℃. It was observed 

that the empirical rate of convergence for average wall heat flux is 

greater than second order. Mid-plane instantaneous velocity and 

temperature fields from this case (Table 1, case 3) are shown in Fig. 2, 

below. Five simulation test cases were evaluated in this study (Table 1). 

Following the suggested method of [17], the results of three mesh levels 

were used to calculate Richardson-extrapolated value for average wall 

heat flux. These extrapolated values are compared with available 

supercritical heat transfer correlations for vertical channel in the 

 
Fig. 1 – Schematic side-view of the simulation geometry 
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literature [5,10] as well as the numerical results of our prior work on 

horizontal channel orientation [9] (Table 2). Out of the two available 

empirical correlations in the literature which are applicable to vertical 

channel flow [5,10], only the model of Liao and Zhao [5] was developed 

using microchannel supercritical heat transfer data (tube diameter of 𝑑 = 0.7 − 2.16 mm). The predictions of this model for the cases 2 and 

3, i.e., operating near pseudocritical temperature (𝑇𝑝𝑐 = 35.25 ℃) , 

shows a close agreement with maximum deviation of ±21% (Table 2). 

This observation suggest that scale dependent mixed convection and 

boundary layer effects are quite important in this region. For the cases 

1-4, the correlation of [10] also yields a close agreement compared to 

our simulation heat fluxes with a range of maximum deviation from ±9% to ± 28%. However, Jackson and Hall [10] have used data from 

various resources to develop their suggested correlation without 

reporting its applicability range or the size of tube diameter(s). It should 

be noted that for case 5 at which sCO2 is outside of the pseudocritical 

region and its behavior is similar to a gaseous fluid, the heat flux 

predictions of both correlations deviate from our result by more than ±50%. For this case, the prediction of Gnielinski [18] for turbulent 

channel flow heat transfer (𝑞′′𝐺𝑒𝑛 = 74,100 𝑊𝑚−2), which was not 

specifically proposed for a supercritical fluid, yields a good agreement 

of ±18%. 

 

Finally, it is observed that the simulation heat fluxes for vertical 

upward flow and horizontal flow [9] only deviate by ±8%. This might 

be explained using an approximate analysis by [10], which suggested 

that if the ratio of mean Grashof number to flow Reynolds number is 𝐺𝑟𝑚 𝑅𝑒2.7⁄ < 10−5 (valid for all the cases in this study), the heat flux 

deterioration in upward flow due to buoyancy effects (partial 

laminarization of the flow), is negligible.   

4. Conclusions 

This investigation explored the effect of microchannel orientation 

on heat transfer performance of sCO2. Main findings of this work include: 

1. For cases 2 and 3, which are closest to 𝑇𝑝𝑐, the predictions of [5] 

using microchannel experimental, data yields a maximum deviation 

of ±21%.   

2. The correlation of [10] also provides good agreement (𝑚𝑎𝑥. 𝑑𝑒𝑣.  𝑜𝑓 ± 9% to ± 28%) for the cases 1-4.  

3. The prediction of turbulent channel flow correlation of [18] yields 

the closest agreement for case 5, far from 𝑇𝑝𝑐. 

4. Since 𝐺𝑟𝑚 𝑅𝑒2.7⁄ < 10−5  for all the cases, buoyancy-induced 

degradation of heat transfer is negligible at these conditions. 
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Table 1. Specifications of selected simulation test cases. 

Case 

# 

𝐑𝐞𝐢𝐧 𝑻𝒊𝒏 [℃] 𝑻𝒘𝒂𝒍𝒍 [℃] 𝒒𝒂𝒗𝒈,𝑽𝑼′′ [𝐖 𝐦−𝟐] 

1 11,840 20.1 26.2 35,660 ± 11,230 

2 15,110 29.9 32.4 22,800 ± 260  

3 25,360 34.9 35.7 15,990 ± 2,210 

4 37,470 69.9 84.7 66,100 ± 11,830 

5 35,870 99.9 116.7 87,290 ± 19,660 

 

 
Fig. 2 – Simulation results for convergence test case (case 3). a. Cross-section 

velocity magnitude, with magnified view of pseudo-boiling phenomenon near 

right wall. b. Cross-section temperature field with detail view of thermal boundary 

layer (5% of channel near right wall) 

Table 2. Comparison of the simulation results against predictions from 

supercritical correlations and horizontal microchannel simulation results  

Case 

# 

𝒒𝒂𝒗𝒈,𝑽𝑼′′  [𝐖𝐦−𝟐] 

𝒒𝒂𝒗𝒈,𝑯′′  [𝐖𝐦−𝟐] [9] 

𝒒𝑱′′ [𝐖𝐦−𝟐] [10] 

𝒒𝑳𝒁′′  [𝐖𝐦−𝟐] [5] 

1 36,700 ± 11,200 35,700 ± 11,000 46,080 59,570 

2 22,800 ± 260  22,400 ± 7,300  24,840 28,570 

3 16,000 ± 2,200 17,150 ± 60 22,210 19,780 

4 66,100 ± 11,800 69,800 ± 16,100 56,860 46,870 

5 87,300 ± 19,700 88,900 ± 20,900 57,660 44,840 

 


