arXiv:1610.05408v1 [math.PR] 18 Oct 2016

Finite State Mean Field Games with Major and Minor Players

Rene Carmona and Peiqi Wang
Department of Operations Research and Financial Engineering
Princeton University

July 22, 2018

Abstract

The goal of the paper is to develop the theory of finite state mean field games with major and
minor players when the state space of the game is finite. We introduce the finite player games and
derive a mean field game formulation in the limit when the number of minor players tends to infinity.
In this limit, we prove that the value functions of the optimization problems are viscosity solutions of
PIDEs of the HJB type, and we construct the best responses for both types of players. From there,
we prove existence of Nash equilibria under reasonable assumptions. Finally we prove that a form of
propagation of chaos holds in the present context and use this result to prove existence of approximate
Nash equilibria for the finite player games from the solutions of the mean field games. this vindicate
our formulation of the mean field game problem.

1 Introduction

Mean field games with major and minor players were introduced to accommodate the presence of sub-
groups of players whose influence on the behavior of the remaining population does not vanish in the
asymptotic regime of large games. In this paper we develop the theory of these dynamic games when the
optimization problems faced by the players are over the dynamics of continuous time controlled processes
with values in finite state spaces. The theory of finite state mean field games for a single homogeneous
population of players was introduced in [11, 12] and [10]. The interested reader may also consult Chapter
7 of the book [4] for a complete presentation of the theory. The present paper is concerned with the
extension to models with major and minor players. We search for closed loop Nash equilibria and for this
reason, we use the approach which was advocated in [6], and called an alternative approach in Chapter
13 of [5].

Our interest in mean field games with major and minor players when the state space is finite was
sparked by the four state model [15] for the behavior of computer owners facing cyber attacks. Even
though the model was not introduced and treated as a game with major and minor players, clearly, it is
of this type if the behaviors of the attacker and the targets are strategic. Practical applications amenable
to these models abound and a better theoretical understanding of their structures should lead to sorely
needed numerical procedures to compute Nash equilibria.

Early forms of mean field games with major and minor players appeared in [13] in an infinite-horizon
setting, in [18] for finite time horizons, and [20] offered a first generalization to non linear-quadratic
cases. In these models, the state of the major player does not enter the dynamics of the states of the
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minor players: it only appears in their cost functionals. this was remedied in [19] for linear quadratic
models. The asymmetry between major and minor players was emphasized in [2] where the authors
insist on the fact that the statistical distribution of the state of a generic minor player should be derived
endogenously. Like [17], [2] characterizes the limiting problem by a set of stochastic partial differential
equations. However, [2] seems to be solving a Stackelberg game, and only the population of minor players
ends up in a Nash equilibrium. this is in contrast with [7] which also insists on the endogenous nature
of the statical distribution of the state of a generic minor player, but which formulates the search for a
mean field equilibrium as the search for a Nash equilibrium in a two player game over the time evolutions
of states, some of which being of a McKean-Vlasov type. The recent technical report [14] adds a major
player to the particular case (without idiosyncratic random shocks) of extended mean field game model
of optimal execution introduced in Chapter 1 and solved in Chapter 4 of [4].

In this paper, we cast the search for Nash equilibria as a search for fixed points of the best response
function constructed from the optimization problems of both types of players. Typically, in a mean field
game with major and minor players, the dynamics of the state X} of the major player (as well as its
costs) depend upon the statistical distribution pu; of the state X; of a generic minor player. Throughout
the paper we consider that the players are gender neutral and we use ”its” instead of "his” or "her”.
Alternatively, the dynamics of the state X; of a generic minor player (as well as its costs) depend upon
the values of the state X and the control af of the major player as well as the statistical distribution
1y which captures the mean field interactions between the minor players. In this paper, we prove that he
processes (X?, ;) and (X?, X, ) are Markovian and we characterize their laws by their infinitesimal
generators. We start from the finite player version of the model and show convergence when the number
of minor players goes to infinity. We rely on standard results on the convergence of Markov semigroups.
Note that the control of the major player implicitly influences u; through the major player’s state, so the
major player’s optimization problem should be treated as an optimal control problem for McKean-Vlasov
dynamics. On the other hand, for the representative minor player’s problem, we are just dealing with a
classical Markov decision problem in continuous time. this allows us to adapt to the finite state space the
approach introduced in [6] and reviewed in Chapter 13 of [5], to define and construct Nash equilibria. We
emphasize that these are Nash equilibria for the whole system Major + Minor Players and not only for
the minor players. this is fully justified by our results on the propagation of chaos and their applications
to the proof that our mean field game equilibria provide approximate Nash equilibria for finite games,
including both major and minor players.

The paper is structured as follows. Games with finitely many minor players and a major player are
introduced in Section 2 where we explain the conventions and notations we use to describe continuous
time controlled Markov processes in finite state spaces. We also identify the major and minor players
by specifying the information structures available to them, the types of actions they can take, and the
costs they incur. The short and non-technical Section 3 describes the mean field game strategy and
emphasizes the steps needed in the search for Nash equilibria for the system. this is in contrast with
some earlier works where the formulation of the problem lead to Stackelberg equilibria, only the minor
players being in an approximate Nash equilibrium. To keep with the intuition that the mean field game
strategy is to implement a form of limit when the number of minor players grows to infinity, Section
4 considers the convergence of the state Markov processes in this limit, and identifies the optimization
problems which the major and minor players need to solve in order to construct their best responses.
this leads to the formalization of the search for a mean field equilibrium as the search of fixed points
for the best response map so constructed. The optimization problems underpinning the definition of the
best response map are studied in Section 5. There, we use dynamic programming to prove that the value



functions of these optimization problems are viscosity solutions of HJB type Partial Integro - Differential
Equations (PIDEs). Section 6 proves existence of the best response map and of Nash equilibria under
reasonable conditions. Next, Section 7 gives a verification theorem based on the existence of a classical
solution to the master equation. The longer Section 8 proves that the solution of the mean field game
problem provides approximate Nash equilibria for the finite player games. this vindicates our formulation
as the right formulation of the problem if the goal is to find Nash equilibria for the system including both
major and minor players. The strategy of the proof in by now standard in the literature on mean field
games. It relies on propagation of chaos results. However, the latter are usually derived for stochastic
differential systems with mean field interactions, and because we could not find the results we needed
in the existing literature, we provide proofs of the main steps of the derivations of these results in the
context of controlled Markov evolutions in finite state spaces. Finally, an appendix provides the proofs
of some of the technical results we used in the text.

2 Game Model with Finitely Many Players

We consider a stochastic game in continuous time, involving a major player indexed by 0, and N minor
players indexed from 1 to N. The states of all the players X7, X}, ..., Xév are described by a continuous-
time finite-state Markov process. Let us denote {1,2,...,M D} the set of possible states of the major
player, and {1,2,...,M} the set of possible states of the minor players. We introduce the empirical
distribution of the states of the minor players at time ¢:

1 N 1 N 1 N

N n n n
_—E]lX—l—E]lX—Q ...—E]lX—M—l
. [N n=1 ( ' )1 N n=1 ( ' )1 1 N n=1 ( t )]

We denote by P the (M — 1) - dimensional simplex:
P:={ze RM_1|;I:1' > O,in <1}

Obviously, ,uiv € P. We consider continuous-time Markov dynamics according to which the rates of
jump, say ¢, of the state of a generic minor player depends upon the value of its control, the empirical
distribution of the states of all the minor players, as well as the major player’s control and state. We
denote by Ag (resp. A) a convex set in which the major player (resp. all the minor players) can choose
their controls. So we introduce a function g:

[0,T] x {1,...,M}? x Ax{1,...,M°} x Ag x P > (t,4,],,i°,a°,2) = q(t,3, ], ,i°,a°, x)
and we make the following assumption on g:

Hypothesis 1. For all (t,0,i®,a%z) € [0,T] x A x {1,...,M°} x Ay x P, the matriz
la(t,i,7,,i%, 0% z)]1<ij<m is a Q-matriz.

Recall that a matrix Q = [Q(i, j)]; ; is said to be a Q-matrix if Q(4,5) > 0 for i # j and

ZQ@;J‘) = —Q(z,1), for all i.
J#i



Then we assume that at time ¢ if the state of minor player n is 7, this state will jump from 7 to 7 at a
rate given by:
. 0 0 N
Q(tazajaa?axt y Oy g )

if X is the major player state, of € Ay is the major player control, o} € A is the n-th minor player
control and ,uiv € P is the empirical distribution of the minor player’s states. Our goal is to use these
rates to completely specify the law of a continuous time process in the following way: if at time ¢ the
n-th minor player is in state ¢ and uses control o, if the major player is in state X} and uses the control
a?, and if the empirical distribution of the states of the population of minor players is ,uév , then the
probability of player n remaining in the same state during the infinitesimal time interval [¢,t + At) is
1 +q(t,i,i,af, X2, af, ulV)At 4 o( At)], whereas the probability of this state changing to another state j
during the same time interval is given by [q(¢,3, j, of, X7, of, pAL + o(At)].

Similarly, to describe the evolution of the state of the major player we introduce a function ¢°:
[0,T] x {1,...,M°}*> x Ao x P > (t,i°,5°, 0%, ) = ¢°(t,4°, 5°, a°, @)
which satisfies the following assumption:
Hypothesis 2. For each (t,a’,z) € [0,T] x Ag x P, [¢°(t, iﬂ,jo,ao,m)]lgo’jogMo is @ Q-matriz.

So if at time ¢ the state of the major player is i, its control is af € Ag, and the empirical distribution
of the states of the minor players is pl¥, we assume the state of the major player will jump to state j° at
rate ¢°(t,4%, 5%, a9, pulV).

We now define the control strategies which are admissible to the major and minor players. In our
model, we assume that the major player can only observe its own state and the empirical distribution
of the states of the minor players, whereas each minor player can observe its own state, the state of the
major player as well as the empirical distribution of the states of all the minor players. Furthermore, we
only allow for Markov strategies given by feedback functions. Therefore the major player’s control should
be of the form af = ¢°(t, X?, ul¥) for some feedback function ¢ : [0,T] x {1,--- ,M°} x P+ Ao, and
the control of minor player n should be of the form af = ¢™(t, X7, X?.ul) for some feedback function
" [0,T] x {1,--- ,M} x {1,--- ,M%} x P ++ A. We denote the sets of admissible control strategies by
A° and A" respectively. Depending upon the application, we may add more restrictive conditions to the
definitions of these sets of admissible control strategies.

We now define the joint dynamics of the states of all the players. We assume that conditioned on

the current state of the system, the changes of states are independent for different players. this means
that for all i9,4',... i and j°,41,...,5Y, where i, j° € {1,2,...,M°} and ", ™ € {1,2,...,M} for
n=12,...,N, we have:

PX2ae=3" Xtrar=3" - X ar =" 1X70 =i, X} =i, .. X[ =]
= [Lio—jo +¢°(t,%,5°, 6°(t,% " ), ¢’ ) At + o( At)]

N
x [T [Linzgn + (8,6, 57, 8™ (8,8, 1% 1Y), 8%, 80(8, 3%, 17 ), 1) ) At + 0( At)]
n=1

Formally, this statement is equivalent to the definition of the Q-matrix , say QW) of the continuous-time
Markov chain (X?, X}, X2,...X}N). The state space of this Markov chain is the Cartesian product of
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each player’s state space. Therefore QW) is a square matrix of size M? - M. The non-diagonal entry
of Q) can be found by simply retaining the first order term in At when expanding the above product
of probabilities. Because we assume that the transitions of states are independent among the individual
players, Q) is a sparse matrix.

Each individual player aims to minimize its expected cost in the game. We assume that these costs
are given by:

T
N0 0l o) = B [ /0 £, X0, (6, X0, 1), 1 )t + g (X0 1Y)

T
Jn7N(a07a17"'7aN) = E |:/0 fn(t7th/7(bn(t?X;l?X‘??NiV)?X‘??(bo(t?X‘??MiV)?/‘l/‘iv)dt—"_gn(X??X%?/‘LJZY)

In this paper, we focus on the special case of symmetric games, for which all the minor players share the
same transition rate function and cost function, i.e.: ¢" :=q, f* := f, ¢" := g, J*V := JV, and we search
for symmetric Nash equilibria. We say that a couple of feedback functions (¢, ¢) form a symmetric Nash

equilibrium if the controls (a®, al,--- ,a®) given by of = ¢°(¢t, X?, u¥) and of = ¢(t, X, X2, ul¥) for
n=1,---, N, form a Nash equilibrium in the sense that:
JO’N(aO,al, .. .,aN) < JO’N(a’,al, e ,aN)
IV al,.. o .. aN) < JN(aO,al,...,a/",...aN)
for any choices of alternative admissible controls a'® and a™ of the forms ;% = ¢'°(¢t, X2, u) and

"= ¢ (t, X7, X2, ulY). In order to simplify the notation, we will systematically use the following
notations when there is no risk of possible confusion. When a” € A® is given by a feedback function ¢°
and a € A is given by a feedback fucntion ¢, we denote by qgo, 440, f(go and fyo 4 the functions:

qgo(t Z 7] .Z') = qo(t7i07j07¢0(t7i07x)7x)
g ot 1, 5,1, @) = q(t,i,5,0(t,4,i0,2),i°, ¢"(t,i%, x), x)
f¢o(t i) = fOt, 10 ¢°(t,i%, x), z)
f¢07¢( z,a:) = f(t,i,<;5(t,i,z’o,x),io,(bo(t,io,a;),x)

3 Mean Field Game Formulation

Solving for Nash equilibria when the number of players is finite is challenging. There are many reasons
why the problem becomes quickly intractable. Among them is the fact that as the number of minor
players increases, the dimension of the QQ - matrix of the system increases exponentially. The paradigm
of Mean Field Games consists in the analysis of the limiting case where the number N of minor players
tends to infinity. In this asymptotic regime, one expects that simplifications due to averaging effects will
make it easier to find asymptotic solutions which could provide approximative equilibria for finite player
games when the number N of minor players is large enough. The rationale for such a belief is based
on the intuition provided by classical results on the propagation of chaos for large particle systems with
mean field interactions. We developed these results later in the paper.

The advantage of considering the limit case is two-fold. First, when N goes to infinity, the empirical
distribution of the minor players’ states converges to a random measure jp; which we expect to be the



conditional distribution of any minor player’s state, i.e.:

As we shall see later on in the next section, when considered together with the major player’s state and
one of the minor player’s state, the resulting process is Markovian and its infinitesimal generator has a
tractable form. Also, when the number of minor players goes to infinity, small perturbations of a single
minor player’s strategy will have no significant influence on the distribution of minor player’s states. this
gives rise to a simple formulation of the typical minor player’s search for the best response to the control
choices of the major player. In the limit N — oo, we understand a Nash equilibrium as a situation
in which neither the major player, nor a typical minor player could be better off by changing control
strategy. In order to formulate this limiting problem, we need to define the joint dynamics of the states
of the major player and a representative minor player, making sure that the dynamics of the state of
the major player depend upon the statistical distribution of the states of the minor players, and that the
dynamics of the state of the representative minor player depend upon the values of the state and the
control of the major player, its own state, and the statistical distribution of the states of all the minor
players.

As argued in [6], and echoed in Chapter 13 of [5], the best way to search for Nash equilibria in the
mean field limit of games with major and minor players is first to identify the best response map of the
major and a representative of the minor players by solving the optimization problems for the strategies of
1) the major player in response to the field of minor players as represented by a special minor player with
special state dynamics which we call a representative minor player, and 2) the representative minor player
in response to the behavior of the major player and the other minor players. Solving these optimization
problems separately provides a definition of the best response map for the system. One can then search
for a fixed point for this best response map. So the search for Nash equilibria for the mean field game
with major and minor players can be summarized in the following two steps.

Step 1 (Identifying the Best Response Map)

1.1 (Major Player’s Problem)

Fix an admissible strategy a € A of the form o; = ¢(t, Xy, X7, j1¢) for the representative minor player,
solve for the optimal control problem of the major player given that all the minor players use the feedback
function ¢. We denote by ¢**(¢) the feedback function giving the optimal strategy of this optimization
problem.

Notice that, in order to formulate properly this optimization problem, we need to define Markov
dynamics for the couple (X, X;) where X; is interpreted as the state of a representative minor player,
and the (random) measure p; has to be defined clearly. this is done in the next section as the solution of
the major player optimization problem, the Markovian dynamics being obtained from the limit of games
with N minor players.

1.2 (Representative Minor Player’s Problem)

We first single out a minor player and we search for its best response to the rest of the other players.
So we fix an admissible strategy o € A° of the form of = ¢°(¢, X2, y;) for the major player, and an
admissible strategy o € A of the form oy = ¢(t, Xy, X2, u¢) for the representative of the remaining minor
players. We then assume that the minor player which we singled out responds to the other players by
choosing an admissible strategy & € A of the form a; = o(t, 86X, X7, py). Clearly, if we want to find the
best response of the singled out minor player to the behavior of the major player and the field of the other



minor players as captured by the behavior of the representative minor player, we need to define Markov
dynamics for the triple (X?,6X;, X;), and define clearly what we mean by the (random) measure .
this is done in the next section as the solution of the representative minor player optimization problem,
the Markovian dynamics being obtained from the limit of games with N minor players. We denote by
¢*(¢°, ¢) the feedback function giving the optimal strategy of this optimization problem.

Step 2 (Search for a Fixed Point of the Best Response Map)
A Nash equilibrium for the mean field game with major and minor players is a fixed point [QASO,QE] =
[9%%(9), 0" (¢, ).

Clearly, in order to take Step 1, we need to formulate properly the search for these two best responses,
and study the limit N — oo of both cases of interest.

4 Convergence of Large Finite Player Games

Throughout the rest of the paper, we make the following assumptions on the regularity of the transition
rate and cost functions:

Hypothesis 3. There exists a constant L > 0 such that for all i,j € {1,..., M}, %, 5% € {1,..., M°}
and all t,t' € [0,T), z,2' € P, a°,a” € Ay and o, o/ x A, we have:

|(f7 f07g7go7q7q0)(i7j7i07j07t7x7a07a) - (f7 fovgvgov(L qo)(i7j7i07j07t/7$l7a0 70/)|
<Lt =t + o — 2’| + [la® = a”|| + [l = &/]))

Hypothesis 4. There exists a constant C > 0 such that for all i,j € {1,..., M}, i® € {1,...,M°} and
allt € [0,T], z € P, o’ € Ay and o € A, we have:

lq(t,i, 4,0, 0% 2)| < C

Finally, we add a boundary condition on the Markov evolution of the minor players. Intuitively
speaking, this assumption rules out extinction: it says that a minor player can no longer change its state,
when the percentage of minor players who are in the same state falls below a certain threshold.

Hypothesis 5. There exists a constant € > 0 such that for allt € [0,T], i,j € {1,...,M —1},i # j and
a’ € Ay and o € A, we have:

T, < € = q(t,i,j,a,io,ozo,x)zo
M-1
1— Z zp <e = q(t,M,i,a,i% o’ z)=0.
k=1

The purpose of this section is to identify the state dynamics which should be posited in the formulation
of the mean field game problem with major and minor players. In order to do so, we formulate the search
for the best response of each player by first setting the game with finitely many minor players, and then
letting the number of minor players go to oo to identify the dynamics over which the best response should
be computed in the limit.



4.1 Major Player’s Problem with Finitely Many Minor Players

For any integer N (fixed for the moment), we consider a game with N minor players, and we compute
the best response of the major player when the minor players choose control strategies a™ = (af )o<i<T
given by the same feedback function ¢ so that o} = gﬁ(tiXtﬂ"N,X?’N, in NYforn=1,--- ,N. Here X;]"N
denotes the state of the n-th minor player at time t, Xtﬂ N the state of the major p]ayer, and ,uiv the
empirical distribution of the states of the N minor players at time ¢. The latter is a probability measure

on the state space E = {1,--- , M}, and for the sake of convenience, we shall identify it with the element:
1 N N N N N N
N n T T
= — E 1(X," =1 E]lX’ =2),... E 1(X," =M-—-1
nu’E N (n::l ( t }1n=1 ( t )? 1n:1 ( t })

of the simplex. So for each i € F, ,uiv () is the proportion of minor players whose state at time ¢ is equal
to i. Consequently, for N fixed, ul¥ can be viewed as an element of the finite space {0,1/N,--- ,(N —
1)/N, I}M —1. For the sake of definiteness, we denote by PN the set of possible values of ,uév , in other

words, we set:

1
PN = {F(m,nm---nM—l); n; € N,an < N}‘
i

Given the choice of control strategies made by the minor players, we denote by a = (atﬂ)ggggr the
control strategy of the major player, and we study the time evolution of the state of the system given
these choices of control strategies. Later on, we shall find the optimal choice for major player’s controls a
given by feedback functions ¢° in response to the choice of the feedback function ¢ of the minor players.
While this optimization should be done over the dynamics of the whole state (X? ’N, th ’N, e ,XtN ’N},
we notice that the process (X? N p¥)o<i<r is sufficient to define the optimization problem of the major
player, and that it is also a continuous time Markov process in the finite state space {1,..., M%} x PN,

Qur goal is to show that as N — oo, the Markov process (Xto ’N, uN )Jo<t<T converges in some sense to
a Markov process (X?, u1¢)o<t<r. This will allow us to formulate the optimization problem of the major
player in the mean field limit in terms of this limiting Markov process.

For each integer N, we denote by ggaf?;j the infinitesimal generator of the Markov process (X tﬂ AN , ,uiv Jo<t<T-
Since the process is not time homogeneous, when we say infinitesimal generator, we mean the infinitesimal
generator of the space-time process (¢, XE ’N,,uiv Jo<t<T- Except for the partial derivative with respect to
time, this infinitesimal generator is given by the Q-matrix of the process, namely the instantaneous rates
of jump in the state space {1,...,M0} x PN, Soif F : [0,T] x {1,2,...,M°} x PN 5 Ris C! in time,

[Gon s Fl(t, 10, 2) = i F(t,i%,2) + > (F(t,5°,2) — F(t,i°,2)) a3 (t,3°, 5%, z)
Jo#io
o 1 1)
+ Z(F(t,z , T+ Feij) — F(t,%x )N&?;q(ﬁn o(t,d,37,1 0 z),
J#i

where the first summation in the right hand side corresponds to jumps in the state of the major player
and the terms in the second summation account for the jumps of the state of one minor player from i
to j. Here we code the change in the empirical distribution x of the states of the minor players caused
by the jump from i € {1,--- ,M} to j € {1,--- , M} with j # 4, of the state of a single minor player as
(1/N)ei; with the notation e;; := e;1;2p — €;1;2p where e; stands for the i-th vector in the canonical
basis of the space RM—1, We have also used the notation z, = 1 — Zt 1 x; for sake of simplicity.



Notice that the two summations appearing in (1) correspond to finite difference operators which are

bounded. So the domain of the operator gg;}“; is nothing else than the domain of the partial derivative

with respect to time. Notice also that the sequence of generators gg;f‘; converges, at least formally, toward

a limit which can easily be identified. Indeed, it is clear from the definition (1) that [g° N F](t 9, z) still

makes sense if z € P, where P is the M —1 dlmensmna,] 51mp1ex Moreover, if F' : [0 T x {1 2,. M 0} x
P — R is C! in both variables ¢ and z, we have [Q’ F] (t,i% x) — [g¢0 F|(t,i°% z) defined by

[Ggo 4F(t,1°, ) = O, F (t,i°,2) + D [F(t,5°,2) — F(t,i°,2)]g% (t,1°, °, )

j“;éiﬂ
M—-1 M-1 M—1
+ Z 6.’.,"JF(t1 iﬂam)x‘iQQbO,qb(t:é:j:éoax) + (1 - Z ﬂ?k} Z 6&_—;F(t1i01$)Q(,ﬁ:0,¢(t:M:ja ioam)’
i,j=1 k=1 j=1

So far, we have a sequence of time-inhomogeneous Markov processes (X? T ) characterized by their

infinitesimal generators g% ¢0 which converge to Q’go & We now aim to show the existence of a limiting

?¢
Markov process with infinitesimal generator Q’go & The proof consists of first showing the existence of a

Feller semigroup generated by the limiting generator Q'gﬂ, ” and then applying an argument of convergence
of semigroups.

Remark 1. The standard results in the theory of semigroup are tailor-made for time-homogeneous
Markov processes. However, they can easily be adapted to the case of time-inhomogeneous Markov process

. . . . . . . o,N N .
by simply considering the space-time expansion, specifically by augmenting the process (X, , p;') into
(¢, Xf ’N, JIs ) and considering the uniform convergence on all bounded time intervals.

Let us introduce some notations which are useful for the functional analysis of the infinitesimal
generators and their corresponding semigroups. We set EN = [0,7] x {1,...,M°} x PN and E*® =
[0,T] x {1,...,M°} x P for the state spaces, and we denote by C'(E*) the Banach space for the norm
|Flloo = supy o . |F(t,i%, )], of the real valued continuous functions defined on E*. We also denote by
C1(E®) the collection of functions in C(E®) that are C'! in t and z for all i € {1,..., M"}.

Note that the Markov process (t, Xf N 1) lives in EV while the candidate limiting process (£, Xf N udV)
lives in E*°. The difference is that ,uiv only takes values in PV, which is a finite subset of P. Thus if
we want to show the convergence, we need to reset all the processes on the same state space, and our
first step should be to extend the definition of (¢, Xf . ) to a Markov process taking value in £°°. To
do so, we extend the definition of the generator Q’g’oj?;& to accommodate functions F' defined on the whole

E°;
[Ggo g F(t,i,2) = 0 F (8,1 2) + ) (F(¢,5°,2) — F(t,8,2))qo(t,i°, 1, @)
Jo#io
—I—Z(F(t,éo, ew) — F(t,i%z )N:t:g]lm > 1440, (2, i,7,i0, ).
J#i
We claim that for N large enough, gga“; generates a Markov process with a Feller semigroup taking

values in E®. Indeed, when the initial distribution is a probability measure on {1,...,M°} x PV, the
process has exactly the same law as (X, 0, N, in N). To see why this is true, let us denote for all z € P the



set PY := (z + §ZM~1)NP. Then we can construct a Markov process starting from (i,z) and living
in the space of finite states {1,...,M} x Pi..v , which has the same transition rates as those appearing in
the definition of Q'gaj?;. In particular, the indicator function 1 >4 forbids the component x to exit the
domain P. Hypothesis 5 implies that the transition function is continuous on £ when N > 1/¢, where €
is the extinction threshold in the assumption. So this process is a continuous time Markov process with
continuous probability kernel in a compact space. By Proposition 4.4 in LZI] it is a Feller process. In the
following, we will still denote this extended version of the process as (X, , p; )

Proposition 1. There ezists a Feller semigroup T = (T¢)t>0 on the space C(E) such that the closure
of Q’go o 1s the infinitesimal generator of T .

Proof. We use a simple perturbation argument. Observe that Q'gg " is the sum of two linear operator

‘H and K on C(E®):
[HF](t,i°,x) =0, F(t,i°, x) —I—v(t i%,z) - VF(t,i,x)

[}CF](t1301 Z [F t .? y T (t 3 x)]quD(t 3 :.? :1?}
Oaézo

where we denote by VF\(t,i°, x) the gradient of F' with respect to x, and by v the vector field:

M-1 M-1

Vj(tﬂ iﬂam) = Z xiq@‘),q‘;(t:éaj:éo:x} + (1 - Z $¢) Q¢O,¢(t:M1ja %‘D:x}‘

i=1 i=1

Being a finite difference operator, K is a bounded operator on C(E°°) so the proof reduces to showing
that H generates a Feller semigroup. See for example Theorem 7.1, Chapter 1 in [8]. To show that the
closure of H generates a strongly continuous semigroup on C'(E°°) we use the characteristics of the vector
field v. For any (t,i%,z) € E*, let (Yy Vol “")u>0 be the solution of the Ordinary Differential Equation
(ODE):

AV = y(t 4w, 0, Y ) du, YU = .

Existence and uniqueness of solutions are guaranteed by the Lipschitz property of the vector field v,
which in turn is a consequence of the Lipschitz property of gg 5. Notice that by Hypothesis 5, the

process Yé’io’m is confined to P. So we can define the linear operator 7; on C(E>):
[T<F](t,i°, z) —F(s—l—tz,Y” )

Uniqueness of solutions implies that (7;)s>0 is a semigroup. The latter is strongly continuous. Indeed,

by the boundedness of v, for a fixed h > 0, there exists a constant Cy such that |Y; Y A z| < Cps for
all s < h and (t,i%,2) € E*. Combining this estimation with the fact that F' is uniformly continuous
in (t,z) for all F' € C(E*), we obtain that ||7sF — F|| — 0,s — 0. Finally the semigroup 7 is Feller,

since the solution of ODE Y& Az depends continuously on the initial condition as a consequence of the

Lipschitz property of the vector field v.
It is plain to check that H is the infinitesimal generator of the semigroup 7, and the domain of H is
CYE®). O
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The following lemma is a simple adaptation of Theorem 6.1, Chapter 1 in [8] and is an important
ingredient in the proof of the convergence. It says that the convergence of the infinitesimal generators
implies the convergence of the corresponding semigroups.

Lemma 1. For N =1,2,..., let {Tn(t)} and {T'(t)} be strongly continuous contraction semigroups on L
with generator Gy and G respectively. Let D be a core for G and assume that D C D(Gn) for all N > 1.
Iflimy_ oo GNF = GF for all F € D, then for each F € L, limy_,oo TN (£)F =T(t)F for allt > 0.

We are now ready to state and prove the main result of this section: the Markov process (XE ’N, ,uiv )
describing the dynamics of the state of the major player and the empirical distribution of the states of
the N minor players converges weakly to a Markov process with infinitesimal generator Q’gﬂ, & when the
players choose Lipschitz strategies.

Theorem 1. Assume that the major player chooses a control strateqgy o given by a Lipschitz feedback
function ¢° and that all the minor players choose control strategies given by the same Lipschitz feedback
function ¢. Let i® € {1,...,M°} and for each integer N > 1, 2V € PN with limit x € P. Then the
sequence of processes (XD’N,,ut ) with initial cond@'tions Xg’N = 49, ,uév = 2V converges weakly to a
Markov process (X, i) with initial condition X = i°, po = =. The infinitesimal generator for (X7, pt)

is given by:

[Ggo sF1(t,3°, ) = B, F (t,i°,2) + D [F(t,5° ) — F(t,i°,2)]q% (t,1%, 5%, )

j“;éiﬂ
M-1 M-1 M-1
+ Y 0 F(t,3°, @) wiqg0 o(t,3,5,8% @) + (1= D ar) Y 0, F(t,1°,x)ag 4(t, M, 5,i%, 7).
i,d=1 k=1 k=1

Proof. Let us denote 7V the semigroup associa,ted with the time inhomogeneous Markov process
(¢, Xf ’N, JIs ) and the infinitesimal generator g% ¢0 . Recall that by the procedure of extension we described

18 C(E®). In light of Theorem
2.5, Chapter 4 in [8] and Proposition 1 we just proved, it boils down to proving that for any F' € E*®

and t > 0, T;VF converges to T;F, where (T¢)t>0 is the strongly continuous semigroup generated by the
closure of Q’go &

above, the process (t, Xt N , 1) now lives in E* and the domain for g% ¢0

To show the convergence, we apply Lemma 1. It is easy to see that C1(E®) is a core for g_go 9 and
C1(E*) is included in the domain of G%; ¢0 . Therefore it only remains to show that for all F € CY(E™),
g¢0 F converges to Q'qbﬂ F' in the space (C(E®),||-||). Using the notation zy; :=1— Zt 1 ! 2;, we have:

G0 Fl(t,i°,z) - [ggo,w](t, i, 2)|

_Z IN(F(t,i,z + Netj} F(t,i%,z)) — (1j£m0z, F(t,i°,x) — LizmOz,F(t,3°,2))|ziq" (t,4, 7,1, )
Jj#i

< Z(|6 F(t,i% x + ):;\:rj eij) — Oz, F'(t, i, x)| + |0y, F(t,i%,x + ):’V eij) — Or, F(1, z'o,;t:)|)m¢-qN(t,z',j, 0, x)
” @)

where we applied intermediate value theorem at the last inequality and A;; € [0,1]. Note that A;;
also depends on t,z,i° but we omit them for sake of the simplicity. Remark that F' € C'(E*) and

11



E® is compact, therefore 0,,F' is uniformly continuous on E* for all 7, which immediately implies that
||gg’uN¢F — ggc. oF || = 0,N — 4+o00. This completes the proof. O

Mean Field Major Player’s Optimization Problem

Given that all the minor players are assumed to use a control strategy based on the same feedback
function ¢, the best response of the major player is to use the strategy &° given by the feedback function
gf)o solving the optimal control problem:

T
inf [/ O, X7, 0°(t, X7, pue), e )dt + ¢°(XT, pr)
0

aleapleAl

where (X? , it Jo<t<T 1s the continuous time Markov process with infinitesimal generator ggn &

4.2 Representative Minor Player’s Problem

We turn to the computation of the best response of a generic minor player. We assume that the major
player chooses a strategy a’ € A° of the form of = (;BD(t,X? ’N,,uiv ) and that the minor players in
{2,--- , N} all use strategy o' € A of the form of = ¢(t, Xf’N,X?’N,gév} fori =2,--- ,N, and that the
first minor player uses strategy ga € A of the form ga; = o¢(¢, th’N,X? ’N, ,uiv ). Clearly, by symmetry,
whatever we are about to say after we singled the first minor player out, can be done if we single out any
other minor player. As before, for each fixed N, the process (XE ’N, th’N , ,uiv ) is a finite-state continuous
time Markov process with state space {1,...,M°%}x{1,..., M}xP" whose infinitesimal generator Q’go .06
is given, up to the time derivative, by the corresponding Q-matrix of infinitesimal jump rates. In’ the
present situation, its value on any real valued function F' defined on [0, T]x {1,..., M} x{1,...,M}x pN
such that ¢t — F(t,i°,i,z) is C! for any i,i and z is given by the formula:

G35 406 F1(t, 1,4, 2) =0 F (t,1,4,2) + Y [F(t,5%,4,2) — F(t,i,i,2)]qgo (¢,4°, 5, 7)
79, J0#i0
+ Z'[F(t:éoajrx + %et‘j) - F(ta 3.01 iam)]QQbO,gqb(ta i:ja 3-01 .’I:) (3)
J.JF#i
+ Z [F(t,i°,i,z + %ekj) — F(t,i°,2)](Nog — L) qgo o(t, k, 4,3°, ).
(.k).i#k

As before the summations appearing above correspond to single jumps when 1) only the state of the
major player changes from state i to j°, 2) only the state of the singled out first minor player changes
from state ¢ to j, and finally 3) the state of one of the last N — 1 minor players jumps from state k to j.

Following the same treatment as in major player’s problem, we have the convergence result for the
process (XfV,X?’N,,ut ):

Theorem 2. Assume that for each integer N, the major player chooses a control a° given by a Lipschitz
feedback function ¢, the first minor player chooses a control ga given by a Lipschitz feedback function
@@, all the other minor players choose strategies given by the same Lipschitz feedback function ¢, and that
these three feedback functions do not depend upon N. Let i® € {1,..., M°} and for each integer N > 2,
zN € PN with limit x € P. Then the sequence of processes (ng , Xtﬂ ’N,,uiv Jo<t<T With initial conditions
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Xév =1, Xg’N =i and uév = 2™V converges weakly to a Markov process (X¢, X?, uz) with initial condition

Xo=1, X8 =149 and po = x. Its infinitesimal generator is given by:

[g¢07¢,®¢F](tai7i07$) = atF(t7iai07$) + Z [F(taiyj()’x) _F(t Z Z )]q(bo(t 7j07$)
JO,50#0

+ Z (t, 4,1 Oz F(t,z,z )] qg0, m,(t,l,j, T Z ijF(t,i,io,a;)xiq(bo@(t,i,j, z'o,a:)
3:J#i =1
M—1 M-1
xk) amkF(taiyZ.07x)q¢07¢(t7M7j7 i07$)'
k=1 j=1

Representative Minor Player’s Optimization Problem

Accordingly, in the mean field game limit, we define the search for the best response of the representative
minor player (i.e. the minor player we singled out) to the strategies adopted by the major player and the
field of minor players as the following optimal control problem. Assuming that the major player uses a
feedback function ¢° and all the other minor players the feedback function ¢, the best response of the
representative minor player is given by the solution of:

PorBHEA

T
inf E |:/ f(taXt7 gb(t’Xtsz?nut)’X)?v ¢O(t7Xt0nut)mut)dt + g(XTvXJO“nuT)
0

where (Xt,XtO , ht)o<t<T is @ Markov process with infinitesimal generator G40.4.60- We shall denote by
g¢ = p(¢°, ¢) the optimal feedback function providing the solution of this optimal control problem.

5 Optimization Problem for Individual Players

In this section, we use the dynamic programming principle to characterize the value functions of the
major and minor players’ optimization problems as viscosity solutions of the corresponding Hamilton-
Jacobi-Bellman (HJB for short) equations. We follow the detailed arguments given in Chapter IT of [9].
For both the major and representative minor player, we show that the value function solves a weakly
coupled system of Partial Differential Equations (PDEs for short) in viscosity sense. We also prove an
important uniqueness result for these solutions. This uniqueness result is important indeed because as
the reader noticed, in defining the best response map, we implicitly assumed that these optimization
problems could be solved and that their solutions were unique.

We first consider the value function of the major player’s optimization problem assuming that the
minor players use the feedback function ¢:

T
Ve )= it B | [ A X8 s + o (KR ) X2 = . =
t

a0V

Theorem 3. Assume that for all i° € {1,..., M°}, the mapping (t,z) — V(;](t,z'o,a;) s continuous on
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[0,T] x P. Then V¢9 is a viscosity solution to the system of M° PDEs on [0,T] x P:

0= 0°(t,i% x) + inf {fo( ;o ) + Z [WO(t, 50, 2) — v0(t, i, 2)]q° (¢, i°, §°, a°, )

ale A0 0240
M-1
+ ( xk) Z@xkv x)q(t, M, k,¢(t, M,i°, x),i° a )
k=1 (4)
M—1
+ > 0,00 (4,0, 2)miq(t, 0, 4, ¢(t,z‘,z‘°,a;),z‘°,a°,x)}, (io, t, ) € {1,..., M"} x [0, T[xP,
i,7=1

W(T,i% ) = ¢°(i°, x), (% z) € {1,...,M°} x P.
The notion of viscosity solution in the above result is specified by the following definition:

Definition 1. A real valued function v° defined on [0,T] x {1,..., M°} x P such that v°(-,4%,-) is
continuous on [0,T] x {1,...,M°} x P for all i¥ € {1,..., M} is said to be a viscosity subsolution
(resp. supersolution) if for any (t,i°,x) € [0,T] x {1,...,M°} x P and any C*® function 6 defined on
[0,7] x P such that the function (v°(-,i°,-) — ) attains a mazimum (resp. minimum) at (t,z) and
v0(t,i%, z) = 0(t,x), the following inequalities holds:

0 < (resp. >) 9(t,x) + inf {f°< calz) 4+ Y [0, 50, 2) — o044, 2)]g0 (1,80, 50, a0, @)

aVe A0 5.
OO

+ (1= ) > O Ot )qlt, M, k,¢(t, M, i, 2),i, 0, x)
k=1 k=1
M-—1
#0000t 600, %), 0,0 i <
ij=1

0< (resp. >) ¢°(i% ) —o'(t,i%, 2), if t=T
If 00 is both a viscosity subsolution and supersolution, we call it a viscosity solution.
Proof. Define C(P)M" the collection of functions 6(i%, z) defined on {1,..., M°} x P such that 6(i,-)

is continuous on P for all i¥. Define the dynamic programming operator 7; s on C(P)M ’ by:

[7;789](’5'0733) = inf E [/t f(go(u7X2nuu)du + H(Xgnus)p(? = iovﬂt =T (5)

a0V

where the Markov process (XS, tu)o<t<T has infinitesimal generator ggo e Then the value function can
be expressed as:

V(i) = [Terg] (i, )

and the dynamic programming principle says that:
V(f(t,z'o,:n) = [ﬁ,ng(s,-,')](io,x), (t,s,i% z) € [0,T)? x {1,..., My} x P.

We will use the following lemma whose proof we give in the appendix.
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Lemma 2. Let ® be a function on [0,T] x {1,...,M°} x P and i® € {1,..., M°} such that ®(-,i",") is
Clin [0,T] x P and ®(-,4°,-) is continuous in [0,T] x P for all ;° # i®. Then we have:

lim % [(Toaan®(t + by, ) (i, 2) — (2,8, )]

h—0
M-1 M-1

= 0,®(t,i%,z) + inf {fo(t,z'o, 2k) Y 0, @(t,i0, 2)q(t, M, k, §(t, M, 10, 2),1°, 00, )
abe A0
k=1 k=1
- Z B, (L, 1%, w)aiq(t, i, 7, $(t, 4,8, @), i )+ (@t 50, 2) <I>(t,z'°,x)]q°<t,io,jo,ao,w)}-
i,j=1 ]07520

We now prove the subsolution property. Let @ be a function defined on [0, T]x P such that (Vo(-,i°,.)—
6) attains maximum at (t,2) and VO(¢,i°, 2) = (¢, x). Define the function ® on [0, 7] x {1,..., M°} x P
by ®(-,i,-) := 0 and ®(-,j°,-) := VO(., 59, ) for j° # i°. Then clearly ® > V° which implies:

(7;,Sq>(87 Nl '))(iov :E) > (%,SVO(S’ ) '))(Z'O’ l‘)

By the dynamic programming principle and the fact that ®(¢,4%,2) = V°(¢,4%, ) we have:
lim — [(7; sD(s,,))( 0,:17) — <I>(t,i0,:17)} > 0.

Then applying the lemma we obtain the desired inequality. The viscosity property for supersolution can
be checked in exactly the same way. O

For later reference, we state the comparison principle for the HJB equation we just derived. Again, its
proof is postponed to the appendix.

Theorem 4. (Comparison Principle) Let us assume that the feedback function ¢ is Lipschitz, and let w
(resp. v) be a viscosity subsolution (resp. supersolution) of the equation (4). Then we have w < v.

We now turn to the representative minor agent’s optimization problem assuming that the major player
uses the feedback function ¢° and all the other minor players use the feedback function ¢. We define the
value function:

T
V¢0,¢(t7i7i07$) = inf K |:/ f¢07¢¢(S,XS,Xg,/LS)dS +g(XT7X%HuT)|Xt = ZvXtO = iovﬂt =z
t

[ole R dulo)

where the Markov process (X¢, X7, pt)o<t<t has infinitesimal generator Gyo 4 4. In line with the analysis
of the major player’s problem, we can show that Vo , is the unique viscosity solution to a coupled system
of PDEs.

Theorem 5. Assume that for alli € {1,..., M} andi® € {1,..., M}, the mapping (t,x) — V¢07¢(t,i,i0,$)
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is continuous on [0,T] x P. Then Vyo 4 is a viscosity solution to the system of PDEs:
0= du(t,i,i°, )

+ inf {f(az',m,z'o,dﬂ(t,z'o,a:),x) + > [0t i) — v(t, i, i, )]q(t, 4, j, @a,io,éo(t,z‘o,xm)}
sacA

j#i
M-—1 M-—1
+ Z t i J $ (t Z Z )]q¢0( 7j07x) + (1 - $k) 6xkv(t,i,i0,$)Q¢0’¢(t,M,k‘,’L'O,$)
§O£40 k=1 k=1
+ > Oy (t 1,10, 2)aiquo 4 (¢4, 5,10, ), (iyig, t,z) € {1,..., M} x {1,...,M°} x [0, T[xP

Q=1
U(T7 ,1:7 207x) = 9(27 Z07x)7 (Z7 Zo7x) 6 {17 tet 7M} X {17 A 7M0} X P'
(6)
Moreover, if the feedback functions ¢ and ¢ are Lipschitz, then the above system of PDEs satisfies the
comparison principle.

It turns out that the value functions Vq? and Vo 4 are Lipschitz in (¢,2). To establish this regularity
property and estimate the Lipschitz constants, we need to first study the regularity of the value functions
for the finite player games, and control the convergence in the regime of large games. We will state these
results in Section 8, where we deal with the propagation of chaos and highlight more connections between
finite player games and mean field games.

We conclude this section with a result which we will use frequently in the sequel. To state it, we
denote JO 0. the expected cost of the major player when it uses the feedback function ¢° and the minor
players all use the feedback function ¢. Put differently:

J207¢(t72‘07x) =E |:/ f£0(37X27Ms)d3 + gO(X/%”u,T)‘X? = ioaﬂt = $:|
t

where the Markov process (XS, fts)t<s<T has infinitesimal generator ng e Then by definition, we have
Vq?(t, iV x) = inf 040 J£0,¢(tv i, ). Similarly, we denote J40 6,05 the expected cost of the representative
minor player when it uses the feedback function ¢¢, while the major player uses the feedback function
¢? and all the other minor players use the same feedback function ¢:

T
J¢O7¢7¢¢(t7i7i07x) = E |:/ f¢o,¢¢(S7XS7X27,u8)dS + g(XTquU/’LT)‘Xt - Z7X19 - ion“t - .Z':|
t

where the Markov process (XS, X%, ps)i<s<T has infinitesimal generator g¢o7¢7¢¢.

Proposition 2. If the feedback functions ¢°, ¢ and o¢ are Lipschitz, then Jgo 8 and Jyo 4 44 are rEspec-
tively continuous viscosity solutions of the PDEs (7) and (8)

0 = [ggo7¢’l)0](t,i07$) + fgo(t7i07x) (7)
0= g% z) — 9T, ), (% 2) € {1,...,M°} x P.

{ 0= [Gp0,p,090) (1,6, ) + Fp (1,10, ) -

0= g(3,i% 2) —v(T,i,i%x),  (iyio,x) € {1,..., M} x {1,...,M°} x P.
Moreover, the PDEs (7) and (8) satisfy the comparison principle.

16



Proof. The continuity of J20,¢> and Jyo 4 44 follows from the fact that (X7, s) and (Xy, XP, 1) are
Feller processes, which we have shown in Theorem 1 and Theorem 2. The viscosity property can be
shown using the exact same technique as in the proof of Theorem 3. Finally the comparison principle is
a consequence of the Lipschitz property of f°, f,q", ¢, ¢°, ,¢¢ and can be shown by slightly modifying
the proof of Theorem 4. We leave the details of the proof to the reader. ]

6 Existence of Nash Equilibria

In this section, we prove existence of Nash equilibria when the minor player’s jump rates and cost functions
do not depend upon the major player’s control. We work under the following assumption:

Hypothesis 6. Hypothesis 3 and Hypothesis 4 are in force. In addition, the transition rate function g
and the cost function f for the minor player do not depend upon the major player’s control o® € Ayg.

The following assumptions will guarantee the existence of optimal strategies for both the major player
and representative minor player.

Hypothesis 7. Foralli® =1,...,M°, (t,x) € [0,T]xP and’ € RMO, the function a® — fO(t,i% o )+
Zjo#o (v?o - v?o)qo(t, i, 5%, a% x) has a unique mazimizer in A° denoted as a°(t,i°, x,v°). Additionally,
&% is Lipschitz in (t,z,v°) for all i® = 1,..., M° with common Lipschitz constant L,o.

Hypothesis 8. Foralli=1,...,M,i®=1,...,M°, (t,z) € [0,T|xP andv € RMxM° the function a —
flt,a,4,i0, ) + E#i(vﬂo —v;0)q(t, 1, j, i, ) has a unique mazimizer in A denoted as G(t,i,i%,x,v).
Additionally, & is Lipschitz in (t,x,v) for all i® =1,...,M° and i = 1,..., M with common Lipschitz
constant L.

Proposition 3. Under Hypothesis 6 - 8, we have:
(i) For any Lipschitz feedback function ¢ for the representative minor player, the best response ¢°* ()
of the major player exists and is given by:

¢0*(¢)(t7i07$) = do(t,iO,ZE,V(;](t,-,:E)) (9)

where &° is the minimizer defined in Hypothesis 7 and V¢9 is the value function of the magjor player’s
optimization problem.

(ii) For any Lipschitz feedback function ¢° for the magjor player and ¢ for the other minor players,
the best response ¢*(¢°, @) of the representative minor player exists and is given by:

¢*(¢0’ (b)(t? i, 1'07 IL') = é‘(t7 i, 1'07 Z, V(j)o,qb(t? R IL')) (10)

where & is the minimizer defined in Hypothesis 8 and Vo 4 is the value function of representative minor
player’s optimization problem.

Proof. Consider the expected total cost JgO*( )0 of the major player when all the minor players
use the feedback function ¢ and the major player uses the strategy given by the feedback function
#"*(¢) defined by (9). Also consider Vq? the value function of the major player’s optimization problem.
By definition of ¢**(¢) and the PDE (4), we see that Vd? is a viscosity solution of the PDE (7) with

17



#° = ¢%(¢) and ¢ = ¢ in Proposition 2. To be able to use the comparison principle, we need to
show that ¢ = ¢%*(¢) and ¢ are Lipschitz. Indeed the Lipschitz property follows from Hypothesis 7
and Corollary 1 (see Section 8). Now since JgO* (@) is another viscosity solution for the same PDE, we

conclude that Jg()*( 66 = Vd>0 = inf 40540 Jgo 4 and hence the optimality of ¢%*(¢). Likewise we can show
that ¢*(¢°, ¢) is the best response of the representative minor player. O

In order to show that the Nash Equilibrium is actually given by a couple of Lipschitz feedback functions,
we need an additional assumption on the regularity of value functions.

Hypothesis 9. There exists two constants Lyo, Ly, such that for all Lyo-Lipschitz feedback function @°
and Ly-Lipschitz feedback function ¢, Vd? is (Lyo/Loo — 1)-Lipschitz and Vyo 4 is (Ly/La — 1)-Lipschitz.

The above assumption holds, for example, when the horizon of the game is sufficiently small. We shall
provide more details (see Remark 2 below) after we reveal important connections between finite player
games and mean field games in Section 8. We now state and prove existence of Nash equilibrium.

Theorem 6. Under Hypothesis 6 - 9, there exists a Nash equilibrium in the sense that there exists
Lipschitz feedback functions ¢° and ¢ such that:

[6°, 6] = (6% (), &*(8°, 6.
Proof. We apply Schauder’s fixed point theorem. To this end, we need to: (i) specify a Banach space V
containing the admissible feedback functions (¢°, ¢) as elements, and a relatively compact convex subset
K of V; (ii) show that the mapping R : [¢°, ¢] — [#°*(¢), ¢* (4", ¢)] is continuous and leaves K invariant
(i,e. R(K) C K).

(i) Define C° as the collection of Ag - valued functions ¢ on [0, 7] x {1,..., M°} x P such that (t,x) x
#°(t,i°, ) is continuous for all i°, C as the collection of A - valued functions ¢ on [0, 7] x {1,..., M} x
{1,...,M°} x P such that (¢t,7) x ¢(t,i,i°,2) is continuous for all 7,3, and set V := C” x C. For all
(¢°,¢) € V, we define the norm:

1%, 9l :ZmaX{ sup |¢%(t,¢%x)|,  sup |¢(t,i,i0,w)l}-

i9,t€[0,T],z€P 1,i9,t€[0,T],zeP

It is easy to check that (V.|| - ||) is a Banach space. Next, we define K as the collection of elements in V
such that the mappings (t,2) — ¢%(¢,i’, z) are LO—Lipschitz and (¢,z) — ¢(t,4,i°, x) are L—Lipschitz
n (t,z) forall i® = 1,...,M°% and i = 1,..., M, where L, L are specified in Hypothesis 9. Clearly K
is convex. Now consider the family (¢°(-,i%,)) g0 #)ex of functions defined on [0,7] x P. Thanks to
the Lipschitz property, we see immediately that the family is equicontinuous and pointwise bounded.
Therefore by Arzela-Ascoli theorem, the family is compact with respect to the uniform norm. Repeating
this argument for all 4,i” we see that K is compact under the norm | - ||. Moreover, thanks to Hypothesis
7 -9, we obtain easily that K is stable by R.

(ii) It remains to show that R is a continuous mapping. We use the following lemma:

Lemma 3. Let (¢, ¢,,) be a sequence in K converging to (¢°,¢) in || - ||, and denote by V.2 and V,, the
value functions of the major and representative minor players associated with (¢O,é,). Then V) and V;,
converge uniformly to VO and V respectively where VO and V' are the value functions of the major player
and the representative minor player associated with (¢°, ).
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The proof of the lemma uses standard arguments from the theory of viscosity solutions. We give it in
the Appendix. Now the continuity of the mapping R follows readily from Lemma 3, Proposition 3 and
Hypothesis 7 & 8. This completes the proof. []

7 The Master Equation and the Verification Argument for Nash Equi-
libria

If a Nash equilibrium exists and is given by feedback functions QASO for the major player and (JAS for the

minor players, these functions should also be equal to the respective minimizers of the Hamiltonians in

the HJB equations of the optimization problems. This informal remark leads to a system of coupled

PDEs with terminal conditions specified at ¢ = T', which we expect to hold if the equilibrium exists. Now

the natural question to ask is: if this system of PDEs has a solution, does this solution provide a Nash
equilibrium? The following result provides a verification argument:

Theorem 7. (Verification Argument) Assume that there exists two function ¢° : [0, T]x {1... , MOy xP >
(t,i% x) = ¢°(t,i%, 2) €R and ¢ : [0,T] x {1,..., M} x {1,...,M°} x P > (t,i,i°,2) — ¢(t,i,i%,2) € R
such that the system of PDEs in (v°,v):
0=[G3, ;0°U(t, % 2) + (1,1, 8°(t,i°, 2), 2)
(T, w) = (10 x),  (%a) {1, M} x P
0=[Ggo 4 501(t5,% @) + f(t,3,6(t, 1,8, )i, ¢°(t,i°, ), x)
o(T,i,1°,2) = g(i,i°, ), (i,i9,x) € {1,..., M} x {1,...,M°} x P

admits a classical solution (V°,V) (i.e. the solution are C* int and ). Assume in addition that:

¢°(t,i%, ) = a°(t,i%, 2, VO(t, -, x))

. 12
o(t,i,i°, ) = a(t,i,i,x, V(t,-, -, x)) (12)

Then ¢° and ¢ form a Nash equilibrium and VO(O,XS,,uO) and V(O,Xo,Xg,,uo) are the equilibrium
expected costs of the major and minor players.

Proof. We show that (éo = q’)O*((ﬁ) and ¢ = ¢*(g§0, qg) Notice first that ¢° and ¢ are Lipschitz strategies

due to the regularity of V°, V and Hypothesis 7-8.
Consider the major player optimization problem where we let ¢ = ¢ and denote by Vdg the corre-

sponding value function. Then since V? is a classical solution to (11) and because of (12), we deduce that
VY is a viscosity solution to the HJB equation (4) associated with the value function Vq? . By uniqueness

of the viscosity solution, we conclude that Vo= V(f.

On the other hand, if we denote by JY . the expected cost function of the major player when it uses

0

7¢)

the feedback function ¢° and all the minor players use strategy ¢, then the fact that V° is a classical
solution to (11) implies that V' is also a viscosity solution. Then by Proposition 2 we have J(go 3= Vo
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and therefore J v 04 = V0 inf 040 J . This means that (bo is the best response of the major player

to the minor players usmg feedback functlon qﬁ

For the optimization problem of the representative minor player, we use the same argument based on
the uniqueness of solution of PDE to obtain .J- 044 =V =V, P = inf J 366 This implies that qﬁ is
the representative player s best response to the major player using feedback function qbo and the rest of
the minor players using (b We conclude that QSO and (b form the desired fixed point for the best response

map. ]

&b

It is important to keep in mind that the above verification argument of the Master equation does not
speak to the problem of existence of Nash equilibria. However, it provides a convenient way to compute
numerically the equilibrium via the solution of a coupled system of first-order PDEs.

8 Propagation of Chaos and Approximate Nash Equilibria

In this section we show that in the (N + 1)-player game (see description in Section 2), when the major
player and each minor player apply the respective equilibrium strategy in the mean field game, the system
is in an approximate Nash equilibrium. To uncover this link, we first revisit the (N + 1)-player game. We
show that for a certain strategy profile, the expected cost of individual player in the finite player game
converges to that of the mean field game. Our argument is largely similar to the one used in proving the
convergence of numerical scheme for viscosity solutions. One crucial intermediate result we use here is
the gradient estimate for the value functions of the (N + 1)-player game. Similar results were proved in
[10] for discrete state mean field game without major player. As a biproduct of the proof, we can also
conclude that the value function of the mean field game is Lipschitz in the measure argument. In the
rest of the section, we assume that Hypothesis 6 is in force.

8.1 Back to the (N + 1)-Player Game

In this section, we focus on the game with a major player and N minor players. We show that both
the expected costs of individual players and the value functions of the players’ optimization problems
can be characterized by coupled systems of ODEs, and their gradients are bounded by some constant
independent of N. Such a gradient estimate will be crucial in establishing results on propagation of chaos,
as well as the regularity of the value functions for the limiting mean field game.

We start from the major player’s optimization problem. Consider a strategy profile where the major
player chooses a Lipschitz feedback function ¢° and all the N minor players choose the same Lipschitz
feedback function ¢. Recall that the process comprising the major player’s state and the empirical
distirbution of the states of the minor players, say (Xl? ’N, plV), is a finite-state Markov process in the
space {1,..., M} x PN, where PN := {%(ki,... . kn—1)| >, ki < N, k; € N}. Its infinitesimal generator
ngj’\; was given by (1). The expected cost to the major player is given by:

0.N (4 0 0,N oO,N _ .
Tyt —E[/ Foo(s, XN ud)ds + ¢ (Xp™ )| X =i u = w
and the value function of the major player’s optimization problem by:
ON /. -0 - ;
Ve (t i x) == aoéggeAO J¢O’¢(t 0, x).
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Despite the notation, JO(’)A;) can be viewed as a function defined on [0,7] with values given by vectors

indexed by (i°, ). The following result shows that Jgo A is characterized by a coupled system of ODEs.

Proposition 4. Let ¢° € LY and ¢ € L, then Jg(’f\; is the unique classical solution of the system of ODFEs:

0=0(t,i ) + fot,i%x)+ > (0t % 2) = 0(t,,2))q)(t,i°, °, x)
30,5940

+ ) (O + A€id) — 0(t, i, ) Nwiggo 4(t, i, 5, x) (13)

Proof. The existence and uniqueness of the solution to (13) is an easy consequence of the Lipschitz
property of the functions f°, ¢, ¢", #°, ¢ and Cauchy-Lipschitz Theorem. The fact that J% O 8 is a solution
to (13) follows from Dynkin formula. O

We state without proof the similar result for VBO AN

Proposition 5. If Hypotheses 6 - 8 hold and ¢ is a Lipschitz strategy, then Vd?’N 1s the unique classical
solution of the system of ODFEs:

0=0(t,2)+ inf {2, 2)+ D (0t 4% 2) —0(t,i 2))g"(t,i°,5°, 0%, 2)}

O 0
€A o -
JO,j0F#°

1
+ Z Nelj) - 9(t7i07x))N$iq(t7i7j7 ¢(t7i7i07x)7i07$) (14)
(6,3),574
0=0(tiz) — " (i, x)

The following estimates for J ¢O o and V N will play a crucial role in proving convergence to the
solution of the mean field game. Their proofs are postponed to the appendix.

Proposition 6. For all Lipschitz strategies ¢°, ¢, there exists a constant L only depending on T and
the Lipschitz constants and bounds of ¢°,¢,q",q, f°,¢° such that for all N > 0, (¢,i° 2) € [0,T] x
{1,..., M} x PN and j,k € {1,--- ,M},j # k, we have:

1
0,N -0 0,N . 0,N .
I8 2)] < 19 oo+ TS loes and TN (4,10, + esp) — (1,10, 2)] <

==

Proposition 7. For each Lipschitz feedback function ¢ with Lipschitz constant Ly, there exists constants
Cy, C1,Co,Cs,Cy > 0 only depending on M°, M, the Lipschitz constants and bounds of ¢°, q, f°, ¢°, such
that for all N >0, (t,i%,z) € [0,7] x {1,...,M°} x PN and j,k € {1,--- ,M},j # k, we have:

1 Co + C1T + CoT?
VIV, 4 ) = VN (810, 0)) < ORI

N < N xp[(C3 + CyLy)T).
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We now turn to the problem of the representative minor player. We consider a strategy profile where
the major player uses a feedback function ¢°, the first (N — 1) minor players use a feedback function ¢
and the remaining (de facto the representative) minor player uses the feedback function g¢. We recall
that (XN, X} N pdY) is a Markov process with infinitesimal generator gﬁ) .0 defined as in (3). We are
interested in the representative minor player’s expected cost: o

T
- 0,N . vON _ .
Jé\é7¢7¢¢(t,z,zo,a:) ::E[/t f¢o7¢¢(s,Xév,Xg’N,uév)ds+g(X%V,XT | XN =i, x)N =0 N =2

as well as the value function of the representative minor player’s optimization problem:

Vé(\)f’d)(t,i,io,:n) = sup Jé)\&%m(t,i,io,:n).
a>ppeEN

In full analogy with propositions 6 and 7, we state the following results without proof.

Proposition 8. For all Lipschitz feedback functions ¢° and ¢, there exists a constant L only depending
on T and the Lipschitz constants and bounds of ¢°, ¢,66,q",q, f,g such that for all N > 0, (t,i,z) €
0,7] x {1,..., M} x PN and j, k € {1,--- ,M},j # k, we have:

2l

. . 1 .
8 (151, 2)] < oo + Tl flloes amd T35 (1 1%, 2+ pegn) = I35 4 o118 2)] <

Proposition 9. There exist constants Do, D1, Do, D3, Dy, D5 > 0 depending only on M°, M, the Lip-
schitz constants and bounds of ¢°,q, f,q such that for all Lipschitz feedback functions ¢° and ¢ with
Lipschitz constants Lgo and Ly respectively, and for all N > 0, (t,i% ) € [0,T] x {1,...,M°} x PN and
Jke{l,--- M}, j #k, we have:

Do + DiT + DyT? + D3LyT
N

0N/, « - 1 0N/, o -
|V¢O’¢(7§,Z,ZO,$ + _ejk) - V¢O7¢(t7zazoa$)| é

N exp[(Dy4 + D5L¢))T].

8.2 Propagation of Chaos

We now prove two important limiting results. They are related to the propagation of chaos in the sense
that they identify the limiting behavior of an individual when interacting with the mean field. First,
we prove uniform convergence of the value functions of the individual players’ optimization problems.
Combined with the gradient estimates proven in the previous subsection, this establishes the Lipschitz
property of the value functions in the mean field limit. Second, we prove that the expected costs of the
individual players in the (N + 1) - player game converge to their mean field limits at the rate N —1/2
This will help us show that the Nash equilibrium of the mean field game provides approximative Nash
equilibria for the finite player games.

Theorem 8. For all Lipschitz strategy ¢°, ¢, we have:

sup ]V(z?(t,z'o,a:) — V(f’N(t,z'O,a:)] —0, N— +o00 (15)
t,i0,z
sup Vo 4(t,,i%,2) = Vi 4 (t,4,i,2)] =0, N — 400 (16)

t,i,i0,x
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Proof. We only provide a proof for (15) as (16) can be shown in the exact the same way.

(i) Fix a Lipschitz strategy ¢ for the minor players. To simplify the notation, we set vy := Vd? N Notice
that (¢,410, ) — vn(t,4°, ) is only defined on [0, 7] x {1,..., M} x PN, so our first step is to extend the
domain of vV (¢,4%, 2) to [0, T] x {1,..., M%} x P. This can be done by considering the linear interpolation
of vV, More specifically, for any = € P, we denote xj,k = 1,...,2M~1 the 2M~1 closest neighbors of z
in the set PY. There exists oy, k = 1,...,2M~1 positive constants such that x = Zii{l agrp. We then
define the extension, still denoted as vy, to be vV (¢,i%, z) := Zii? apun(t,i%, zp). Tt is straightforward
to verify that vy is continuous in (t,), Lipschitz in 2 uniformly in (¢,4%), and C' in t. Using the
boundedness and Lipschitz property of vx, f2,¢%, ¢, ¢, we obtain a straight forward estimation:

~ = ‘UN(t,ZO,$) + Inf {fo(t7207a07$) + E (UN(t7]07x) _UN(t7Zoyx))qo(tyzoyjoya()’x)}
ale A0

N
J0,j0F#i0 (17)
1
+ Z (UN(t7 io) T+ Nelj) - UN(tv io) x))N$Zq(t7 ivj) qb(t? iv io) 33‘), iov $)‘
(i7j)7j#i
L ) .
N > |’L)N(7f,20,l‘) _QO(ZO’$)| (18)

where the constant L only depends on the bounds and Lipschitz constants of f°,¢", ¢ and ¢.

(ii) Now let us denote o(t,i%, x) := limsup* vy (¢,i", x) and vy (t,i0, z) := liminf, vn(¢,i°, ), see Section
9.3 for definitions of the operators lim sup* and liminf,. We show that v and v are viscosity subsolution
and viscosity supersolution of the HJB equation (4) of the major player respectively. Recall that we
assume now that ¢ does not depend on «. Then since Vd>0 is also a viscosity solution to (4), the comparison
principle allows us to conclude that o(t,i?,z) = v(t,i®,z) = V¢9 and the uniform convergence follows by
standard arguments.

(iii) It remains to show that ¥ is a viscosity subsolution to the PDE (4). The proof of v being a viscosity
supersolution can be done in exactly the same way. Let 6 be a smooth function and (£,i%,z) € [0,T] x
{1,...,M"} x P be such that (t,z) — 9(t,i®,2) — 0(¢,z) has maximum at (¢,Z) and 9(,°,z) = 0(¢, 7).
Then by Lemma 6.1. in [16], there exists sequences N,, — oo, t, — t, ,, — T such that for each
n, the mapping (t,z) — vy, (t,i,2) — 0(t, ) attains a maximum at t,,z, and &, := v, (tn, %, z,) —
O(tn,xn) — 0. Instead of extracting a subsequence, we may assume that vy, (tn,-, zn) — (r1,...,7370),
where 70 < 0(¢, %, %) and rp0 = v(¢,i%, 7).

Assume that £ = T, then 9(£,i%,7) < ¢°(i°, ) follows easily from (18). Now assume that < T.
Instead of extracting a subsequence, we may assume that ¢,, < T for all n. Then by maximality we have
00 (tn, ) = Opun,, (tn, r). Again by maximality, we have for all 4,5 = 1,...,M,i # j:

. . . 1 .
UNn(tnaZo7xn + Fe’i7j) - 'UNn(tn,’lO,flfn) S e(tn7107xn + Fei,j) - H(trwzoaxn)'
n n

Injecting the above inequalities into the estimation (17) and using the postivity of ¢, we obtain:

—Fgaﬂ(tn,zo,xn)—l— inf {fo(tnazoya()’xn)"i' Z (UNn(tn7]07$n)_UNn(tn7Zoyxn))qo(tny207307a07xn)

aVe A
" 59,5044

+ Z (H(tny 207 T + Feij) - H(tna ZO; xn))Nn(xn)ZQ(tna 1,7, (b(tna 2, 207 -Z'n), 207 xn)
(i.3),5#i "
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Taking limit in n we obtain:

0 < 8,0(t,i°, ) mf {fo(t i%,a°, 7) + Z (rjo — r0)g°(%,3%,5°, 0%, %)}
0 j0£i0
+ Z (HJ#MamJQ(Ea %-01',3) - tyéMamgg(t i° :1?} m'&Q(t i, 7, (b(t ) i 1$)
(1,5).d#1

Now since ¢° is positive and rj0 < 9(%, j°, Z) for all j° # i and r;0 = 9(¢,1°, Z) we have:

mf {fo(t i%,a% 7) + Z (rj0 —7r0)¢°(L,3,5°,a°, 2)}

39,3940
< inf {f°£i%a%2)+ Y (ov(£5°,3) —ov(t,i°, %))’ i% 5% a°, 2)}.
aleAl P
39,3940
The desired inequality for viscosity subsolution follows immediately. This completes the proof. O

As an immediate consequence of the uniform convergence and the gradient estimates for the value func-
tions V£ ' and V 30,5 We have:

Corollary 1. Under hypotheses 6-8, for all Lipschitz feedback functions ¢° and ¢ with Lipschitz constants
Lyo and L¢ respectively, the value functions VQ? and V£0,¢ are Lipschitz in (t,z). More specifically, there
erist strictly positive constants B, Ci,i = 0,...,4, D;,;i = 0,...,5 that only depend on the bounds and
Lipschitz constants of f, f°,4°,g,q,q° such that

|V£(t,é0, x) — Vg(s,éD?yH <B|t — s| 4+ (Cp + C1T + CoT?) exp((C3 + CuLy)T)||z — (19)
[Vigo.4(t,,3°, ) — Vigo ¢(s,,3°,y)| <B|t — s| + (Do + D1T + D2T? + D3L40T) exp((Ds + D5Lg)T)||z — y]|.
(20)

Proof. The Lipschitz property in z is an immediate consequence of Theorem 8, Proposition 7 and
Proposition 9. To prove the Lipschitz property on ¢, we remark that for each N, VQ? N and V¢0 & ar
Lipschitz in ¢, uniformly in N. Indeed Vq? N is a classical solution of the system (14) of ODEs. Then it is

clear that %V£ N is bounded by the bounds of f°, % ¢°, q. We deduce that Vq? Mg Lipschitz in ¢ with a
Lipschitz constant that only depends on M, M° and the bounds of f°, 4%, ¢°, q. By convergence of V£ N

¥
we conclude that V£ is also Lipschitz in ¢ and shares the Lipschitz constant of V£ ‘N The same argument
applies to Vo 4. O

Remark 2. From Corollary 1, we see that Hypothesis 9 holds when T is sufficiently small. Indeed we
can first choose Lgo > Lo(1+max{B,Co}) and Ly > Lp(1+max{B, Do}) and then choose T sufficiently
small, so that the Lipschitz constant of Vq? is smaller than (Lgo/Lq — 1) and the Lipschitz constant of
V40 4 is smaller than (Lg/Ly — 1).

We now state our second result on the propagation of chaos: the expected cost of an individual player
in the (N + 1)-player game converges to the expected cost in the mean field game at a rate of N~1/2.
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Theorem 9. There exists a constant L depending only on T and the Lipschitz constants of ¢°, ¢, ¢¢,
£, 9 g, ¢°, ¢ and ¢° such that for all N >0, t<T,zePN,i=1,....M andi®=1,..., M°, we have

TS (8,10, @) = J5 (1,1, 2)] <L/VN
50 g0 (818 2) = Jg0 .00(t, 4,1, 2)| <L/VN.

Our proof is based on standard techniques from the convergence rate analysis of numerical schemes
for viscosity solutions of PDEs, c.f. [3] and [1] for example. The key step of the proof is the construction
of a smooth subsolution and a smooth supersolution of the PDEs (7) and (8) that characterizing Jgo p

and JY, .00 respectively. See Proposition 2. We construct these solutions by mollifying an extended

version of J Og)N. Then we derive the bound by using the comparison principle. In the following we detail
the proof for the convergence rate of the major player’s expected cost. The case of the generic minor
player can be dealt with in exactly the same way.

Since J 0(’)]’\(;(15, i,x) is only defined for € P, in order to mollify .J 0{)]’\(;, we need to first construct an

extension of JO(’)N defined for all x € O for an open set O containing P. To this end, we consider the
following system of ODE:

0=0(t,i%a) + fOt,i%,0°(t, %, 2),2) + D (0(t, 5%, 2) — 0(t,8°, 2)@(t,4°, %, 6°(¢,1°, x), @)
jO’jO;AiO

+ Z 0t x + ie,-j) — 0(t,i°, 2))N max{z;, 0YG(t, 1, j, o(t,,i°, z),i°, ¢° (¢, x), )

e~ N
(i:),37i
0= H(Tv i07$) - go(i()’x)

Here ¢°, &, f9, §° and §° are respectively extensions of ¢°, ¢, f°, ¢° and ¢° from z € P to z € RV-1,
which are Lipschitz in x. The following is proved using the same arguments as for Proposition 4.

Lemma 4. The system (13) of ODEs admits a unique solution v defined in [0, T]x {1,..., M°} xRM~1,
Moreover we have:

(i) vN(t,i°, x) is Lipschitz in x uniformly in t and i® and the Lipschitz constant only depends on T and
the Lipschitz constants of ¢°, ¢,1°, ¢°, ¢°.

(ii) vV (t,i0, ) = Jg(’){\;(t,io,x) for all x € PN.

To construct smooth super and sub solutions, we use a family of mollifiers p. defined by pc(z) :=
p(x/e)/ eV=1, where p is a smooth and positive function with compact support in the unit ball of R™~! and
satisfying [pa—1 p(z)de = 1. For € > 0, we define v2 as the mollification of v™¥ on [0, T]x {1,..., M} x P:

U;N(t,io,:n) = / UN(t,iO,:E —Y)pe(y)dy.
yeR]Wfl

Using the Lipschitz property of ¢°, ¢, f9, ¢°, ¢° and straightforward estimates on the mollifier p., we
obtain the following properties on vgv .

Lemma 5. fuév is C> in x and C' int. Moreover, there exists a constant C that depends only on T and
the Lipschitz constants of ¢°, &, f9, ¢° and ¢° such that for all i®=1,...,M°, i=1,..., M, t<T and
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x,y € P, the following estimations hold:

Le > [[6%"0M)(t 10, 2) + £t 0, (2,0, ), ) (21)
Le > [oN(T,i, x) — ¢°(°,x))| (22)
L
7”‘,17 - y” > |8xi’UéN(t,Z'0,:E) - 8%U£V(tvi07y)|' (23)
€

We are now ready to prove Theorem 9. We construct viscosity super and sub solutions by adjusting
v with a linear function on ¢. Then the comparison principle allows us to conclude.
Proof. (of Theorem 9) We denote by L a generic constant that only depends on 7" and the Lipschitz

constants of ¢¥, ¢,f°, ¢° and ¢°. Using (21), (22) and (23) in Lemma 5, we obtain:

) 2 116% 4216, 2,2) + 1,10, 601, 2), )

Le > |,U£V(T7 i07$) _go(i07x)|‘

L(e+

Next we define:

1
ol (t,i0, ) == oM (t,4%, z) £ [L(e + m)(T —t)+ Le].
N

Since v and vf are smooth, the above estimation immediately implies that v?¥ and vf are viscosity
sub and super solutions of the PDE (7) respectively. By Proposition 2, Jgo & is a continuous viscosity

solution to the PDE (7). Then by the comparison principle we have N < J£07 é < vf , which implies:

. . 1
|’U£V(tvzoa$) - ']207(;5(75720733” < L(E + m)(T - t) + Le

Now using the property of the mollifier and Lemma 4, we have for all t < T, =1,...,M% and z € PV:

Wl (t,i%, x) — Jg(’)]\;(t,io,x)\ =[Nt x) — N (t,i",2)| < Le.

The desired results follow by combining the above inequalities and choosing ¢ = 1/v/N. O

8.3 Approximative Nash Equilibria

The following is an immediate consequence of the above propagation of chaos results.

Theorem 10. Assume that the Mean Field Game attains Nash equilibrium when the major player chooses
a Lipschitz strateqy & and all the minor players choose a Lipschitz strategy B. Denote Lg the Lipschitz
constant for & and ﬁ . Then for any L > Ly, (&, ﬁ) is an approximative Nash equilibrium within all the
L— Lipschitz strategies. More specifically, there exist constants C > 0 and Ny € N depending on Lo such
that for all N > Ny, all strategy o for major player and [ for minor player that are L-Lipschitz, we have

J07N(d7/@7"'76) 2 JO7N(a /BAa

) 73)_0/\/N
JN(d7/377B) > JN(&7 A7’

., B,...B)—C/VN



9 Appendix

9.1 Proof of Lemma 2

Recall the dynamic programming operator defined in (5). Let ® be a mapping on [0, T] {1,..., MY} xP
such that ®(-,4%,-) is C' in [0,7] x P and ®(-, 5%, -) is continuous in [0,7] x P for j° # °. We are going
to evaluate the following limit:

1 . . .
}L% E {[ﬁ,t-ﬁ-hq)(t +h,, )](Z 71') - q)(t,l 7‘T)} = }L%Ih

(i) Let us first assume that ®(-,°,-) is C* in [0,7] x P for all j°. Consider a constant control a’, then
by definition of the operator we have:

1 t+h ' .
Ih < E {E |: fo(qu27O‘0nuu)du + (I)(t + thtO—i-hvﬂt-i-h”XtO = Zonu = l‘:| - @(t,lo,l‘)}
t

Using the infinitesimal generator of the process (XU, u1,), the RHS of the above inequality has a limit.
Take the limit and take the infimum over «, we obtain:

limsup Ij, < 9;®(t,i°, z) + inf {fo( ol x) + (1— Z xr) Dp, @ (t,1°, x)q(t, Mk, p(t, M, ", x),i°,a°, x)
h—0 aleAd

k=1 k=1
+ Z 0, @ (1,80, w)aiq(t,4, 4, ¢(t,4,1°, 2),i0, 0% ) + > [®(t, 50, 7) — <I><t,z‘o,x>]q°<z‘°,j0,a°,x)}
7] 1 jO;ﬁiO

On the other hand, for all h > 0, there exists a control gbg such that

t+h
E |: fo(u7 Xga ¢2(U, X37 ,Ltu), ,Ltu)du + q)(t + h7 Xto+h7 ,Ut+h)’X? - 2‘07 H = ‘T:| S 7;,t+hq)(t+h7 "y ))(207 ‘T)—i_h’z
t

This implies:
1 th 0 0 0 0 0 0 -0 -0
Ih > E E ] f (U7Xu7¢h(u7Xu7,ufu)7Mu)du+q)(t+h7Xt+h7,uft+h)‘Xt =i, 0= —q)(t,l 7‘T) —h

Since ®(-, 50, ) is C! for all j, this can be further written using the infinitesimal generator:

1 t+h '
Iz E [ FOlu, X3, o (u, X3 i) ) + 1Glo @1 (ws X0, pr) | XP = i, o = w} —h
t

Taking supremum over the control and applying Dominated Convergence Theorem, we obtain:

M-1
. > .0 0 o -0 0
hzn_igflh_at@(t,z,x) QIEEO{JC( ,x)+ (1 kz_lwk Z@wk<1> Ya(t, M, k,é(t, M,i°, x),i°,a° x)
b3 0000, a0, 0,0%,) + 3 800,80 —<1><t,z'°,:c>]q0<z'0,j°,ao,x>}
7_7 1 jO#Z’O
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This proves the lemma for ® such that ®(-,5°,-) is C* for all j°.

(i) Now take a continuous mapping ® and only assume that ®(-,i%,-) is C!. Applying Weierstrass
approximation theorem, for any e > 0, there exists C! function gb;() on [0,T] x P for all j° # % such that

sup [ ®(t, 0, x) — ¢ (t,2)| <€
(t,x)€[0,T|xP

Define ®¢(t, j°, z) := @50 (t, ) + € for §0 # i and ®¢(¢,i°, 2) := ®(¢,i", x). Then we have ®¢ > ®. By the
monotonicity of the operator 7; ; we have:

1 1
- {[Te4n®(t + hy-, )@, x) — (¢, 3, 2)} > m {[Tescn®(t + by, )], 2) — (¢, 2)} == 1
Now apply the results from step (i), we obtain

limsup Ij,
h—0

< 0,®%(t,i%, z) + inf {fo( cal x) (11— Z T) 0, @(t,1°, ) q(t, M, k, (¢, M,i°, 2),i%, 0", x)

aVe A0

M—1
+ > 0, ®(t i 2)miq(t, i, 4, ¢(t 0,10, 2), i, 00 2) + [0t 50, @) —@E(t,io,x)]q‘)(t,io,jo,ao,@}

M—-1 M
= 0;®(t,i%, 2) + inf {fo(t,io,ao,x)—i—(l— xi) Y Op, ®(t,30 2)q(t, M, k, ¢(t, M,i°,z),i%,a°, x)

aveA? k=1 k=1
M—1
+ Z Or, @(t, 3", x)2iq(t, 4,5, (¢, 4,0, x),i ol x)
ij=1
+ [@<(t, 10, ) — ®(t, 5", 2) + D(t, j°, x) — B(t,i°, 2)]¢"(¢,4°, §°, ao,a:)}
JO£i0
M-1  M-1
< 0,®(t,i°, x) + aére{xo {fo( k) Z 0x,, O (2, Ya(t, M, k, p(t, M,i°, z),i°, o, x)
k=1 k=1
M-1
+ Z Ou, @ (8,4, 2)ziq(t,4, 4, 0(t, 1,1, ), ) + ®(t, 70, x) @(t,io,x)]qo(t,io,jo,ao,a:)}+eL
1,j=1 jo;ézo

The last equality is due to the fact that ¢ is bounded and |®¢(¢, j°, ) — ®(¢, %, )| < e. We can write
a similar inequality for liminf;,_, I;. Then tending € to 0 yields the desired result.

9.2 Proof of Theorem 4

In this section we present the proof of the comparison principle for HJB equation associated with major
player’s optimization problem. The arguments used in this proof can be readily applied to prove unique-
ness of solution to minor player’s HJB equation (6) (c.f. Theorem 5). The same argument can also be
used to prove the uniqueness result for equations (7) and (8) (c.f. Proposition 2).
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Let v and w be respectively viscosity subsolution and supersolution to equation (4). Our objective is
to show v(t,4,2) < w(t,i,z) forall 1 <i < M° x € P and t € [0,T].

(i) Without loss of generality, we may assume that v is a viscosity subsolution of:

0= —n+0d0°(t,z)+ inf {f°<t,z'°,a°,x)+ > Ot 50 x) =0t 2))g (1,10, 50, 00 2)
ale A0 020
M-—1 M-—1
+(1- k) D 008,10, ) q(t, M, K, (¢, M, i°, 2),i%, o x)
k=1 k=1 (24)
M-—1
+ Z 0y, 00 (¢, 10, )iq(t, 4, 4, ¢(t,i,i0,m),i0,a0,x)}, Y(ig, t,z) € {1,...,M°} x [0,T[xP
ij=1

0= %7, 2) - ¢° z), VeeP

where 77 > 0 is a small parameter. Indeed we may consider the function v, (t,,z) := v(t,4,x) — n(T — t).
Then it is easy to see that v, is a viscosity subsolution to the above equation. If we can prove v, < w,
the tending 7 to 0 yields v < w. In the following, we will only consider the subsolution v to equation (24)
and the supersolution w to the equation (4), and try to prove v < w.

(ii) For € > 0 and 1 < i’ < MY, consider the function I';o . defined on [0, T]* x P?:

0

. ) 1 1
Lo (t,s,m,y) ==wv(t,i",x) — w(s,zo,y) — E’t — 3]2 — EHx — sz

where || - || is the euclidian norm on RM"~1_ Since ['jo . is a continuous function on a compact set, it
attains the maximum denote as N;o .. Denote (Z,5,7,7) the maximizer (which obviously depends on ¢
and i, but for simplicity of the notation we suppress the notation). We show that for all 1 <% < M?,
there exists a sequence €, — 0 and the corresponding maximizer (¢, 3, Zn,Jn) such that

(tny By Ty Un) — (£,1,2,2), where (£,2) :=arg  sup  {v(t,i%,z) —w(t,® z)} (25a)
(t,2)€[0,T]x P
1 1
_‘tn_gn‘2+_H£n _gn”2 — 0 (25b)
€n €n
Nijo e — Ny = sup  {o(t,i%,z) —w(t, i, z)} (25¢)
(t,2)€[0,T) x P

Indeed for any (t,z) € [0,T] x P, we have v(t,i%,z) — w(t,i",z) = Ty (t,t,x,2) < Np,. Taking the
supremum we obtain N;o < N;o . and therefore

R 1 _
=5+l = gl* < u(d i 7) — w(s, 1, 5) = N < 2L = N

The last inequality comes from the fact that v and w are bounded on the compact [0,7] x P. It follows
that |t — 52 + ||z — /|> — 0. Now since the sequence (%,35,7,%) (indexed by €) is in the compact, we can
extract a subsequence €, — 0 such that (£,,35,, %y, ) — (f,t,4,2). We have the following inequality:
Fo0 - = 0 = Lo 1.
N; < 'U(tmz 7$n) - w(sn,z yyn) - €_|tn - 3n| - :H$n - ynH = N;o
n n

< 0(l, 1, 20) — W(5n, 10, )

s€n
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Notice that v(t,, 0, Z,)—w(5,,1°, n) — v(t,i0, 2n)—w(t,i°, #,) < N0, we deduce that Nyo = v(t,i°, &,)—
w(t, i, &) Whlch implies (25a). (25b) and (25¢) follows easily by taking the limit in the above inequality.

(iii) Now we prove the comparison principle. Using the notation introduced in step (ii), we need to prove
N;o <0 forall 1< i0 < MY, Assume that there exists 1 < 9 < M9 such that

Njp = sup Njo>0
1<50< M0
We work towards a contradiction. Without loss of generality we assume that Ny > Njo for all j # i.
We then consider the subsequence (e, %, 3ns Zn, Un) — (0,1,%,&,2) with regard to i constructed in step
(i), for which (25a), (25b) and (25c¢) are satisfied. Since v(t, i, %) — w(t,i%, 2) = N;o > 0, we have £ # T
Instead of extracting a subsequence, we may assume that ¢, # T and 5, # T for all n > 0. Moreover for
any j° # i, we have
U(£7j07§j) - ’w(f,jO’j) < Nj < NZ = U(Ev Z'073Aj) - w(ﬂ Z.073Aj)

Since v(ty, 50, Zn) — w(5n, 1%, Un) — v(t, 50, %) — w(t, j°, %), instead of extracting a subsequence, we can
assume that for all j # i® and n > 0,

U(t_najowfn) - w(§n7j07gn) S /U(t_7hio7"in) - w(§n7i07gn) (26)

In the following we suppress the index n for the sequence (e,tn,Sn, Tn,¥n) for sake of simplicity of
notation. By definition of the maximizer, for any (¢,x) € [0,T] x P, we have:

0N o0y Ly o 1 _ 52 < o(F 0 m) R T SR ST
v(t, @, 2) —w(s,i0,9) — —lle =gl = Z|t = 51" < u(t, i, 7) —w(5,0%,9) — T —gl" - |t - 5]

Therefore v(-,i%,-) — ¢ attains maximum at (£, z) where

1 1 _ 2 _ _ 2
o(t,x) == 2”95 —glP* + E\t — 5 oot x) = E(t -5 Vo, z)= E(j — ) (27)
Similarly w(,i",-) — ¢ attains minimum at (3,¥) where
1 1 _ 2, 2
vita) = Lo 2= Lo 82 oG =26-9) Veew=le-n @

Since 5 # T and t # T, the definition of viscosity solution and (27), (28) gives the following inequalities:

M—-1 M—-1
2 - _ 2 _ _
n < _(t_§)+ inf {fo(t7i07a07'x)+(1_ E jk) § :_(fk_gk)q(taM7k7¢(t7M7i07£)72‘07a07j)
€

€ aVe A0

M—
2 _ _ _ _ _
Z —(x; — y] Zq(t77:7j7 ¢(t7i72‘07j)7i07a07£) + [’U(t,jo,.ii') - U(t7ioux)]qo(t7i07j07a07x)}
: € jO;AiO
9 M—1 M-1 9
02 _(t_§)+ inf {fo( 7 07g)+(1_ gk) —($k—yk)Q(S,M,k,¢(S,M,ZO,y), 07 7y)
€ ale A0 €
k=1 k=1
ey
Z 20y = (5,00 0(5,0. %90, %% 5) + X [0, 0%0) 0l IS ) |
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Substracting the above two inequalities, we obtain:
O<n<hL+1L+1I3 (29)

where the three terms I1, Is and I3 will be dealt with in the following. For I; we have:

Il = sup {fo(ﬂiova(])j)_f0(§7i07a07g)}
ale A0
+ sup { Z [U(Evjoyj) - ,U(f’ ioyi‘)]qo(ﬂ i07j07a07j) - Z [w(gvjoyg) - ’LU(§, Z'O’g)]qO(g’ ioajoyaoyg)}
ale A0 JO£i0 0250
#i JO#i
< sup {fO(%4", % ) — 25,4, 0, )}
alVe A0

+ osup { D ot 50, 7) — vt 2)](¢° (£, 1%, a", 7) — ¢°(5,1%, 3%, 0", 7))}
O!OEAO -0 -0
J0#

+ sup { E [U(Evjoyj) _w('§7joag) —U(E,’L'O,

7) +w(5,i,9)¢°(5,4% 5, 0%, 7)}
CYOEAO jo#io

IN

L(|t = 8| + [|z = yll) + 2CL(Jt — 5] + [z — g]l) + 0

In the last inequality we use (26) and the fact that ¢%(5,i, 5% a®,4) > 0 for j° # i%. We also use the
Lipschitz property of 9 and ¢". Now in light of (25a), we obtain I; — 0 as € — 0. Now turning to Io:

M-—1

2 e T . . N e 0 _

I2 = iugo{ E E(x] _yj) [xiq(t717]7¢(t Z ZO $) Zo7a07gj) —yiq(s,z,j,¢(s,z,zo,y),zo,a0,y)] }
areAn L =1

IN

M-1
2, _ _ B _
sup { Z _‘(‘r] _y])( yl) (t7Za,]7¢(t717107x)7107a07x)’}
ale A0 i,j:le

M-1
2_ . _ e . _ I S _
+ %upo{ E E\yi(xj—yj)(q(t,z,],(b(t,z,zo,ao,x),zo,ao,x)—q(s,z,j,gb(s,z,zo,y),zo,ao,y))]}
aleA i,jzl

M—l2 M—l2
< 3 2l - gls - B+ Y 213 - UL - D(E - 51+ 17 - )
j=1

ij=1

where in the last inequality we used the Lipschitz property of ¢ and ¢ uniformly in «, as well as the
boundedness of the function ¢. It follows that Iy < CL(|t — 5> + ||z — g[|*) and by (25b) we see that
Is — 0 as € — 0. Finally we deal with I3, which is defined by:

M—1 M-1

_ 2 _ _ 0 -\ . _

I3 := sup {(1— Z Tr) Z (@ — gr)q(t, Mk, ¢(t, M,i°,7),i°, o, %)

afeA? k=1 =1 €

M—1 M 12

E$k_yk SM]{?@(SM’L,:U) ) 07@)}
k:l k:l

Using a similar estimation as for I, we obtain I3 < C1(| — 5% + ||z — g[|*). Therefore by tending € to 0
in the inequality (29), we obtain a contradiction. This completes the proof.
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9.3 Proof of Lemma 3

The main tool we use for the proof is the theory of limit operation on viscosity solution. We refer the
reader to [16] for an introductory presentation of limit operation on viscosity solution to non-linear second
order PDE. Here we adapt the results established therein to the case of coupled system of non-linear first
order PDE, which is the HJB equation we are interested in throughout the paper. Let O be some locally
compact subset of R? and (F},),>0 be a sequence of functions defined on {1,..., M} x O. We define the
limit operator limsup® and liminf, as follow:

limsup*F,(i,x) ;==  lim Osup{Fk(i,y)U{: >n,|ly — x| <€}

n——400,e—
liminf,F,(i,x2) :==  lim Oinf{Fk(i,y)U{: >n,|ly — x| <€}

n——400,e—

Intuitively, we expect that the limit of a sequence of viscosity solutions solves the limiting PDE. It turns
out that this is the proper definition of the limit operation, as is stated in the following lemma:

Lemma 6. Let O be a locally compact subset of RY, (un)n>0 be a sequence of continuous functions defined
on {1,...,M}x O and H, be a sequence of functions defined on {1,..., M} x [0,T] x O x RM x R?, such
that for each n, w, is viscosity solutions to the system of PDEs H,,(i,t,x,u, Ou(-,1,-), Vu(-,4,-)) = 0,V1 <
i < M, in the sense of Definition 1. Assume that for each i,x,d,p, the mapping v — H(i,t,z,u,d,p) is
non-decreasing in the j-th component of u, for all j #i. Then u* := limsup® u,, (resp. uy := liminf, u,)
is wviscosity subsolution (resp. supersolution) to H*(i,t,x,u, yu(i,-), Vu(i,)) = 0,v1 < i < M (resp.
H,(i,t,x,u, Opu(-, - 4,-), Vu(-,-i,-) =0,V1 <i < M).

The proof requires the definition of viscosity subsolution and supersolution based on the notion of
first-order subjet and superjet (see definition 2.2 in [16]). Let u be a continuous function defined on
[0, 7] x{1,...,M} x O, we define the first order superjet of u on (¢,i,z) to be:

T ultyi ) = {(d,p) € RxR? : u(s,i,y) < u(t,i,x)+d(s—t)+(y—z)p+o(|t—s|+|y—z]), (s,y) = (t,2)}

Then w is a viscosity subsolution (resp. supersolution) to the system H (i, t,z,u, pu(i, ), Vu(i,-)) = 0 if

only if for all (i,t,2z) and (d,p) € JTu(t,i,x) (resp. (d,p) € T u(t,i,x)), we have H(i,t,z,u,d,p) > 0

(vesp. H(i,t,z,u,d,p) <0).

Proof. Fix (¢,i,2) € [0,T] x {1,...,M} x O and let (d,p) € T Tu*(t,i,x). We want to show that:
H*(iat>x>U*(t> '7$)>d7p) > 0

where u*(t, -, x) represents the M —dimensional vector [u*(t,k,z)]i<kx<p. By lemma 6.1., there exists a
sequence n; — +00, x; € O, (dj, pj) € T un,(t;,i,2;) such that:

(tjv$j>un](tjvzax])adjvpj) - (t,x,u*(t,i,aj),d,p), ] — +00
Since wu,, is viscosity subsolution to H,, = 0, we have
Hnj(i7tj7xj7unj(tj7 J‘T])7d]7p]) > 0
Now let us denote

Sne(ty b, m) := sup{u;(s, k,y), max(|s — i, [ly — z]|) < €,j = n}
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Then we have u*(t,i, ) = limy, s 400,c0 Sp (t,4, ). Fix § > 0, then there exists €’ > 0 and N° > 0 such
that for all € < €© and j> NO, we have

S, et k) —u*(t k,z)| <6, VE#1i
Moreover, there exists N > 0 such that for all j > N,
(5,2, un, (8., 25), dj, py) — (2, (td ), dop)|| < S A€
Then for any j > NV N, we have ||(t;,z;) — (t,2)|| < ¢, and by definition of S, we deduce that
U, (tj, k,25) < ij,eo (t,k,x) for all k # 4. By the monotonicity property of Hy, we have:
Hnj(i,tj,xj,S;L‘j7eo(t,1,:17),. . Sn E0( =1, @), un, (t,4,;), Sn E0(75 i+1,2),... " E0(75 M, x),d;,pj) >0

Now in the above inequality, all the arguments of H,; except i is located in a ball of radius § centered
on the point (¢,z,u*(t,-, x),d,p). We have thus

SH(;(zta;u( ,x),d,p) >0
where we have defined:
S,Z(;(i,t,a;,u, d,p) = sup{H,(i,s,y,v,e,q),|(s,y,v,e,q) — (t,z,u,d,p)|| <€ j>n}
We have just proved that for any & > 0, there exists M > 0 such that for any 7 > M, we have
SH_ﬁ(i,t,a:,u*(t, x),d,p) > 0. Since we have

5

H*(i,t,x, ,u*(t,-,x),d,p) = lim Sn(;(zta:u( ,x),d,p)

n—+00,e—0

We deduce that H*(i,t, z, ,u*(t,-,x),d,p) > 0. L]

Now going back to the proof of Lemma 3, we consider a converging sequence of elements (¢2, ¢,) —
(¢°,¢) in K, where we have defined K to be the collection of major and minor player’s controls (¢, ¢)
that are L—Lipschitz in (t,2). We denote V.0 (resp. V9) the value function of major player’s control
problem associated with the controls ¢, (resp. ¢). We also use the notation V% := limsup V)Y and
VY = liminf V2. For all n > 0, we define the operator H,,:

Hg(i07t7$7uad7p) = d+ inf {fo( Oé :E) + Z (Ujo _uio)qo(t7 0 Jo7a07gj)

aleAO 00
M M-1 M-1
+ (1 - Z:Ek) Z ka(t7M7 k, qbn(t)MviOv:E))i + Z plﬂjkq t k,l qbn(t k, Z ) i07a07$)}7 it t<T
k=1 k=1 k=1

HS(’L'O,T,ZE,’LL, d7p) = go(i()’x) — U

Then V! is viscosity solution to the equation HO = 0. It is clear to see that the operator HY satisfies the
monotonicity condition in Lemma 6. To evaluate H%* := limsup H? and H? := liminf Hg, we remark
that for each 1 <4 < M, the sequence of functions (¢, x,u, d, p) — Hn( ,t,x,u,d,p) is equicontinuous.
Indeed, this is due to the fact that the sequence ¢,, is equicontinuous and the function ¢ is Lipschitz.
Therefore H%* and H? are simply the limit in the pointwise sense when ¢ < 7. When ¢ = T, the boundary

condition needs to be taken into account. The following computation is straightforward to verify:
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Lemma 7. Define the operator H® as:

HO(ZO’ta:Eaua d7p) = d+ inf {fo(t7i07a07$) + Z (ujo _uio)qo(t7i07j07a07x)

0 A0
aleA J0£70

M-1 M-1
preq(t, M, k, ¢(t, M, ° )+ Z mxrq(t, k. 1 ot k, i, ), Z'O,ozo,:n)}, Vie<T
k=1 k=1 k=1

Then we have:

HY" (0 t,2,u,d,p) = Hox(i°, t, z,u,d,p) = H*(i°,t,z,u,d,p), if t<T
H™ (0, T, z,u,d, p) = max{(¢°(i°, z) — up), H**(i°t,z,u,d,p)}
H*(Z ,T,x,u,d,p) = min{(go(i()’x) —’LLZ'O) HO*( b, u, d p)}

From the proof of Theorem 3, we see immediately that V' is a viscosity subsolution (resp. superso-
lution) of H** = 0 (resp. H? = 0). By Lemma 7, V% (resp. V,?) is a viscosity subsolution of H** = 0
(resp. supersolution of HY = 0). Indeed, following exactly the proof of Theorem 4, we can show that a
viscosity supersolution of HY = 0 is greater than a viscosity subsolution of H%* = 0. By definition of
limsup and liminf, we have V0* > V*O. It follows that V9 < V*O < VO* < V9 and therefore we have
limsup V,? = liminf H? = V°. Then we obtain the uniform convergence of V,? to V° following Remark
6.4 in [16].

9.4 Proof of Proposition 6 & 7

We use the similar techniques as in [10] where the author provides gradient estimates for N-player game
without major player. Let us first remark that the system of ODEs (13) can be written in the following
form:

O () = () + Y i (&) (Onr — O), O (T) = by
m/#m

where we denote the index m := (i°, ) € {1,..., M} x PV and we notice that a,,/,,, > 0 for all m’ # m.
This can be further written in the compact form:

—0(t) = f(t)+ M@)8, O(T)=b (30)

where M is a matrix indexed by m, with all off-diagonal entries being positive and the sum of every row
equals 0. Define || - || to be the uniform norm of a vector: [|b]| := max,, |b,,|. Instead of proving (i) in
Proposition 6, we prove a more general result, which is a consequence of Lemma 4 and Lemma 5 in [10].

Lemma 8. Let ¢ be a solution to the ODE (30). Assume f is bounded then we have

T
18]l é/t 1f(s)llds + [[o]]

Proof. For any t < s < T we denote the matrix K (t, s) as the solution of the following system:

dK (t,s)

o = TMOK(ts), K(ss)=1
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where I stand for the identity matrix. Now for 8, we clearly have
—0(s) = f(s) + M(s)0(s) < || f(s)lle + M(s)8(s)

where we denote e to be the vector with all the components equal to 1. Then using Lemma 5 in [10], we
have

—K(t,s)0(s) < K(t,s)M(£)8(s) + || £(s)| K (L, s)e

Note that K(t,s)8(s) + K(t,s)M(t)8(s) = %K(t,s}ﬂ(s). We integrate the above inequality between ¢
and T to obtain:

T
o) < KT+ [ 15(6) Kt s)e ds

Now using Lemma 4 in [10], we have || K (¢,7)b|| < ||b|| and ||K (t,T)e|| < ||e|| = 1. This implies that:

T
max0(6) < bl + [ 1£(5)lds

Indeed starting from the inequality 8(s) > —||f(s)|le + M(s)¢(s) and going through the same steps we
obtain:

T
winOru(®) > ~[b] — [ 17(5)lds

The desired inequality follows. O

Now we turn to the proof of Proposition 6. Let # be the unique solution to the system of ODEs (13).
Recall the notation e;; := 1j.yej — Lizpe;. For any k # | and define z(t,i%,2,k,1) = 0(t,i% z +
-j%rekg) — 0(t,i% x). Then z(t,-,-,-,-) can be viewed as a vector indexed by i® z, k,I. Substracting the
ODEs satisfied by 8(t,i°, = + ]%rek;} and 6(t,i°, z), we obtain that z solves the following system of ODEs:

_z(t:éorq":kﬂg) :F(tﬂiﬂﬂmﬂk?l)—i_ Z (Z(t?j0?$?k,£) —Z( y U5 k E))Qqﬁo( :joam)
j[],jo?gt‘ﬂ

+ > (et + %e@j, k1) — z(t,i° , k, 1)) Nxigy(t,i,i°, ) (31)
(i.9).5

Z(T: 3'0?;13? ka "t) :gﬂ(éoa T+ %ekl) - gﬂ(éoa .’I:)
‘Where we have defined the I to be:

F(t,i% z, k1) = f¢0(t i’z + Nekg fgu(t 0, )

t Z 0(t,5° x—l——ek;) o(t,° $+—8k£)][q¢g (t,i%,j ,LI:—I—F.‘_’,M qb“(t i, %, z)]
39,5040

+ Z [6(t,i°, x + Ne” %ek;) —9(t,i0?$+%ek;)]
(2.9).5#1

1 L 1 ..
X N[(m + Fekl)iti'(b(t: 1,7, 301 r+ Fekl) - méQﬁb(t:ﬁaJ:ﬁoam)l
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Then by the uniform bound provided in Lemma 8, together with the Lipschitz property of f°,¢°, ¢°, ¢, a, 3,
we have:

2l

L 0 on L
IF@N < 7 + 2T Moo + g7 lloo) 7 + 2@ - L, NI=(T)I] <

Where L is a generic Lipschitz constant. Now we are ready to apply Lemma 8 to (31). We have for all

t<T
(o)l < / C L La(s)as

Where C' is a constant only depending on T' ,L, /%00, |g°||so- Finally the Gronwall’s inequality allows
to conclude.

The proof of Proposition 7 is similar. We consider the solution € to the ODE (14) and we keep the
notation z(t,i%,x, k,1) as before. For v € ]RMO, zeP, t<Tandi’=1,...,M°, denote:

ho(t,i07$7U) = gngo{fo(ua()?i(]?x) + E : (Ujo B Uio)qo(t7i07j07a07x)}
are
jO;AiO

Then for all z,y € P, u,v € RM 0, using the Lipschitz property of f° and ¢ and the boundedness of ¢°,
we have

[R0(t, i, @, v) = hO(t, 1%, y, u)| < L\x—y! +2(M0 = D max{|ull, [[v][}[lo =yl + C92(M° = 1)|lv —ul| (32)

Substracting the ODEs satisfied by 0(t,i%, z + te) and 6(t,i%, x), we obtain that z solves the following
system of ODEs:

—3(t,i%, @, k, 1) =F(t,i°, z,k, 1) + Z (2(t, i,z + %eij, k1) — z(t,i°, . k, 1)Nxiqe(t,i,j, 0, x)
(4,9),571

1
2(T,i% 2, k,1) =g°(i°, 2 + —ep) — g°(i°

N )

where F' is given by:

1 1
F(t,io,az, k1) ::h(t,z'o,a: + Nekl’ O(t,-,x + Nekl)) — h(t,io,a:, 0(t,-,x))

1 1 1
+ (‘§:¢‘[9(t,i0,x + i Nekl) —0(t, %z + Nek,)]
Z,] ,] 1

1 o 1 o
X N[(‘T + Nekl)iqd>(t7zaj7zoax + Nekl) - ‘T’iqd>(t7zaj7207‘r)]

By the estimation (32), the uniform bound provided in Lemma 8, together with the Lipschitz property
of f07 907 q07 q, qbov ¢7 we have:

IE@ < %(L +2(M° = 1)(TIf 1% + l9l13)) + 204 (M° = D[z(®)[| + M(M — 1)(Lg L + C)||=(t)l|

We apply Lemma 8 to obtain:

l=@l < / M = 1)(Lg L + Cy) +2Co(M° = 1) [=(s)]| + %(LJrZ(MO = (TIFII% + glle))ds

C +CT+CT2 T
— o 1N 2 +/ (C3 + CyLg)||z(s)||ds
t

The Gronwall’s inequality allows to conclude.
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