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SUMMARY1

A new technique to constrain near-surface seismic structure that relates body-wave polarisation2

direction to the wave speed immediately beneath a seismic station is presented. The P-wave po-3

larisation direction is only sensitive to shear wave speed but not to compressional wave speed,4

while the S-wave polarisation direction is sensitive to both wave speeds. The technique is ap-5

plied to data from the High-Sensitivity Seismograph Network in Japan, and the results show6

that the wave speed estimates obtained from polarisation analysis are compatible with those7

from borehole measurements. The lateral variations in wave speeds correlate with geologi-8

cal and physical features such as topography and volcanoes. The technique requires minimal9

computation resources, and can be used on any number of three-component teleseismic record-10

ings, opening opportunities for non-invasive and inexpensive study of the shallowest (∼100 m)11

crustal structures.12

Key words: Body waves; Crustal imaging; Earthquake ground motions; Earthquake hazards;13

Site effects; Japan14

1 INTRODUCTION15

Near-surface structure and its regional variation influence the level of ground shaking at differ-16

ent sites, and thus, are important in assessing earthquake hazards (e.g. Shearer & Orcutt 1987;17

Cranswick et al. 1990; Semblat & Pecker 2009). One of the main quantities considered in the18

seismic hazard analysis is V 30
S

, the average shear wave speed from the surface to 30-m depth (e.g.19

Borcherdt & Glassmoyer 1992; Martin & Dobry 1994; Rinne 1994). This parameter is widely used20

as an input to ground-motion prediction equations (e.g. Boore et al. 1997; Chiou & Youngs 2008;21

Laurendeau et al. 2013), and several geophysical techniques have been established to estimate the22

quantity (e.g. Roser & Gosar 2010; Odum et al. 2013).23

There have been various methodologies developed to improve constraints of V 30
S

. A direct24

approach is to drill boreholes and obtain wave speed logs (e.g. Levander et al. 1994; Wu et al.25

1994; Kneib 1995; Holliger 1996; Milkereit & Eaton 1998; Boerner et al. 2000), or measure the26



3

elastic properties of the drill core samples in laboratories (e.g. Salisbury et al. 1994). Vertical1

seismic profiling also takes advantage of boreholes by recording seismic waves at various depths2

from a surface source (e.g. Anstey & Geyer 1987; Hardage 2000). However, drilling is expensive3

and requires specialised equipment. Alternatively, non-invasive approaches exist, such as seismic4

reflection or refraction studies using vibroseis or explosives as seismic sources (e.g. Choukroune5

1989; Mooney et al. 1998; Yilmaz 2001; Biondi 2006). Earthquakes also provide important sources6

to image the subsurface, and allow construction of regional tomographic models based on body7

waves such as P, S, Pn, and Sn waves (e.g. Ritzwoller et al. 2002; Liang et al. 2004; Schmandt8

& Lin 2014) or surface waves (e.g. Mitchell & Yu 1980; Laske & Masters 1996; Ritzwoller &9

Levshin 1998). Noise interferometry is another powerful tool to obtain near-surface wave speed,10

and is well-suited to detect changes in wave speeds over time (e.g. Lobkis & Weaver 2001; Shapiro11

& Campillo 2004; Draganov et al. 2007; Brenguier et al. 2008; Stehly et al. 2008; Nakata & Snieder12

2012). Wald & Allen (2007) have also made an effort to approximate V 30
S

based upon topography13

of the region of interest.14

We introduce an alternative approach to obtain near-surface wave speeds using body-wave15

polarisation. Note that the term polarisation has been used in the literature to describe two different16

directions, one associated with the particle motion, and another associated with the incident wave17

direction. In this paper, we use the terminology to indicate the particle motion. Polarisation of18

body waves is typically used to study anisotropy, for example, Schulte-Pelkum et al. (2001) and19

Fontaine et al. (2009) have used P-wave polarisation to constrain upper mantle anisotropy, while20

Cristiano et al. (2016) have examined similar data sets to study upper crustal anisotropy. On the21

other hand, Hu et al. (1994) have investigated shallow isotropic structure based upon perturbations22

in the incident wave direction. Finally, the amplitude of P receiver functions at zero time is directly23

related to the polarisation of P waves, and has been used to infer near-surface shear wave speed24

(Svenningsen & Jacobsen 2007; Hannemann et al. 2016).25

The polarisation analysis presented in this paper has multiple advantages compared to previous26

methods. It requires minimal computation resources and can be applied wherever three-component27
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seismometers are installed. The technique is non-invasive, and thus, opens a new path to a reliable1

earthquake hazard assessment in any environment where drilling or a field experiment using vibro-2

trucks or explosives is not a practical option for measuring the near-surface seismic wave speeds.3

We apply the new approach to the High-Sensitivity Seismograph Network in Japan (Hi-net; Okada4

et al. 2004), where the results are benchmarked against the borehole well data available at most5

stations.6

2 METHOD7

We first seek a relationship between the seismic wave speed and the polarisation directions of8

incoming body waves. We show that the polarisation directions of teleseismic P waves observed9

at the surface are sensitive only to shear wave speed, while those of S waves are sensitive to both10

compressional and shear wave speeds. Based on this formulation, the best-fitting compressional11

and shear wave speeds near the surface can be obtained by a grid search, and the bootstrapping of12

the data allows their uncertainties to be quantified.13

2.1 Polarisation of P and S Waves14

When a body wave arrives at a seismic station located at the Earth’s surface, the interaction of15

the incident wave with the free surface generates reflected and converted waves, and the combined16

particle motions of both incident and reflected/converted waves are recorded by the seismic in-17

strument. The expression of particle motion can be derived for P and S wave incidences using18

free-surface boundary conditions (Aki & Richards 2002). We can then retrieve the relationship19

between the observed polarisation directions and the near-surface wave speed.20

2.1.1 P-Wave Polarisation21

The total displacement, uP , arising from the up-going (incident) P wave travelling in the x-z plane22

(z = 0 at the free surface and z increases downward; Figure 1), is a function of x, z, and time t,23
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and can be written as,1

uP (x, z, t) = UP (sin θ x̂− cos θ ẑ) exp



iω

✓

sin θ

α
x−

cos θ

α
z − t

◆�

+UP (sin θ x̂+ cos θ ẑ)Ṕ P̀ exp



iω

✓

sin θ

α
x+

cos θ

α
z − t

◆�

+UP (cosφ x̂− sinφ ẑ)Ṕ S̀ exp



iω

✓

sinφ

β
x+

cosφ

β
z − t

◆�

,

(1)

where UP is the incident amplitude, θ and φ are the angles of the P and S ray paths from the vertical,2

respectively, i is the imaginary number, ω is the angular frequency, α and β are the compressional3

and shear wave speeds of the surface layer, respectively, and Ṕ P̀ and Ṕ S̀ are the P-to-P and P-to-S4

reflection coefficients, respectively, at the free surface (Figure 1a). The symbols x̂ and ẑ denote5

unit vectors in the x and z directions. The first term on the right hand side of Equation 1 describes6

the motion due to the incoming P wave while the second and third terms correspond to the reflected7

P and S waves.8

A seismic station at the surface (z = 0) reduces Equation 1 to9

uP (x, 0, t) = UP

nh

(1 + Ṕ P̀ ) sin θ + Ṕ S̀ cosφ
i

x̂+
h

(−1 + Ṕ P̀ ) cos θ − Ṕ S̀ sinφ
i

ẑ
o

exp [iω (px− t)] ,

where p is the ray parameter, and the relationship between the angles θ and φ, the speeds α and β,10

and the ray parameter p is described by the Snell’s law, sin θ
α

= sinφ

β
= p. Based upon the above11

equation, the angle of the apparent polarisation with respect to the vertical, θ̄ (Figure 1a), can be12

derived as13

tan θ̄ =
(1 + Ṕ P̀ ) sin θ + Ṕ S̀ cosφ

(1− Ṕ P̀ ) cos θ + Ṕ S̀ sinφ
. (2)

The reflection coefficients Ṕ P̀ and Ṕ S̀ are determined using the free-surface boundary condition14

so that (Aki & Richards 2002),15

Ṕ P̀ =
−A+B

A+B
and Ṕ S̀ =

C

A+B
,

(3)
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where1

A =

✓

1

β2
− 2p2

◆2

, B = 4 p2
cos θ

α

cosφ

β
, and C = 4p

cos θ

β

✓

1

β2
− 2p2

◆

.

Substituting Equation 3 simplifies Equation 2 as2

tan θ̄ = tan 2φ, (4)

which leads to a remarkable outcome,3

θ̄ = 2φ. (5)

Equation 5 implies that the observed polarisation direction of P wave is not a function of the4

incident angle θ, but exactly two times the angle φ of reflected S wave. This result was derived5

by Wiechert (1907) where he emphasised that the typical approximation of θ̄ as θ is not valid. He6

showed that a P wave with 90� incidence, i.e., horizontal incidence, is polarised at 70� (θ̄ = 70�),7

for surface speeds with β2 = α2/3 or Poisson’s ratio of 0.25, and demonstrated that this can lead8

to mislocation of earthquakes, i.e., locating the earthquakes at depth rather than near the surface.9

This result can be extended to analyse the near-surface wave speed if the ray parameter of the10

incident wave is known. Using the Snell’s law, Equation 5 can be written as11

θ̄ = 2arcsin(β p). (6)

The apparent polarisation angle of the P wave, therefore, is purely controlled by the shear wave12

speed beneath the station, not the compressional wave speed. The shear wave speed can be mea-13

sured with the apparent polarisation angle of the P wave as14

β =
sinφ

p
=

sin
⇣

θ̄
2

⌘

p
, (7)

which was also recognised by Svenningsen & Jacobsen (2007).15

2.1.2 S-Wave Polarisation16

While the incident P wave always generates both reflected P and S waves regardless of the incident17

angle θ or the ray parameter p, this is not the case for the incident S wave. Only when the ray18
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parameter is smaller than the critical value
�

p = 1

α

�

can conversions of S to P wave occur. Beyond1

the critical value, total internal reflection generates only a reflected S wave. Here, we consider2

the case of a small ray parameter below the critical value, which is applicable to observations of3

teleseismic S wave arrivals.4

Similar to Equation 1, the total displacement, uS , arising from the incident SV wave in the x-z5

plane is written as,6

uS(x, z, t) = US(cosφ x̂+ sinφ ẑ) exp



iω

✓

sinφ

β
x−

cosφ

β
z − t

◆�

+US(sin θ x̂+ cos θ ẑ)ŚP̀ exp



iω

✓

sin θ

α
x+

cos θ

α
z − t

◆�

+US(cosφ x̂− sinφ ẑ)ŚS̀ exp



iω

✓

sinφ

β
x+

cosφ

β
z − t

◆�

,

(8)

where US is the amplitude of the incident SV wave, ŚP̀ and ŚS̀ are the S-to-P and S-to-S reflection7

coefficients at the free surface, respectively (Figure 1b). The particle motion at the surface becomes8

uS(x, 0, t) = US

nh

(1 + ŚS̀) cosφ+ ŚP̀ sin θ
i

x̂+
h

(1− ŚS̀) sinφ+ ŚP̀ cos θ
i

ẑ
o

exp [iω (px− t)] ,

and the apparent polarisation can be characterised with an angle φ̄, defined to be perpendicular to9

the particle motion (Figure 1b). Using the ratio of vertical to horizontal motion,10

tan φ̄ =
(1− ŚS̀) sinφ+ ŚP̀ cos θ

(1 + ŚS̀) cosφ+ ŚP̀ sin θ
. (9)

The reflection coefficients ŚS̀ and ŚP̀ can be computed using the wave speeds α and β, the angles11

θ and φ, and the ray parameter p such that12

ŚS̀ =
A− B

A+B
and ŚP̀ =

D

A+B
,

(10)

where13

D = 4p
cosφ

α

✓

1

β2
− 2p2

◆

,

with expressions of A and B given in Equation 3 (Aki & Richards 2002).14
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Substituting Equation 10 simplifies Equation 9 as1

tan φ̄ =
tanφ tan 2φ

tan θ
. (11)

This expression shows that the apparent S-wave polarisation depends on both angles θ and φ,2

implying that the angle φ̄ is controlled by both the compressional and shear wave speeds beneath3

the station. For a given ray parameter p, Equation 11 can be rewritten as4

tan φ̄ =
2β2p

p

1− α2p2

α(1− 2β2p2)
, and thus, φ̄ = arctan

"

2β2p
p

1− α2p2

α(1− 2β2p2)

#

. (12)

2.2 Measurement of Polarisation5

Polarisation, the direction or particle motion, is a robust quantity, since it is relatively insensitive6

to errors in source location and origin time compared to more conventionally measured quantities7

such as travel time. For example, a 50-km error in the source location leads to only about 0.1% error8

in the polarisation, while causing about 5% error in the travel time (Hu et al. 1994). Likewise, a few9

seconds error in the origin time does not affect the polarisation as long as the arrival is identified,10

whereas it maps entirely into the travel time.11

A variety of time and frequency domain algorithms have been developed to measure the po-12

larisation from three-component seismic recordings (e.g. Flinn 1965; Montalbetti & Kanasewich13

1970; Samson & Olson 1981; Christoffersson et al. 1985; Vidale 1986; Magotra et al. 1987; Lilly14

& Park 1995; Wagner 1997). We use the Principal Component Analysis (PCA; Pearson 1901) in15

the time domain to calculate the apparent polarisation angle. Three-component seismograms of16

the body-wave arrival projected onto the vertical-radial plane can be written as an N by 2 matrix17

X = [q, r] where the column vectors q = (q1, · · · , qN)
T and r = (r1, · · · , rN)

T contain demeaned18

and discretised vertical and radial time series data, respectively, with the subscript and superscript19

T indicating the time and the transpose, respectively. The matrix X represents the data within the20

time window of length (N − 1)dt, where dt is the sampling interval. The particle motion is given21
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by the eigenvectors of the covariance matrix defined as22

C =
XTX

N
=

1

N

2

6

4

qTq qTr

rTq rTr

3

7

5
.

The two eigenvalues λ1 and λ2 (λ1 > λ2) and eigenvectors v1 and v2 are determined by1

(C− λlI)vl = 0, with l = 1, 2, (13)

where I and 0 are a 2 by 2 identity matrix and a 2 by 1 zero column vector, respectively. The2

eigenvector associated with the largest eigenvalue, v1 = (v11, v12)
T, represents the major particle3

motion direction, i.e., the polarisation direction, for P waves. For the S-wave incidence, v2 =4

(v21, v22)
T represents the normal vector to the particle motion (Figure 1b). Consequently, the angles5

θ̄ and φ̄ are measured as,6

θ̄ = arccos

✓

v11
|v1|

◆

and φ̄ = arccos

✓

v21
|v2|

◆

.

The covariance matrix C is usually well-conditioned, since the noise in each of the three compo-7

nents is not correlated (Jurkevics 1988). PCA is, therefore, extremely robust and efficient.8

2.3 Estimation of Near-Surface Compressional and Shear Wave Speeds9

The ray parameter of P or S wave can be computed for a given station and earthquake geometry10

based upon, for example, a one-dimensional Earth model, and polarisation of P and S waves at the11

station can be modelled in terms of compressional and shear wave speeds using Equations 6 and12

12. In order to find the compressional and shear wave speeds that best-fit the observed polarisation13

data, we define misfit as14

f(α, β) =

M
P

i=1

wP

i
[θ̄i(α, β)− θ̄obs

i
]2 + wS

i
[φ̄i(α, β)− φ̄obs

i
]2

M
P

i=1

wP
i
+ wS

i

, (14)

where θ̄i and θ̄obs
i

are predicted and observed apparent incidence angles of the P wave from the15

ith earthquake, respectively, φ̄i and φ̄obs

i
are the ith prediction and measurement of S polarisations,16
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respectively, and the summation is over all M earthquakes. The weighting factors wP

i
and wS

i
are17

assigned based on the quality of the measurement.1

Since there are only two parameters, i.e., compressional and shear wave speeds, and the calcu-2

lation of the misfit (Equation 14) is fast, a grid search is suitable for finding the best-fitting wave3

speeds. Moreover, the effectiveness in the computation enables one to perform the grid search for4

hundreds of randomly resampled data sets, i.e., bootstrapping (Efron 1992). This provides a col-5

lection of parameter values with good fits to the observations, from which the final estimates of the6

wave speeds and their uncertainties are obtained.7

3 DATA8

In order to demonstrate the robustness and effectiveness of the new technique for obtaining the9

near-surface wave speeds, we apply the method to the Hi-net recordings of teleseismic earthquakes.10

A unique advantage of the Hi-net is its dense coverage with more than 700 three-component seis-11

mic stations located throughout Japan (Figure 2a). Comparison of the wave speed estimates be-12

tween the stations provides constraints on the lateral variation in near-surface wave speeds that can13

be examined against features such as topography. Another advantage of the Hi-net is that the local14

wave speeds at most of the stations have been documented by vertical seismic profiling (Obara et15

al. 2005), which can be used as benchmarks.16

The Hi-net data are available through the National Research Institute for Earth Science and17

Disaster Resilience (NIED) of Japan (http://www.hinet.bosai.go.jp). For the analysis, intermediate18

and deep earthquakes, i.e., events deeper than 60 km, with Mw greater than 6, which occurred19

between 2004 January and 2016 April in the teleseismic distance range of 30 to 90 degrees are20

considered (Figure 2b). The depth criterion is set to ensure that the depth phases do not arrive21

within the direct phase time window. Regional events are excluded since the error in the earthquake22

location can introduce significant uncertainty in the predicted ray parameter values. Based on the23

USGS National Earthquake Information Center (NEIC) catalogue, these selection criteria result in24
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234 events. The data are corrected for the amplification factor, as provided by NIED as the sensor25

sensitivity, so that each of the three components has the same scaling, and for the misorientation1

if there is any. Data with signal-to-noise ratio (SNR) less than 2 are discarded, i.e., the weight wP

i
2

or wS

i
is set to zero, and the signal window is defined to be 5 seconds from the P and S onsets and3

the noise window is set to be between 10 and 5 seconds before the onset (Figure 3). There is no4

filtering of the data, and the onset is automatically selected using the continuous wavelet transform5

algorithm (Bogiatzis & Ishii 2015). Robustness of each polarisation measurement, wP

i
or wS

i
, is6

calculated by the amount of the total variance in the data explained by the major particle motion7

direction v1, i.e., λ1

λ1+λ2

. Note that the data used in this study are velocity seismograms and not8

displacement, but the polarisation direction remains the same for either case.9

The numbers of P and S measurements made at each Hi-net station differ, depending on the10

quality of the data (Figure 4). At most stations, more P measurements are available with higher11

quality than S measurements, since P arrivals are often clearer than S arrivals. As the ray parameter12

increases, the apparent P-wave angle, θ̄, increases (Equation 6), while the apparent S-wave angle, φ̄,13

either increases or decreases depending on the compressional and shear wave speeds (Equation 12).14

One of the main source of the scatter around the trend is the noise in the data, which accounts for15

about 4 and 8� scatter for P and S measurements, respectively. Also note that for S waves, high16

SNR does not necessarily guarantee a good quality SV signal, since the S signal window consists17

not only of the SV wave but also of P coda and SH wave. This contributes to the larger scatter in S18

measurements compared to P measurements.19

4 RESULTS20

For each Hi-net station, a grid search is performed using Equation 14 with ray parameters computed21

from the 1-D reference model IASP91 (Kennett & Engdahl 1991). Compressional and shear wave22

speeds are searched from 50 m/s to 7 and 5 km/s, respectively, with 50-m/s increment, while23

imposing an additional constraint β ≤
√
3α/2 (Figure 5a). This condition ensures the shear and24
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bulk moduli to be positive such that dilatational and shear energy are positive (Aki & Richards25

2002). This grid search takes only about a couple of seconds with a single 2.66-GHz core, which1

permits one to execute a bootstrapping analysis, and repeating the grid search for 500 randomly2

resampled data sets allows the examination of the distribution of each wave speed (Figure 5b and3

c). The mean and standard deviation from bootstrapping are taken to be the final compressional4

and shear wave speed estimates and their uncertainties. Note that stations that do not have a global5

minimum solution within the search area, i.e., the estimates at the lower or upper bound (50 m/s6

or 7 and 5 km/s for compressional and shear wave speeds, respectively), are not included in the7

results shown below.8

The shear wave speed is better constrained than the compressional wave speed, and its estimates9

for the Hi-net stations range from 0.1 to 4 km/s, with the average of 1.7±0.1 km/s (Figure 6a).10

These are tightly-constrained values, where about 71% of them have uncertainties below 0.1 km/s11

and 96% below 0.2 km/s (Figure 6b). In contrast, the average uncertainty of the compressional12

wave speed estimates is 0.7 km/s, markedly larger than that of the shear wave speed estimates13

(Figure 7b). The compressional wave speed estimates range from 0.5 to 6.9 km/s with the average14

of 3.2±0.1 km/s (Figure 7a), which, when combined with the average shear wave speed estimate,15

corresponds to a Poisson’s ratio of 0.30±0.04. This value is higher than the typical value of about16

0.25 (e.g. Christensen 1996; Gercek 2007), suggesting that the estimates are sampling the shal-17

lowest and least consolidated parts of the crust (e.g. Stokoe & Woods 1972). Both compressional18

and shear wave speed estimates exhibit a similar spatial pattern, with a correlation coefficient of19

0.50. The corresponding p-value of the correlation, i.e., the probability of getting a correlation as20

large as 0.50 by random chance, when there is no correlation, is practically zero, confirming the21

statistical significance of the correlation between the two quantities, despite the large uncertainty22

in the compressional wave speed estimates.23
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5 DISCUSSION24

5.1 Length of the Time Window1

A factor that can affect the estimates of the wave speeds is the length of the time window used2

for the PCA. In order to investigate the effect, we repeat PCA with a 1-second window using the3

recordings from the station KAWH and compare against the polarisation measurements with the4

5-second window presented in Figure 4. The 1-second window improves the quality of each mea-5

surement; the means of measurement robustness wP and wS increase from 0.90 to 0.95 and 0.886

to 0.91, respectively. This is expected since there are fewer scattered or converted phases arriving7

within the shorter time window. Even though each measurement has higher quality, the number of8

total measurements decreases significantly, from 214 to 156 for the P angle and from 102 to 839

for the S angle. The events that have been discarded have emergent arrivals where the amplitude is10

small within the 1-second window leading to SNR lower than 2. Furthermore, some emergent ar-11

rivals having SNR over 2 give inconsistent angles, resulting in larger scatter than with the 5-second12

measurements (Figure S1). This is particularly evident for the S waves, where the measured angles13

cover almost all possible values, i.e., -90 to 90�. This large scatter in S measurements is attributed14

to other phenomena, such as shear wave splitting due to anisotropy. This effect has significant15

consequences for the S arrival time picks; since the S arrivals are picked using both horizontal16

components, if the SH phase arrives earlier, the 1-second window would miss a significant part of17

the SV phase arrival, and result in an apparent polarisation angle that deviates substantially from18

the correct value.19

The large scatter in the collection of S-wave polarisation angles makes it difficult to identify20

any trend as a function of ray parameter, and leads to unreliable estimation of compressional wave21

speed; the value inferred from these measurements is 4.7 km/s, while the estimate using the 5-22

second analysis window is 4.1 km/s. On the other hand, the shear wave speed estimate, which is23

constrained by both P and S measurements, remains the same as 2.7 km/s regardless of the analysis24

window duration. This demonstrates that the P measurements are not affected by the choice of the25
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time window, and effects due to scattered or converted phases arising from the structure beneath26

or around the station does not contribute significantly to the measured P angles. One of the largest1

among these phases is the P to S converted wave from the Moho, which arrives at about 3 or 42

seconds after the P onset time for a typical crustal structure relevant for most stations in Japan.3

However, its amplitude relative to the main phase is small, and its particle motion direction is4

nearly orthogonal to the main phase. As a result, it decreases the weighting factor, wP , but does5

not alter the principal component direction. Note that S to P converted phases do not affect the6

S measurements either, since they arrive earlier than the main phase and most of their energy is7

not captured in the analysis time window that starts from the S onset. Even if they partially arrive8

within the time window, the motion is orthogonal to the main S motion and does not affect the S9

angle measurements significantly. We choose the longer time window that stabilises the analysis10

and ensures the main arrivals to be present for the PCA.11

5.2 Ray Parameter Assumption12

Next, we examine the assumption that the ray parameter is a theoretical value based on IASP9113

(Kennett & Engdahl 1991). There are two aspects that can be tested: the dependence of the ray14

parameter on the chosen 1-D reference model and the deviation from the reference 1-D model. To15

address the former, we compare results from two widely used 1-D reference models: IASP91 and16

PREM (Dziewoński & Anderson 1981). The maximum absolute differences in the ray parameter17

values for P and S waves are 0.02 and 0.10�/second, respectively. This translates to the differences18

of about 0.1� for both P and S measured angles, which are negligible compared to the scatter in the19

observed angles and their uncertainties.20

The other aspect is the difference in the predicted ray parameter due to the local 1-D structure,21

i.e., the near-surface wave speeds are not described well by global 1-D models. Theoretically, if the22

wave speed at the top layer differs from the reference 1-D model value, the ray parameter should23

be altered for given earthquake depth and distance. The magnitude of the difference increases as24

the deviation of the wave speed structure from the 1-D model increases. In order to understand25
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the upper limit of the change in the ray parameter, we test for an unrealistic case of extremely26

thick low speed layer, where the surface layer has compressional and shear wave speeds of 0.101

and 0.05 km/s, respectively, with the thickness of the layer reaching 10 km. For all possible values2

of earthquake depths and distances, the maximum absolute difference in the ray parameter for P3

and S waves are 0.003 and 0.010�/second, respectively, which are an order of magnitude smaller4

than the effect due to different reference models. Hence, the dependence of the ray parameter on5

the local structure is insignificant. It is important, however, to note that the ray parameter can also6

be affected by the wave speed structure along the path deviating from the 1-D model. Combining7

data from different distances and azimuths helps averaging out such 3-D effect. Nevertheless, we8

acknowledge that with uneven data coverage, the issue requires further study.9

5.3 Effect of Anisotropy10

Existence of faults, fractures, and tectonic stresses in the crust induces azimuthal anisotropy, i.e.,11

wave speeds vary as sinusoidal functions of backazimuth (e.g. Backus 1965; Crampin et al. 1982).12

In the presence of anisotropy, the near-surface wave speed estimates would be robust average13

isotropic wave speeds, if they are based on polarisation measurements from all backazimuths.14

In the case of uneven backazimuthal coverage as shown in Figure 2(b), however, effect due to15

anisotropy can bias wave speed estimates. We examine this potential bias using the average com-16

pressional and shear wave speed estimates, i.e., 3.2 and 1.7 km/s, respectively, and the range of17

azimuthal anisotropy in the crust of 5 to 20% (e.g. Daley & McEvilly 1990; Aster & Shearer 1991;18

Coutant 1996; Peng & Ben-Zion 2004; Liu et al. 2005; Boness & Zoback 2006). The fast direction19

is assumed to be in the east-west direction (e.g. Kaneshima 1990), and the predicted compressional20

and shear wave speeds at each backazimuth are calculated based on the sinusoidal function with21

the 180� periodicity (e.g. Backus 1965). By averaging these wave speeds for the uneven backaz-22

imuthal coverage, “azimuthally biased” wave speed estimates are obtained and compared with the23

input average isotropic wave speeds. The biases in the wave speeds range from 0.02 to 0.08 km/s24

for P and 0.01 to 0.04 km/s for S wave, smaller than the average uncertainties of 0.7 km/s for P and25
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and 0.1 km/s for S wave speed estimates. Thus, the effect from anisotropy is within the uncertainty26

of wave speed estimates, even if a strong (20%) anisotropy is assumed.1

Existence of local anisotropy can also be investigated by examining the backazimuthal de-2

pendence of the apparent body-wave polarisation measurements. When the residuals, i.e., the3

difference between the observed and the predicted polarisations, are examined as a function of4

backazimuth, however, we do not observe systematic variation (Figure S2), which confirms that5

anisotropy is difficult to detect from the given data. Nevertheless, with better quantity and qual-6

ity of data, the technique presented in this manuscript can be extended to examine local shallow7

anisotropy structure.8

5.4 Comparison to the Benchmark Measurements9

In order to check the validity of the estimates obtained by the method presented in this manuscript,10

the results are compared against the well measurements at the instrument depth (inset of Fig-11

ure 6c). The shear wave speed estimates using teleseismic wave arrivals are in good agreement12

with the borehole measurements with a correlation coefficient of 0.62 (Figure 6c and d), and the13

corresponding p-value of nearly zero (< 10�60), verifying the statistical significance of the corre-14

lation between the two quantities. Our estimates are slightly lower than the well values such that15

the mean of the difference, i.e., <estimate−well>, is −0.1±0.1 km/s, and the magnitude of the16

underestimation is consistent with that predicted from the synthetic test for instruments at some17

depths (Figure A1). The underestimation is more pronounced at wave speeds below 1.5 km/s, re-18

sulting in the best fitting linear regression with a positive intercept, 0.61±0.10 km/s, and the slope19

of 0.67±0.06. Given that the 95% of the benchmarked wave speeds are measured at depths less20

than 500 m, and more than half at about 100 m, this comparison demonstrates the efficacy of our21

technique in recovering the shear wave speed at these shallow depths, i.e., less than a kilometre.22

For the compressional wave speed estimates, the comparison to the well data provides a lin-23

ear trend with a slope of 0.13±0.10 (Figure 7). The slope is considerably lower than unity be-24

cause the variance in the estimates is larger than that of the well measurements, also resulting25
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in a low correlation coefficient of 0.12. However, the correlation between the estimates and the26

well values is statistically significant, where the p-value for the correlation for this number of data1

is 0.002. The difference between the compressional wave speed estimates and the well values,2

i.e., (estimate−well), has an average of −0.4±0.1 km/s. The overall underestimation can be ex-3

plained by the borehole effect (See the discussion in Appendix A), which is also compatible with4

the magnitude of the underestimation being larger for the compressional than shear wave speed.5

Nonetheless, the comparison to the benchmark demonstrates that the polarisation measurements6

are effective in recovering the compressional wave speeds in the top few hundreds of metres or7

less.8

5.5 Correlation with Geological Features9

Comparison of the lateral variations of the shear wave speed against topographic slope on a log-10

log scale shows a positive correlation as reported by Wald & Allen (2007) (Figure 8a). This is a11

manifestation of the fact that materials of higher rigidity or wave speed can support steeper slopes12

while the sedimentation process forms more horizontal layers. The correlation implies that the use13

of the topographic gradient as a proxy to approximate the shear wave speed in the top 30 m can be14

extended to deeper depths. There are, however, high topographic areas with slow wave speeds, for15

example, in the southwestern part of Japan. These regions correspond to volcanic zones (Global16

Volcanism Program 2013), suggesting that the high heat flow (Tanaka et al. 2004) or the presence17

of magma results in the low speeds. Stations within 25 km of a volcano have wave speeds that are18

not statistically correlated with the gradient of topography (p-value of 0.105; Figure 8a). Without19

the stations near volcanoes, however, the correlation becomes more significant with the p-value20

of 0.001, and the regression analysis gives a slope of 0.20±0.12. These results imply that the21

approximation of shear wave speed based on the topography should take volcano locations into22

account for reliable hazard assessments (Matsuoka et al. 2006).23

The shear wave speed estimates can also be compared to the basin thickness, another impor-24

tant parameter for seismic hazards. We use the Japan Integrated Velocity Structure Model (JIVSM;25



18

Koketsu et al. 2012), a 3-D seismic wave speed model that has been constrained by various data26

sets such as refraction/reflection experiments, gravity surveys, and surface geology. Even though1

its depth resolution is lower than the well data, it provides wave speed estimates to greater depths,2

down to the upper mantle. This allows comparisons of the wave speed estimates against the thick-3

ness of basins, the depth at which shear wave speed reaches the speed of the bedrock, i.e., about4

3 km/s. The basin thickness can be calculated for each Hi-net station location using the nearest grid5

point of the JIVSM, which is as close as 1 km. When the thickness is compared to the polarisation-6

based shear wave speeds, there is a significant negative correlation with the regression slope of7

−0.27±0.09 and the p-value of about 10�8; thicker the sediment layer, the lower the wave speed8

(Figure 8b). This is consistent with the expectation that the thicker and more prominent basins9

contain finer grains with low speeds. The correlation suggests that the shear wave speed and the10

basin depth share common information, i.e., ground motion prediction for sites without the basin11

depth information can still be achieved reasonably as long as there is good knowledge of the shear12

wave speeds.13

6 CONCLUSIONS14

We have introduced and implemented a new technique to estimate near-surface seismic wave15

speeds based on body-wave polarisation. P-wave polarisation direction has no sensitivity to sub-16

surface compressional wave speed but only to shear wave speed. S-wave polarisation direction, on17

the other hand, is sensitive to both compressional and shear wave speeds. Combining the P- and18

S-polarisation directions measured by principal component analysis, therefore, provides estimates19

of both P- and S-wave speeds at shallow depths, e.g., the top hundred metres. The polarisation20

measurement and the wave speed estimation are computationally efficient, providing tremendous21

opportunities to study near-surface seismic structures of different parts of the world, some of which22

may be difficult to obtain using other computationally-intensive approaches such as noise corre-23
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lation (e.g. Shapiro & Campillo 2004) or invasive and expensive approaches such as well logging24

(e.g. Wu et al. 1994).1

Application of the technique to the dense Hi-net array produces distributions of near-surface2

compressional and shear wave speeds in Japan. The wave speed estimates are consistent with the3

well data, demonstrating the effectiveness of the technique and near-surface sensitivity. We find that4

our wave speed estimates correlate with the gradient of topography, confirming that the topography5

can be used as a proxy for regions without sufficient seismic data. However, it is important to note6

that the sites near volcanoes require a separate treatment. Furthermore, the basin thickness is also7

shown to correlate with the shear wave speed, which can help predict the ground motion in regions8

without constraints on the basin thickness. For future studies, the technique introduced here can9

be expanded to examine more complex seismic structure, such as anisotropy beneath a station.10

Depth dependent wave speeds can also be studied by investigating the frequency-dependence of the11

body-wave polarisation measurements, where the higher frequency data are sensitive to shallower12

depths. Furthermore, analyses of the data from different time periods can help monitor the changes13

in subsurface seismic wave speed over time.14
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Appendix A: Effect of the Borehole16

One complication for the Hi-net data arises from the fact that the instruments are located in a1

borehole. The relationship between the seismic wave speed and the wave polarisation described2

in the Method section is based on the instrument at the free surface such that the incident and3

reflected waves superimpose to generate the observed ground motion. At a borehole station, the4

incident and reflected waves arrive at distinct times, potentially requiring a different framework for5

their analyses.6

We have performed synthetic tests to examine the effect of different borehole depths on po-7

larisation measurements and the inferred wave speeds with the surface-station assumption (Fig-8

ure A1). The synthetic seismograms at different depths are generated by convolving Equations 19

and 8 with the incoming P and S waveforms, respectively. In order to perform the test with realistic10

waveforms, we use normalised P and S seismograms from an Mw 6.6 earthquake that occurred11

in Molucca Sea on August 26, 2012 as incoming P and S waves, respectively. The ray parameter12

of 7 and 13 s/deg for P and S data, respectively, and the compressional and shear wave speeds of13

3.2 and 1.7 km/s, respectively, are used as input values, which corresponds to incident angles of14

11.6� for P and 11.5� for S. The instrument depths of 0 (surface), 0.1, 0.2, 0.3, 0.5, 1, 2 km, are15

considered where 0.1 and 0.2 km are the depths at which nearly 90% of the Hi-net instruments16

are located. Another 5% of the instruments are situated between 0.3- and 0.5-km depths, and the17

remaining 5% are at deeper depths, as deep as 2 km.18

At each depth, the P- and S-polarisation angles are measured with uncertainties associated with19

the linearity of the particle motions. Using these measurements, compressional and shear wave20

speeds are estimated for comparison against the input values. In order to investigate the effect of21

the noise in the data, we repeat the polarisation measurement and wave speed estimation using22

noisy synthetic waveforms. The waveforms are obtained by adding noise signal from 500 different23

noise time windows of real data to the synthetics with the median SNR of our data, i.e., 7.5 for P24



28

and 3 for S wave. They result in 500 wave speed estimates, where their standard deviation becomes25

the uncertainty in the estimate representing the effect of noise.1

The synthetic waveforms for a station at the surface have maximum amplitude of twice the2

incident P wave, as expected from the free surface effect. The particle motions are perfectly linear,3

with the polarisation measured as 12.3� and 12.0� for P and S incidences, respectively, where the4

S angle is measured for the direction orthogonal to the particle motion. Note that these angles are5

different from the incident angles, demonstrating the effects due to the reflected waves. There is6

zero uncertainty for both P and S measurements based upon the linearity of noise-free synthetics,7

since the signal is perfectly linear (wP = wS = 1). Using the measurements of P and S apparent8

angles and the 500 noise-added synthetics, the corresponding wave speed estimates are 3.2±1.69

and 1.7±0.3 km/s for compressional and shear wave speeds, respectively, values which agree with10

the input compressional and shear wave speeds. Note that the uncertainties are large since, effec-11

tively, only one P and one S measurements are used to search for wave speeds, and should not be12

confused with the uncertainties arising from fitting multiple P and S measurements.13

For instruments at depth, the same calculation is performed to obtain the angle, wave speeds,14

and their uncertainties. The P- and S-polarisation angles decrease and increase, respectively, down15

to about 0.5 km, which results from the later arrival of the reflected S wave that reduces the relative16

amplitude of the horizontal component. Also note that since S waves are longer period than P17

waves, the differences in the arrival times of incident and reflected waves have smaller effect in18

changing the total wavefields and measured angles. Therefore, the inferred S angles remain more19

stable than P angles at shallow depths, e.g., less than 2� change for S compared to about 4� change20

for P in the top 0.5 km. This is also reflected in the linearity of the particle motion, where the21

uncertainties increase as a function of depth, with S maintaining higher linearity than the P motion.22

On the other hand, the inferred wave speeds decrease for both compressional and shear waves with23

depth; for example, at 0.1 km, the compressional and shear wave speeds are calculated to be 2.9 and24

1.6 km/s, respectively, 0.3 and 0.1 km/s less than the true values. It suggests that the wave speeds25

may be underestimated at Hi-net borehole depths, and the magnitude of the underestimation is26
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larger for the compressional wave speed. After about 0.5 km, the polarisation measurements and27

the corresponding wave speeds either increase or decrease, depending on the waveform of the1

incident wave, which implies that interpreting the wave speed estimates for stations deeper than2

0.5 km requires caution. However, only a small fraction of stations are at such depths, and their3

wave speed estimates do not affect the overall conclusions of the study.4
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Figure 5. (a) Grid search result for station KAWH. The grey dashed line marks the constraint β ≤
√
3α/2,

and the upper trapezoid region above this line is the search area with the contours showing the misfit. A

global minimum is marked by a red cross. (b) and (c) The distribution of compressional (b) and shear (c)

wave speeds obtained by bootstrapping. The grid search is performed on 500 randomly resampled data sets.

The mean value (dashed line) is taken as the final wave speed estimate and used to obtain the black solid

lines in Figure 4(a) and (b). The standard deviation is used as the uncertainty estimate.
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Figure 6. (a) Shear wave speed estimates where each coloured circle corresponds to an estimate for one of

the Hi-net stations. Red is slow and blue is fast, and the estimates range from 0.5 to 3.5 km/s. (b) Same as

(a) except that the colour of each circle represents the uncertainty estimate at each station. (c) Same as (a)

except that the map is for the well measurement (Obara et al. 2005). The colour bar has the same scale as in

(a). The inset shows an example well data, i.e., the compressional (solid line) and shear (dashed line) wave

speeds from the surface to the borehole instrument at station HYSH (modified from Obara et al. 2005).

(d) The scatter plot between the shear wave estimates and the well values. Black solid line is the linear

regression line and the grey dashed line is the 1:1 line.
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Figure 7. Same as Figure 6, except that the panels are for the compressional wave speed. (a) and (c) have

the same colour bar. Note that the colour scale for (b) is significantly different from Figure 6(b), showing

that the shear wave speeds are better constrained than the compressional wave speeds.
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Figure 8. (a) Comparison between the shear wave speed estimates and the topographic slope based on

ETOPO2 (distributed by National Centers for Environmental Information) in log scale. The stations within

25 km from any volcano locations are shown by black circles while the others are plotted as grey circles.

The black and grey dashed lines result from linear regression of black and grey data points, respectively. (b)

Comparison between the shear wave speed estimates and the basin depth derived from the Japan Integrated

Velocity Structure Model (Koketsu et al. 2012). Most instrument depths are within the basin (black circles),

while some are deeper than the estimated basin depths (grey circles). The black dashed line shows the linear

trend in the black data points.
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axis in (b) is significantly larger than that of Figure 4(b).
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Figure S2. Residuals of (a) P- and (b) S-polarisation angles (coloured circles) at station KAWH. Similar to

Figure 4 but the residuals are plotted against the backazimuth. The grey dashed line marks zero degree.


