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Abstract
Complex systems can be conceptualized and studied as networks of nodes with varying connectivity between nodes. In 
well-connected systems, local disturbance of individual nodes can be countered by input from neighbouring nodes, buffering 
the system against local change. Thus, pronounced change in a well-connected system may not occur until the system hits 
a threshold or ‘tipping point’ that drives a shift to an alternative, system-wide state. In contrast, poorly connected systems 
are more prone to gradual node-by-node change. We use forward-in-time simulations of multi-locus evolution to test these 
general predictions concerning complex systems. We do so in the context of local adaptation in patchy environments com-
prised of many demes (i.e., nodes) of two habitat types. We vary connectivity by manipulating migration rate and the spatial 
clustering of habitat types. We find gradual and ‘deme-by-deme’ dynamics of local adaptation when connectivity is low. 
The dynamics transition towards more sudden, system-wide shifts as population connectivity is increased (i.e., many demes 
adapt more suddenly and simultaneously). Our results support a trade-off between local and system-wide resilience, and we 
discuss their implications for the conservation of species living in patchy and fragmented habitats.
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Introduction

Complex systems are common in biology, and can often 
be characterized as networks of inter-connected nodes. For 
example, food webs contain interacting species, and meta-
populations comprise sub-populations connected by migra-
tion, where each sub-population (i.e., ‘deme’) can be con-
sidered a node in the overall system (Hanski and Mononen 

2011; Hanski et al. 2011, 2013; Hanski 2011). Conservation 
biology in particular often considers complex systems, as it 
aims to preserve interacting populations and species that are 
distributed across space in complex ways. The dynamics of 
such complex systems can be fundamentally affected by con-
nectivity (or, conversely, modularity) (Leibold et al. 2004; 
Scheffer et al. 2012), the issue we focus on here (Fig. 1).

In a well-connected system, local disturbance of indi-
vidual nodes can be countered by input from neighbouring 
nodes, buffering the system against local change. An exam-
ple is extinction-colonisation dynamics in meta-populations, 
where individual sub-populations (i.e., nodes) in a well-
connected meta-population can be buffered against extinc-
tion by immigration (Holyoak 2000; Hanski and Mononen 
2011; Hanski et al. 2011, 2013; Hanski 2011). Thus, pro-
nounced change in well-connected systems may not occur 
until the entire system hits a threshold that drives a shift to 
an alternative, system-wide state (Scheffer et al. 2001, 2009, 
2012, 2015; Scheffer 2009, 2010). This system-wide shift, 
occurring at a ‘tipping point’, may often involve positive 
feedback loops that facilitate sudden, rapid change (i.e., at 
some critical threshold a change in the dynamic variable 
x can increase y, which feeds back to increase x, and so 
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on) (Servedio and Saetre 2003; Crespi 2004; Rasanen and 
Hendry 2008; Schwander et al. 2010; Lehtonen and Kokko 
2012).

In contrast, poorly connected systems allow gradual node-
by-node change, because change of individual nodes is not 
buffered by input from other nodes. In terms of the capacity 
of a system to recover from disturbance (i.e., its resilience), 
highly connected systems are thus predicted to be robust to 
local perturbation, but prone to system-wide change. This 
implies a trade-off between local and system-wide resilience 
(Leibold et al. 2004; Scheffer et al. 2012).

This type of ‘systems thinking’ can be applied to the 
dynamics of local adaptation, speciation, and genetic dif-
ferentiation. For example, Flaxman et al. (2014) modelled 
divergence with gene flow in terms of the per-locus strength 
of divergent selection (DS) between ecological environments 
(s), migration rates (m), and numbers of genetic loci involved 
(L). In the model, loci differentiate due to a combination 
of selection acting directly on them plus indirect effects of 
selection stemming from their statistical associations (link-
age disequilibrium, LD) with other divergently selected 
loci. When migration was high (m > s), sudden speciation 
and genome-wide differentiation occurred and went hand-
in-hand with a positive feedback loop. Below a critical 
threshold of genome wide DS and between-population LD, 
differentiation built very slowly due to the homogenising 
effect of migration. However, once a critical level of both 
was reached, DS and LD entered a positive feedback loop 
where each enhanced the other, driving a rapid reduction in 
gene flow and a transition from one species into two. Simi-
lar dynamics likely apply for polygenic adaptation generally 

(Hendry et al. 2001; Hendry 2017), and for the coupling of 
multi-locus clines and reproductive barriers (Barton 1983; 
Barton and Hewitt 1985; Barton and de Cara 2009; Bierne 
et al. 2011; Nosil et al. 2017).

The sudden temporal dynamics described in Flaxman 
et al. (2014) were dependent on two types of connectiv-
ity. First, sudden transitions from one species to two were 
only observed in models that allow for the build up of LD, 
because LD (i.e., statistical connectivity among loci) was 
a key component of the feedback that drives the transition. 
In other words, LD accentuated the effectiveness of multi-
locus selection. Second, sudden transitions only occurred 
when the gross migration rate connecting populations (i.e., 
spatial connectivity between demes) was high relative to the 
strength of DS. When migration was low, individual loci 
overcame gene flow via the selection they directly experi-
enced, and thus diverged on their own, without the need for 
indirect selection. In other words, genes had largely inde-
pendent dynamics and gradual, ‘gene-by-gene’ divergence 
ensued. This previous work applied systems thinking in a 
genomic context (gradual ‘gene-by-gene’ versus sudden, 
genome-wide differentiation). Here we apply similar think-
ing in a different context, namely whether adaptation across 
space occurs gradually for individual demes/sub-populations 
versus more suddenly for many demes.

Specifically, the previous work of Flaxman et al. (2014) 
was restricted to the simple spatial setting of a single pair 
of populations (i.e., two demes). Here, we extend these 
models to a network of many sub-populations (multiple 
demes). This allows us to establish the conditions under 
which adaptation evolves gradually for individual demes 

Fig. 1   Schematic of the pre-
dicted effects of connectivity 
on the dynamics of complex 
systems, i.e., increased con-
nectivity can lead to more 
sudden, system-wide changes. 
Tipping points represent an 
extreme case of sudden change, 
where a difficult to reverse shift 
occurs between alternative 
stable states. (Reproduced with 
permission from Scheffer et al. 
2012)
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(‘deme-by-deme’ adaptation) versus emerging as a systems-
level property that affects many demes more suddenly and 
simultaneously. Thus, our focus is on whether adaptation 
occurs in a deme-by-deme or system-wide manner, not on 
the overall rate of adaptation per se. We describe various 
metrics below to quantify how ‘deme-by-deme’ versus sys-
tem-wide the evolution of adaptation is. Our findings inform 
the role of migration in evolution and have implications for 
conservation biology, because habitat fragmentation com-
monly affects the connectivity of sub-populations in space 
(e.g., Coulon et al. 2004; Dixo et al. 2009; Barr et al. 2015).

Methods

Description of the model

We developed an individual-based model to test the hypoth-
esis that increased connectivity among demes, either through 
higher migration rates or by increased spatial connectivity of 
the same patch type, causes demes to differentiate and adapt 
in a more system-wide rather than ‘deme-by-deme’ manner. 
We modeled a 10 × 10 matrix of demes, with each deme 
having one of two equally common habitat or patch types. 
We refer to these patch types as ancestral and novel habitats. 
Habitat types were arranged in either: (1) a highly regu-
lar patchwork (i.e., checkerboard) configuration in which 
neighboring demes were always of different types (i.e., there 
was low connectivity among the same patch type; landscape 
aggregation index = 0) (sensu He et al. 2000) or (2) a ran-
dom configuration in which neighboring demes were equally 
likely to be of the same or different types, resulting in higher 
connectivity of patches of the same type across the system 
relative to the checkerboard configuration (each replicate 
simulation used a different random configuration; average 
landscape aggregation index = 0.50) (Fig. S1).

Each deme had a set carrying capacity of K diploid 
hermaphroditic individuals (see Table 1 for a summary of 
all parameters). Each individual’s genome contained a set 
of L bi-allelic loci that were evenly spaced along a single 
chromosome having an assumed recombination length of 
100 centi-Morgans. We assumed discrete, non-overlapping 
generations. Each generation comprised three steps: (1) dis-
persal, (2) viability selection, and (3) reproduction (includ-
ing mutation) of surviving individuals until reaching carry-
ing capacity (i.e., there were thus no long-term extinction 
events, see Discussion for further consideration).

Dispersal occurred probabilistically based on the migra-
tion rate, m, which gives the probability that an individual 
disperses. Dispersal only occurred into neighboring demes, 
and the dispersal direction (up, down, left or right) was cho-
sen at random and with equal probability. Dispersal out of 
the meta-population (i.e., off the 10 × 10 deme matrix) was 
allowed, and resulted in instant death. The population size 
(N) was allowed to exceed the carrying capacity (K) at this 
stage in the simulation. Dispersal was followed by viability 
selection. We assumed fitness was determined by the indi-
vidual’s genotype at the L loci, with an ancestral allele that 
was beneficial in one habitat type (the ancestral habitat type) 
and deleterious in the other (the novel habitat type), and a 
derived allele with equal but opposite effects on fitness (i.e., 
habitat-related fitness trade-offs for alternate alleles).

Fitness was assumed to be multiplicative, such that the 
absolute total fitness of an individual was w = (1 − s)n, where 
n was the number of maladaptive alleles it possessed given 
the habitat type it resided in (across loci) and s was the 
selection coefficient, which was set equal for all loci. There 
were no dominance or epistatic interactions affecting fitness. 
Survival was then treated as a Bernoulli random variable 
(survival = 1, death = 0) with p = w (that is, absolute fitness).

We then modeled reproduction for all surviving individu-
als in each deme. Pairs of parents were chosen at random 
to produce offspring (one at a time), until the offspring 

Table 1   Definitions of model 
parameters and data summaries

Values (when kept constant) or ranges are given for parameters in parentheses

Symbol Definition

K Deme carrying capacity (100)
N Current deme population size
m Migration rate or probability out of a deme (0.001–0.3)
L Number of loci affecting fitness (20)
s The per locus strength of selection against locally deleterious alleles (0.04)
w Absolute fitness, that is an individual’s survival probability
pi The mean frequency of derived alleles (across loci) in deme i
µnov, µanc The mean frequency of derived allele across all demes in ancestral or novel patch types
σanc, σnov The standard deviation of the mean frequency of derived allele across all demes in 

ancestral or novel patch types
Δσ Our overall measure of ‘deme-by-deme’ (versus system-wide) adaptation = σanc − σnov



	 Conservation Genetics

1 3

population size was equal to the carrying capacity. We chose 
a chromosome copy at random for each parent to pass down, 
and allowed mutations with probability 1e−6 per locus and 
recombination (which was modeled as a Poisson process 
with an expectation of 1). Computer software implement-
ing these simulations was written by the authors in C++ 
and using the Gnu Scientific Library (source code and a 
compiled Linux binary are available from Dryad, https​://
doi.org/10.5061/dryad​.2qg02​qq).

Simulations

Simulation parameters were chosen to illustrate how migra-
tion affects the spatial and temporal dynamics of local adap-
tation, rather than to represent any particular real biological 
system. Future work tailored to specific circumstances is 
warranted, but our approach here represents a reasonable 
starting point for exploring the dynamics of adaptation. 
We began the simulations with all demes fixed for ances-
tral alleles at all loci; the ancestral alleles were beneficial 
in what we hereafter refer to as the ancestral habitat type. 
In other words, we assumed no initial standing genetic vari-
ation. Simulations were run for a fixed amount of time of 
100,000 (random configuration) or 500,000 (patchwork 
configuration) generations, as this was the time required 
to observe pronounced, system-wide adaptation in each 
case. In all simulations, we assumed K = 100 per deme and 
L = 20 fitness affecting loci. We set the strength of selection 
as s = 0.04 or 0.02. We observed qualitatively similar results 
for these two s values and thus focus on s = 0.04 in the main 
text, and report results from s = 0.02 in the Electronic Sup-
plementary Materials (see Figs S2–S6). Thus, an individual 
with all maladaptive alleles (20 loci * 2 gene copies = 40 
alleles total) would have an absolute fitness (survival prob-
ability) of (1–0.04)40 = 0.195. Perfectly adapted individuals 
thus had a survival probability of 1.0. We initially focus on 
contrasting simulation results generated from using a rela-
tively low migration rate (m) of 0.01 versus a relatively high 
rate of 0.10. We then expand our treatment of migration rate 
variation to quantitatively span rates from 0.001 to 0.10. Ten 
replicate simulations were conducted for all combinations 
of parameters, for each of the two landscape configurations 
(i.e., ten for random and ten for patchwork).

Metrics of ‘deme‑by‑deme’ versus system‑wide 
change

Our simulations output the allele frequencies for each of 
the L loci for each deme every 10 generations. We sum-
marized these results using a series of metrics that quan-
tify the extent to which adaptation occurred for individual 
demes (i.e., in a ‘deme-by-deme’ fashion) versus more 
suddenly and simultaneously for many or all demes (i.e., 

the system) (Table 1). As an overall measure of degree of 
adaptation for each deme, we considered the mean fre-
quency of derived alleles (across loci) in each deme (pi, 
where i = {1, 2,…, 100} denotes the index of the deme). 
Thus, in patches of the ancestral type, pi = 0 would denote 
perfect adaptation, whereas in patches of the novel type pi 
= 1 would denote perfect adaptation. We analyzed evolu-
tionary dynamics in terms of the derived allele frequencies 
rather than fitness to avoid non-linear dynamics in time 
that would necessarily arise from the non-linear relation-
ship between genotype and fitness specified by the multi-
plicative fitness model. With that said, given our assump-
tion that all loci had equal effects on fitness, derived allele 
frequencies and mean fitness are closely related.

To measure adaptation at the system or meta-population 
level, for each patch type, we calculated the mean of the pi, 
that is, the grand mean frequency of derived alleles, which 
we denote µanc and µnov, for the ancestral and novel patch 
types, respectively. This metric shows how well, on aver-
age, demes are adapted to each patch type; µanc = 0 denotes 
perfect adaptation in the ancestral habitat type and µnov = 1 
denotes perfect adaptation in the novel habitat type. For 
our focus on the potential for deme-by-deme dynamics, 
this metric is preferred over other common metrics of 
metapopulation adaptation that provide a single (rather 
than patch/deme specific) measure of local adaptation 
(summarized in Blanquart et al. 2013).

Similarly, for each habitat type we calculated the 
standard deviation of the pi across demes (σanc = 
√(Σi=1

J(pi − µanc)2/J) and σnov= √(Σi=1
J(pi − µnov)2/J) 

where the summation is over the J demes of the relevant 
habitat type, that is the ancestral or novel patch types. 
This metric captures, at the meta-population level, the 
extent to which demes occupying a given patch type are 
uniformly or heterogeneously adapted to that patch type 
(Fig. 2). Higher standard deviations denote greater hetero-
geneity among demes in levels of adaptation (i.e., higher 
standard deviation = greater among-deme variation in local 
adaptation). This standard deviation metric thus generally 
captures the degree to which adaptation to the novel patch 
type occurred in a ‘deme-by-deme’ versus system-wide 
way. The exception was for high values of m, where this 
metric is sometimes misleading because under these con-
ditions the simulations can give rise to a generalist meta-
population with some variation rather than two locally 
adapted types (see “Results” and “Discussion”). Thus, we 
defined a second metric of ‘deme-by-deme’ local adapta-
tion as Δσ = σnov − σanc, that is the difference in the stand-
ard deviation of the pi between the novel and ancestral 
patch types (Fig. 2). We summed this difference across 
generations for a final metric of the degree to which adap-
tation and differentiation occurred in a ‘deme-by-deme’ 
manner.

https://doi.org/10.5061/dryad.2qg02qq
https://doi.org/10.5061/dryad.2qg02qq
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Results

Representative results are shown in Figs. 3, 4, 5, 6. Fig-
ures 3 and 4 show deme allele frequencies in specific gen-
erations, whereas Figs. 5 and 6 show summary metrics of 

deme-by-deme versus system-wide adaptation (compare 
these figures to expectations shown in Fig. 2). Demes exhib-
ited higher overall levels of local adaptation when migration 
rates were low (contrast panels (a) and (b) in Figs. S7 and 
S8). As this result is expected from numerous past treatments 

(a) Low migration (m = 0.01)
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Fig. 2   This series of conceptual plots shows predicted patterns of 
adaptation with a patchwork patch configuration (habitat type) and 
low (a) or high (b) migration (connectivity) among demes. In the 
checkerboard plots, grey-scale is used to denote mean allele frequen-
cies in each patch and ‘gen.’ denotes generation number. With low 
migration, derived alleles spread mostly across novel patch types and 
do so in a deme-by-deme manner, giving rise to an elevated stand-
ard deviation SD in mean derived allele frequencies across novel 

patch types (σnov) relative to ancestral patch types (σanc). This gen-
erates high values of Δσ. In contrast, with high gene flow, derived 
alleles spread across the entire meta-population before increasing in 
frequency in the novel patches across the entire system. During the 
period when derived alleles spread, the SD in mean derived alleles 
increases to a similar extent in novel and ancestral patches resulting 
in near zero values of Δσ
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of selection-migration balance, we focus less below on this 
outcome, and more on the temporal and spatial dynamics of 
adaptation, and particularly on whether adaptation occurred 
in a deme-by-deme or system-wide manner.

With low migration (m = 0.01) relative to selection 
(s = 0.04) and either patchwork or random habitat type 
configurations, the standard deviation and mean degree of 

adaptation in the novel patch types rose together (Figs. 3, 
4, 5a, 6a, S7a, c and S8a, c). This rise in σnov peaked 
around generation 20,940 for the patchwork configura-
tion (mean max. σnov 0.14) and around generation 17,480 
for the random configuration (mean max. σnov 0.18), and 
often persisted for many generations (i.e., > 10,000 gen-
erations). During that same period, µanc and σanc remained 

(a) low migration (m = 0.01)

habitat type gen. = 5000, ∆σ = 0. 02 gen. = 10000, ∆σ = 0. 04 gen. = 12500, ∆σ = 0. 07

gen. = 15000, ∆σ = 0. 10 gen. = 17500, ∆σ = 0. 10 gen. = 20000, ∆σ = 0. 12 gen. = 100000, ∆σ = 0. 01

(b) high migration (m = 0.1)

habitat type gen. = 5000, ∆σ = 0. 00 gen. = 10000, ∆σ = 0. 01 gen. = 12500, ∆σ = 0. 01

gen. = 15000, ∆σ = 0. 01 gen. = 17500, ∆σ = 0. 01 gen. = 20000, ∆σ = −0. 00 gen. = 100000, ∆σ = 0. 01

Frequency
<0.1
0.1−0.3
0.3−0.4
0.4−0.6
0.6−0.7
0.7−0.9
>0.9

Fig. 3   This series of plots shows results from an example patchwork 
patch configuration (habitat type) where the different colors denote 
patch types, followed by mean deme derived allele frequencies (pi) 
at seven time points from one representative simulation with m = 0.01 
(a) and one for m = 0.10 (b). Colors in the top-left panel for each 

migration rates denote habitat type and grey-scale is used to denote 
mean allele frequencies. Gen. generation number. The difference in 
the standard deviation of the pi between the novel and ancestral patch 
types (Δσ) is higher when adaptation occurs with low migration than 
with high migration. (Color figure online)
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low (despite a continual input of new mutations), as demes 
in ancestral patch types remained mostly or nearly fixed 
for ancestral alleles (e.g., µanc never rose above 0.028 or 
0.018 in the patchwork and random configurations, respec-
tively). The observed differences in σnov and σanc gave rise 
to positive values of Δσ, that is to deme-by-deme adapta-
tion (Figs. 3, 4, 5c and 6c). Qualitatively similar results 

were obtained for weaker selection (s = 0.02; Figs. S2, S3, 
S4c and S5c).

In contrast, with high migration (m = 0.10), σnov increased 
for a briefer period during the adaptation process, and did 
so roughly to the same degree as σanc (Figs. 3, 4, 5b, 6b, 
7b, d and S8b,d). For example, with the random habi-
tat configuration, the mean (across replicates) maximum 

(a) low migration (m = 0.01)

habitat type gen. = 1500, ∆σ = 0. 02 gen. = 2500, ∆σ = 0. 04 gen. = 3500, ∆σ = 0. 06

gen. = 5000, ∆σ = 0. 14 gen. = 10000, ∆σ = 0. 18 gen. = 17500, ∆σ = 0. 18 gen. = 100000, ∆σ = 0. 12

(b) high migration (m = 0.1)

habitat type gen. = 1500, ∆σ = 0. 01 gen. = 2500, ∆σ = −0. 00 gen. = 3500, ∆σ = −0. 01

gen. = 5000, ∆σ = −0. 00 gen. = 10000, ∆σ = 0. 01 gen. = 17500, ∆σ = −0. 00 gen. = 100000, ∆σ = −0. 00

Frequency
<0.1
0.1−0.3
0.3−0.4
0.4−0.6
0.6−0.7
0.7−0.9
>0.9

Fig. 4   This series of plots shows results from an example random 
patch configuration (habitat type) where the different colors denote 
patch types, followed by mean deme derived allele frequencies (pi) 
at seven time points from one representative simulation with m = 0.01 
and one for m = 0.10. Colors in the top-left panel for each migration 

rates denote habitat type and grey-scale is used to denote mean allele 
frequencies. Gen. generation number. The difference in the standard 
deviation of the pi between the novel and ancestral patch types (Δσ) 
is higher when adaptation occurs with low migration than with high 
migration. (Color figure online)
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values of σnov and σanc were 0.13 (range 0.090–0.17) and 
0.12 (range 0.069–0.28), respectively. And similarly with 
the patchwork habitat configuration, the mean maximum 
values were σnov = 0.12 (range 0.11–0.13) and σanc = 0.10 
(range 0.099–0.11). In the case of high migration, µnov and 
µanc initially increased together. That is, the derived alleles 
increased in frequency in both the ancestral (where they were 
deleterious) and novel (where they were beneficial) patch 
types; maximum values of µanc across replicates ranged from 
0.27 to 0.30 for the patchwork configuration (generations 
12,970–30,140) and from 0.097 to 0.23 for the random con-
figuration (generations 3210–7670). This moderately high 
frequency of derived alleles persisted until a threshold was 
reached, where the standard deviation parameters decreased 

and µanc dropped quickly, as derived alleles became rarer 
in the ancestral habitat patches (e.g., by generation 40,000, 
and even by generation 20,000 in most simulations, µanc 
was approximately 0.099 and 0.044 for the patchwork and 
random configurations, respectively). The initial concur-
rent spread of derived alleles across habitat patch types and 
similar values of σnov and σanc resulted in near-zero values of 
Δσ, suggesting system-wide adaptation (Figs. 3, 4, 5d and 
6d). Qualitatively similar results were obtained for weaker 
selection (s 0.02; Figs. S2, S3, S4d and S5d). Thus, among-
deme variation in adaptation was greater—i.e., adaptation 
occurred in a more ‘deme-by-deme’ than system-wide fash-
ion—when migration was low than when it was high.
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Fig. 5   These plots summarize patterns of adaptation from one pair of 
representative simulations with s = 0.04 and L = 20 for the patchwork 
patch configuration panel. Panels a and b show σanc (sd, ancestral), 

and σnov (sd, novel) over time for low a and high b migration. Panels 
c and d show the corresponding values of Δσ = σnov − σanc, for low c 
and high d migration
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Differences between patchwork (less connected) and 
random (more connected) simulations were also seen, 
but were less pronounced than those for migration rate 
variation. With high migration the initial spike in µanc was 
more pronounced in meta-populations with the patchwork 
configuration than the random configuration (Figs. S7b 
versus S8b; mean maximum values were 0.29 versus 0.15 
for patchwork versus random). Likewise, the patchwork 
configuration caused a slightly greater increase in σnov in 
the low migration simulations than was seen with a ran-
dom configuration of patch types (Figs. S7c versus S8c; 
mean maximum values were 0.18 versus 0.14 for patch-
work versus random). In short, among-deme variation in 
adaptation for a given migration rate was greater in the 

random than in the patchwork configuration, but these dif-
ferences were slight compared to differences caused by 
migration rate variation.

To more fully quantify the association between migra-
tion rate and the ‘deme-by-deme’ nature of adaptation, we 
next considered a gradient of migration rates where m = 
(0.001, 0.005, 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 
0.09, 0.10). Consistent with the analyses with m = 0.01 or 
0.1, we found that adaptation and differentiation occurred 
in a more ‘deme-by-deme’ manner when migration was low 
(particularly for m ≤ 0.01), and did so to a greater extent 
for the random configuration (Fig. 7). Thus, our metric of 
‘deme-by-deme’ differentiation (Δσ) declined with increas-
ing migration rate.
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Fig. 6   These plots summarize patterns of adaptation from one pair 
of representative simulations with s = 0.04 and L = 20 for the random 
patch configuration panel. Panels a and b show σanc (sd, ancestral), 

and σnov (sd, novel) over time for low a and high b migration. Panels 
c and d show the corresponding values of Δσ = σnov − σanc, for low c 
and high d migration
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Discussion

We used computer simulations to study the dynamics of 
adaptation for sub-populations (i.e., demes) connected by 
migration. We found that among-deme variation in adapta-
tion was greater—i.e., adaptation occurred in a more ‘deme-
by-deme’ than system-wide fashion—when migration was 
low than when it was high. Thus, increased connectivity 
was associated with more sudden and system-wide changes 
and decreased connectivity associated with more gradual 
and localized differentiation. These results are necessarily 
based on a limited set of conditions and parameter combina-
tions, and thus it is unclear whether or to what extent they 
can be generalized. With that said, our results are consist-
ent with those from a range of other complex systems, such 
as ecosystems and financial systems (Scheffer et al. 2001, 
2009, 2012, 2015; Scheffer 2009, 2010). We below discuss 
the role of migration in evolution, the implications of our 
results for conservation biology, and some key directions 
for future work.

The role of migration in evolution

Our results highlight variable roles for gene flow in evolu-
tion. Migration (i.e., gene flow) is often considered a homog-
enizing force that constrains adaptation (Hendry et al. 2001; 
Lenormand 2002, 2012; Hendry and Taylor 2004; Nosil and 
Crespi 2004; Hendry 2017). Indeed, we observed higher 
overall levels of local adaptation when migration rates were 
low (i.e., µanc close to 0 and µnov close to 1). However, we 

also found that migration can play a creative role in facili-
tating rapid system-wide transitions through a set of sub-
populations. This creative role involves two inter-related 
processes.

First, with migration, new adaptive mutations do not have 
to be of local demic origin. They can occur anywhere across 
the landscape, including demes of the alternate habitat type 
where they are initially maladaptive, and be transported to a 
different deme by migration, where they become adaptive. 
Thus, local demes are not restricted to acquire new adaptive 
genetic variation from scratch in the same way they would 
be if there were small in size and isolated (in some sense, 
migration increases the effective population size). Consistent 
with this result, there is now substantial empirical evidence 
that gene flow among populations or species can serve as 
a source of adaptive mutations (e.g., Whitney et al. 2006; 
Song et al. 2011; Hufford et al. 2013; Huerta-Sanchez et al. 
2014; Suarez-Gonzalez et al. 2018).

Second, migration means that the build up of standing 
variation can occur across the landscape as demes move 
together in unison to a threshold that allows rapid adapta-
tion. Thus, the system as a whole rapidly goes through a 
transition, rather than seeing individual demes adapt inde-
pendently. In the shifting-balance model, a combination of 
selection and drift play a role in adaptation, with a phase of 
disconnection between the two (adaptation arises locally but 
then spreads globally) (Wright 1982; Wade and Goodnight 
1998; Coyne et al. 1997; Mallet 2010). Our model has some 
similarities, in terms of the role of migration in spreading 
adaptive gene combinations, but differs in many details such 
as (i) the lack of epistasis for fitness, (ii) it being primarily 
driven by selection, not drift, and (iii) gene flow, rather than 
its absence, being important in early phases of the process.

Implications for conservation biology

Our results have implications for conservation biology 
because the conservation of species is often planned in 
the context of habitat loss and fragmentation. Indeed, spe-
cies on the planet increasingly live in patchy or fragmented 
habitats, due to deforestation and other human-induced 
changes (Butchart et al. 2010). Habitat fragmentation can 
have numerous ecological and evolutionary effects, such as 
reduced population size (and thus increased extinction risk) 
and local adaptation, respectively. These issues are reviewed 
in detail elsewhere (Hanski et al. 2013; Rybicki and Hanski 
2013), and thus we focus here on two issues most pertinent 
to our results.

First, the negative ecological effects of habitat fragmen-
tation may be more severe for species with limited disper-
sal ability, because they have greater difficulties dispersing 
between patches of remaining suitable habitats (Stamps et al. 
2005; Fountain et al. 2016). A flip side of this issue is that 
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species with low dispersal ability in fragmented habitats 
may evolve local adaptation, because homogenizing gene 
flow between habitat types is low (Blanquart et al. 2012). 
However, as discussed above, fragmentation can have nega-
tive effects on the geographic spread of adaptive mutations 
throughout a species range, and thus constrain adaptation. 
Our results, coupled with past work, thus show how there are 
several layers to the effects of fragmentation on ecological 
and evolutionary dynamics (e.g., Cushman 2006; Legrand 
et al. 2017). Adding local extinction and re-colonization 
events, which we did not consider here, would add even fur-
ther complexity, and is a clear avenue for future research (see 
below for more detailed consideration).

Second, in addition to dispersal ability and migration 
rates, the spatial clustering of habitat types within a system 
(e.g., meta-population) can affect ecological and evolution-
ary dynamics. For example, the negative effects of fragmen-
tation can sometimes be countered by aggregating habitat 
fragments into clusters rather than to place them randomly 
across the landscape (Rybicki and Hanski 2013), as this 
reduces gene flow between habitat types and can promote 
local adaptation. In turn, local adaptation might have posi-
tive demographic effects, increasing population size and thus 
reducing the risk of local extinction (Ronce and Kirkpatrick 
2001; Lenormand 2002; Hanski et al. 2011; Farkas et al. 
2013, 2016). Our results add a layer to this issue, by showing 
how the clustering of habitat types promotes more sudden 
and system-wide dynamics of local adaptation. Although 
these effects were modest compared to those of variation in 
migration rate, we note that we only examined a weak degree 
of clustering (that caused by a random rather than patchwork 
distribution). Thus, the effects of higher levels of clustering 
warrant further examination.

Extensions and future directions

We emphasize that our current results pertain to evolution-
ary dynamics, not ecological/demographic ones. In other 
words, local adaptation in our models did not affect popu-
lation sizes/carrying capacities and our models thus differ 
from those with meta-population dynamics sensu stricto 
(i.e., hard selection), where adaptation affects population 
sizes and thus extinction-recolonization dynamics (Ronce 
and Kirkpatrick 2001; Lenormand 2002, 2012; Hanski and 
Saccheri 2006; Hanski and Mononen 2011; Hanski et al. 
2011; Hanski 2011). A clear avenue for future work is to 
add ecological and demographic dynamics to the types of 
scenarios considered here.

Another consideration is habitat choice, which was random 
in our model. Although habitat choice can speed up local adap-
tation and speciation-with-gene flow (Bush 1969a, b, 1975), 
its effects on ecological and evolutionary dynamics can be 
nuanced and difficult to predict. For example, strong habitat 

fidelity might actually constrain the evolution of mate choice 
via reinforcement-like processes (Yukilevich and True 2006; 
Nosil and Yukilevich 2008). Additionally, phenotype-depend-
ent habitat matching might have stronger effects on adaptation 
and speciation than habitat choice that is random with respect 
to phenotype (Bolnick et al. 2009; Edelaar and Bolnick 2012; 
Izen et al. 2016; Edelaar et al. 2017). Finally, the genetic basis 
of habitat choice, such as the numbers of loci involved (Gavri-
lets and Losos 2009) and whether based on a one- or two-allele 
mechanism (Felsenstein 1981; Kirkpatrick and Ravigné 2002; 
Ortíz-Barrientos and Noor 2005), might affect the dynamics 
observed. Thus, further work is required to clearly understand 
how habitat choice would affect the ‘deme-by-deme’ versus 
system-wide dynamics of adaptation observed here.

A final issue is the effects that various aspects of genetic 
architecture, such as epistasis, that were not part of our model, 
have on systems dynamics. In addition to epistasis, recombina-
tion rate variation warrants consideration in future work. There 
is accumulating evidence that structural features that reduce 
recombination, such as chromosomal inversions, can promote 
local adaptation and speciation (Noor et al. 2001; Rieseberg 
2001; Feder et al. 2003, 2011; Kirkpatrick and Barton 2006; 
Hoffmann and Rieseberg 2008; Faria and Navarro 2010). How 
such features would influence the dynamics reported here war-
rants exploration.

Despite the need for such future work, we suspect that 
our core qualitative conclusions concerning connectivity are 
robust, given they are consistent with those observed for a 
wide range of complex systems. Increased connectivity among 
sets of sub-populations can promote sudden and system-wide 
adaptation (i.e., across an entire landscape or ‘set’ of demes) 
over more localized changes (i.e., within individual demes), 
with implications for conservation biology, adaptation, and 
evolution. The falling costs of genome sequencing should 
facilitate the empirical study of the population biological and 
genomic issues considered here.
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