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Abstract

The present paper describes a joint action paradigm in which individuals or pairs utilized two
computer keys to keep a dot stimulus moving inside a larger rectangle. Members of a pair could
neither see nor hear each other. This paradigm allowed us to combine the discrete-trial type
dependent variables (e.g., reaction time) commonly utilized by representational theorists, with the
continuous, temporal dependence variables (e.g., RQA) utilized by dynamical theorists. Analysis
revealed that individuals kept the dot in the rectangle longer than dyads and did so by moving it
back and forth within the rectangle. Dyads, however, pressed their individual buttons as quickly
as possible in order to keep the dot near the middle of the rectangle. These findings indicate that
joint action constitutes a multi-scale phenomena that is best investigated via multiple, complemen-
tary methodologies versus single-measure, competing theories.

Keywords: Coordination; Joint action; Multi-scale; Representation; Affordances; Explanatory pluralism

1. Introduction

When an individual engages in goal-directed behavior such as playing a video game,
the spatiotemporal dynamics of the actor’s limbs need to be coordinated so that they do
not interfere with each other. In a video game example, certain outcomes on the screen
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(e.g., a character jumps and performs a particular type of kick) often require a very
sophisticated, coordinated sequence of movement dynamics in which the left and right
hands generate quite different key press patterns, simultaneously. These patterns of move-
ments must be contingent and complementary; that is, the two limbs produce movements
that are dependent upon and shaped by each other (i.e., contingent), and they collectively
give rise to patterns that ultimately lead to the goal (i.e., complementary).

For a long time, scientific accounts of how individuals are able to generate contingent,
complementary actions have ranged from strongly internalist, representational accounts
that attribute the vast majority, if not all, of the causal explanation to brain dynamics
(Anderson, Byrne, Douglass, Lebiere, & Qin, 2004; Meyer & Kieras, 1997) to widely dis-
tributive, dynamical accounts that spread the causal explanation across multiple scales of
activity (Turvey, 2007; Van Orden & Holden, 2002). This theoretical tension between
representational and dynamical accounts of coordination is also present in accounts of
joint action; that is, goal achievement in which two or more actors need to generate con-
tingent, complementary actions simultaneously in order for the group to achieve a shared
goal.

2. Representational and dynamical accounts of joint action

Internalist accounts of joint action often assume that collaborators are able to generate
contingent, complementary actions because each member is able to represent or simulate
the other members’ goals and action options. Quite often, the experimental tasks utilized
by these researchers involve discrete-trial paradigms that collect a single response per
trial, and the analysis involves aggregate temporal measures (e.g., average reaction time).
For example, the Simon effect is an increase in reaction times (RTs) that occurs because
one dimension of a stimulus (e.g., color) primes one response (e.g., press left for red)
while the stimulus’s spatial location primes another (e.g., the red stimulus appears on the
right). Sebanz, Knoblich, and Prinz (2003) created a joint Simon task in which pairs
seated next to each other saw a picture of a hand with a ring on it (the ring was red or
green), and the hand was pointing to the left or the right. Each member pressed the but-
ton to their front, dependent on the color of the ring, and both members responded to a
different color. Sebanz et al. reported a joint Simon effect, in that they found RTs were
longer when the direction of the finger (i.e., right or left) and the direction indicated
by the ring color (i.e., left or right) were different (i.e., incompatible) than when they
were the same (i.e., compatible). However, this effect did not occur if participants
completed the same task alone. These findings imply that the compatibility between
finger-pointing direction and ring color only mattered to participants when the action
option the participant did not control was actually produced by another person. Sebanz
et al. accounted for this joint Simon effect by proposing that as participants completed
the task with another person, they automatically represented the action option of the other
participant, what has come to be known as action co-representation.
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In contrast to internalist-driven methodologies, researchers who propose non-internalist,
dynamical accounts of joint action often take continuous measurements of ongoing move-
ment—that is, they sample movement dynamics at an extremely fast rate (e.g., 60 Hz)—
and then run analyses on the degree to which the quantified movement dynamics of one
individual are contingently coupled with the movement dynamics of another. In a now
classic example of this methodology, Richardson, Marsh, Isenhower, Goodman, and Sch-
midt (2007) asked pairs of participants to sit side by side and rock in in-phase synchrony
(i.e., rocking in the same direction simultaneously) or antiphase synchrony (i.e., rocking
in opposite directions simultaneously) as they fixed their gaze on a red X that was situ-
ated on either the armrest of their partner’s chair (focal group) or on the wall directly to
their front (peripheral group). The results revealed that individuals were able to coordi-
nate their rocking chair movements in all conditions. Experiment 2 included a no infor-
mation condition in which participants fixed their gaze on a red X situated on a wall that
was on the opposite side of the participant as the other participant (e.g., if the other par-
ticipant was on their right, the red X was located on a wall to the left). Under these con-
ditions, members of a pair did not replicate the in-phase and antiphase dynamics found in
Experiment 1. Richardson et al. (2007) accounted for these findings in a non-internalist
fashion by modeling the participants as coupled oscillators whose dynamics synergisti-
cally constrained each other in a continuous, contingent manner. According to this
account, participants did not achieve synchrony in the no information condition because
the movement dynamics of the two participants were effectively de-coupled by the
removal of movement information regarding the other.

3. Competing theories or complementary methods?

Representational and dynamical accounts of joint action are often presented as compet-
ing explanatory frameworks. This might stem from their shared, perhaps implicit assump-
tion that successful joint action requires co-actors have access to the action options of
their partner, either in the form of internal neural representations or external informational
structures (i.e., affordances). In contrast to this competitive take on the issue, some
researchers model different methods as being complementary (Abney et al., 2014; Coo-
ney & Troyer, 1994; Gilden, 1997; Jordan, 2013; Van Orden, Holden, & Turvey, 2003,
2005). From this perspective, what Abney et al. refer to as explanatory pluralism, the
phenomena typically investigated by cognitive scientists, including joint action, tend to
be multi-scale in nature, in the sense the phenomena are constituted of events taking
place at multiple time scales (e.g., neural, behavioral, perceptual, and environmental),
simultaneously. As a result, measures that sample regularities at different time scales
should potentially compliment each other in an explanation of the multi-scale phe-
nomenon being investigated. According to Abney et al., “the issue is which scales and
which theoretical frameworks are relevant for the question at hand, and how they relate
to each other” (p. 2).
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As an example of explanatory pluralism, Abney et al. utilized data from a perceptual
decision-making task (Bahrami et al., 2010) in which pairs of participants jointly deter-
mined which of two, briefly presented (i.e., 85 ms) images, each showing six Gabor
patches, contained one Gabor patch whose contrast differed from the others. If partici-
pants indicated the same image (i.e., Image 1 or Image 2), they preceded immediately to
the next trial. If they indicated different images, they were allowed to negotiate a joint
decision via open verbal communication. One analysis of these data aggregated across all
the decisions made by each individual as well as each dyad and revealed that dyads came
to perform better than their individual members, but only if the members were equally
good at the task. A second analysis (Fusaroli, Raczaszek-Leonardi, & Tylén, 2014) coded
the verbal responses in terms of the type of confidence they revealed (certainty vs. uncer-
tainty) and the degree of alignment pairs generated in their use of confidence types over
the course of the experiment. Results revealed dyads performed better when they consis-
tently and continually used similar types of confidence ratings, indicating that better lin-
guistic alignment over time led to better performance. Finally, a third analysis (Fusaroli,
Abney, Bahrami, Kello, & Tylén, 2013) investigated the relationship between dyadic
complexity matching (CP) and performance. This was accomplished by coding the speech
onsets and offsets for each member of a dyad individually and then determining the com-
plexity (i.e., the type of contingency) entailed in each member’s onset-offset pattern.
Analysis revealed that dyads whose onset-offset complexity correlated most highly also
performed better on the task.

According to Abney et al. (2014), the three above-mentioned analyses of the Bahrami
et al. (2010) study demonstrate how analyses involving course-grained measures such as
overall performance can actually complement more fine-grained analyses such as com-
plexity matching. As a result, the different measures do not reflect opposing theoretical
accounts as much as they reflect different ways of sampling the multi-scale dynamics that
constitute a complex phenomenon such as joint perceptual decision making.

In light of the notion of explanatory pluralism, we present a joint action experiment in
which participants used two computer keys to move a circular dot stimulus back and
forth within a larger rectangle depicted on a computer screen. Participants completed the
task either by themselves (i.e., the Individual condition) or with a partner (i.e., the Group
condition). In the Individual case, participants controlled both computer keys, while in
the Group condition each participant controlled only one of the two keys. In addition,
participants in the Group condition were located in separate rooms and could neither see
nor hear each other.

Because we were able to assess the duration of each key press event that occurred as
participants controlled the stimulus, we were able to generate aggregated, RT-like vari-
ables, such as the average amount of time participants were able to keep the dot in the
rectangle for a given button press. In addition, because these consecutive key press events
followed each other in time we were able to analyze the extent to which the pattern of
key press events generated by the two keys was coordinated and, potentially, contingent.

Given that members of dyads had no information regarding the actions of their part-
ners, from the perspective of the representational-affordance debate, the dyad condition
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might seem trivial, as one assumes that dyads will not be able to do the task at all since
they will not have access to their partner’s actions via either neural representations or
affordances. From the perspective of explanatory pluralism, however, control of the stim-
ulus trajectory is a multi-scale phenomenon in which the events at different scales (e.g.,
the moment of each individual button press, the impact that collective button presses have
on the movements of the dot, and the changes in button-press/movement patterns that
emerge over time) interact continuously. As a result, contingencies may arise between
more than just key presses. They might also emerge between variables that exist at differ-
ent time scales (e.g., patterns of button presses, resultant patterns of stimulus movements,
and overall performance). If the latter option proves true, it will not be possible to
account for the results solely in terms of either internal representation construction or
external affordance detection. Rather, all relevant levels of scale, from the neural to the
environmental, will need to be included in the explanation.

4. Method
4.1. Participants

There were 66 participants in the present experiment. Twenty-four were in the Individ-
ual condition. Participants were recruited from the participant pool of a large Midwestern
university and were given course credit for participating. Consent was obtained from each
participant, all of whom ranged in age from 18 to 25.

4.2. Apparatus

Participants sat roughly 60 cm (23.62 in) in front of a computer monitor and
controlled the position of a dot stimulus (i.e., 50 x 50 pixel white dot containing a
smaller, 10 x 10 pixel black dot centered within the larger white dot). As seen in
Fig. 1, a stationary, black rectangle was situated in the center of the screen. The

Fig. 1. A depiction of the experimental task space.
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rectangle was 600 pixels wide and 100 pixels tall, with edges comprised of 10
pixel-wide black lines.

Participants controlled the dot by pressing two computer keys. Pressing the A-key
incremented the dot’s horizontal position to the right at a constant velocity of 375 pixels/
s, as long as the key was depressed. Pressing the L-key did the same in the opposite
direction. As participants controlled the dot and attempted to keep its movements within
the rectangle, it became necessary to change its direction of movement (i.e., from left to
right or right to left). Doing so proved challenging, for if the computer detected that both
keys were being pressed simultaneously, as can be seen in Fig. 2, the dot moved both
upward and in the direction it was previously moving before both keys were pressed, at a
constant velocity (i.e., 375 pps) in both the X and Y dimension.

If the computer detected that neither key was being pressed, the dot moved both down-
ward and in the direction it was already moving at a constant velocity (i.e., 375 pps) in
both dimensions.

It is the overlapping key events (i.e., both keys being pressed or neither key being
pressed) that made the task difficult, for if either type of overlapping event continued for
too long (e.g., a few hundred milliseconds) the dot moved outside the perimeter of the
rectangular box. Thus, to keep the dot moving back and forth within the rectangle, partic-
ipants had to avoid producing overlapping key events, particularly as they attempted to
change the dot’s direction. However, because the status of the keyboard was sampled
every 16 ms, it was practically impossible for participants to completely avoid overlap-
ping key events.

4.3. Procedure

Participants were read their rights as participants and were asked if they had any ques-
tions. If not, they were asked to sign an informed consent form.

Participants were pseudo-randomly assigned to either the Individual or Group condi-
tion. Assignment was pseudo random because of the need to ensure similar group sizes.

Fig. 2. The individual-press (i.e., A-key and L-key) and overlapping-press (A + L keys and no-key)
functions.
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Participants in the Individual condition completed the dot control task alone. Group par-
ticipants completed the task in pairs in which each member controlled only one of the
two keys (i.e., either the L or the A-key). Additionally, Group participants completed the
task in separate lab rooms, which prevented them from seeing or hearing each other.

After being assigned to a condition and escorted to the appropriate lab space, par-
ticipants were read instructions about the task (i.e., keep the dot in the rectangle) and
the functions of the key they controlled. Participants in the Group condition were told
only about the specific key they would control throughout the dot control task. Group
participants were further told (a) their partner in the other room would be controlling
a key and (b) that key would have a certain type of effect on the dot. However, they
were not told the specific key their partner would be using. This manipulation was
created so that participants would not attempt to use the other control-key during the
course of the task.

Participants then pressed the Enter key. Following a visible 3-s countdown, they com-
pleted a single, 8-min trial. Subsequent key presses altered the dot’s movements in the
above-mentioned fashion, with the dot’s velocity being 375 pps. Upon completion of the
trial, participants were then thanked for their time, de-briefed about the experiment, and
awarded extra-credit for their participation.

5. Results
5.1. Aggregated, RT-like, performance variables

Every time the state of the computer keyboard was changed (i.e., a key was pressed or
released), the program recorded the X—Y coordinates of the dot as well as the time of the
event. Given these moments involve both key presses and key releases, we refer to them
as key events.

Key events were coded as occurring either in the rectangle (i.e., an in-box event) or
out of the rectangle (i.e., an out-box event). Fig. 3 illustrates the spatial distribution of
events on the computer screen, in relation to the location of the rectangle, for the best
and worst individuals and dyads. In-box events were coded in terms of the quadrant of
the target area in which they occurred, with the left-most 150 pixel quadrant being
labeled Quadrant 1, and the remaining being labeled consecutively, from left to right. We
also coded each in-box key event in terms of whether or not the dot changed its direction
on that event. A key event was coded as a furn press if the x-coordinate of the event was
larger, or smaller, than the x-coordinate of both the preceding and following key events.
Finally, A-key events and L-key events were coded as alone presses, while AL and
no-key events were coded as together press.

In-box time is the percentage of fotal time the dot was inside of the rectangle. We then
coded each key event in terms of whether it occurred in the first 2 min of the 8-min trial,
or in one of the subsequent 2-min portions, resulting in four, 2-min intervals we refer to
as a block. Coast time is the amount of time, in milliseconds, that followed a particular
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Fig. 3. X-Y plots of the spatial distribution of event locations on the computer monitor. Each dot represents
the location of a change in key press event. Top left: Individual having the highest in-box time. Bottom left:
Individual having the lowest in-box time. Top right: Dyad having the highest in-box time. Bottom right:
Dyad having the lowest in-box time.

in-box, key event. Coast time allowed us to assess the extent to which participants devel-
oped the ability to let the dot coast back and forth across the inside of the rectangle.

5.2. In-box time

A mode (Individual vs. Dyad) by block (1-4) mixed aNova in which block was a
within-subject variable, yielded a main effect of mode, F(1, 43) = 10.21, p = .003, partial
n2 = 0.19. The average in-box time of individuals (M = 53.15, SD = 21.06, n = 24) was
significantly longer than that of dyads (M = 34.35, SD = 17.98, n = 21). There was also
a main effect of block, F(3, 129) = 10.38, p < .001, partial nz = 0.19. As seen in Fig. 4,
the average in-box time increased from block 1 to block 4. There were no other statisti-
cally significant effects.

5.3. Coast time

A mode (Individual vs. Dyad) by block (1 through 4) by quadrant (1 through 4) by
type of key event (alone vs. together) mixed aNova (block, quadrant, and type of key
event were within-subject variables) on coast time revealed a main effect of mode, F(1,
32) = 125.64, p < .001, partial 1* = 0.80, and a main effect of block, F(3, 288) = 5.94,
p = .001, partial 1’]2 = 0.16. As can been seen in Fig. 5, individuals (M = 443.89,
SD = 81.12) had significantly longer coast ties than dyads (M = 161.96, SD = 67.92),
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Fig. 4. In-box time of individuals and dyads as a function of block. The length of the error bars equals one
standard deviation.

and overall average coast time increased significantly across blocks. There was also a
main effect of quadrant, F(3, 288) = 95.23, p < .001, partial n*> = 0.75. As seen in
Fig. 6, coast times were significantly larger when they followed a key event produced in
the outer two quadrants (i.e., quadrants one and four). Finally, there was a main effect of
type of key press, F(1, 288) = 98.31, p < .001, partial 0> = 0.75. The average coast time
of alone presses (M = 472.34, SD = 314.89) was significantly longer than that of together
press (M = 151.51, SD = 82.33).

As regards interactions, the ANova also revealed a host of two-way interactions, includ-
ing an interaction between mode and quadrant, F(3, 288) = 49.93, p < .001, partial
n* = 0.61, mode and type of key press, F(1, 288) = 67.03, p < .001, partial n*> = 0.68,
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Fig. 5. Coast time of individuals and dyads as a function of block. The length of error bar is one standard
deviation. The length of error bar is one standard deviation.
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Fig. 6. Coast time as a function of quadrant. The length of error bar is one standard deviation.

block and type of key press, F(3, 288) = 13.97, p < .001, partial n* = 0.30, and quadrant
by type of key press, F(3, 288) = 82.93, p < .001, partial n* = 0.72.

All of the above-mentioned two-way interactions were involved in at least one of two,
three-way interactions. We therefore illustrated the two three-way interactions only. These
include an interaction between mode, block, and type of key press, F(3, 288) = 6.26,
p = .001, partial n>=0.16. As seen in Fig. 7, for individuals, coast times for alone
presses increased over blocks, and those for together presses decreased, while for dyads,
coast times did not vary with either block or type of key press.

The second three-way interaction was between mode, quadrant, and type of key press,
F(3, 288) = 60.25, p < .001, partial n* = 0.65. As seen in Fig. 8, participants in the indi-
vidual condition generated their largest coast times for alone presses that occurred in the
outer two quadrants of the rectangle (i.e., quadrants one and four). Coast times for
together presses were significantly smaller than coast times for alone presses, and they
did not vary significantly across quadrants. For dyads, coast times did not vary with block
or quadrant.

These differences between individual and dyad coast-time patterns are further clarified
by the frequency of alone and together presses. First, as can be seen in Table 1, Dyads
produced significantly more in-box key events (i.e., alone and together presses) than Indi-
viduals, which is consistent with the finding their coast times are significantly shorter than
those of individuals. Second, for both groups, roughly 50% of the in-box key events were
alone presses (i.e., either the A- or L-key alone), with the remainder being together
presses (i.e., either neither key was pressed, or both keys were). Despite this even split
between together and alone presses, however, 94.1% of the coast time produced by Indi-
viduals resulted from alone presses, while the percentage of coast time was pretty much
evenly distributed between alone and together presses for dyads. These data imply that
individuals used A and L events to move the dot back and forth within the rectangle,
while for dyads, alone events were not functionally different from together events.
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Fig. 7. A (top) illustrates coast time as a function of type of key press (i.e., alone or together) and block, for
individuals, while B (bottom) does so for dyads. The length of the error bar is one standard deviation.

This interpretation is consistent with correlational analyses, which revealed that coast
time and in-box time were positively correlated for individuals overall, r(24) = .51,
p < .05, and negatively for dyads in Block 4, r(22) = .467, p < .05. Since individuals
used alone presses to make the dot move back and forth, in-box time was larger for indi-
viduals who generated larger coast times. Since dyads seem not to have discriminated
alone from together presses, by Block 4, in-box time was larger for dyads whose coast
times were shorter; that is, they pressed their individual buttons faster.

5.4. Turning point

A mode (Individual vs. Dyad) by block (1-4) by quadrant (1-4) mixed ANOVA on turn-
ing point yield a main effect of quadrant. However, because quadrant was defined by hor-
izontal location, the main effect of quadrant on turning point is actually an artifact of
creating the quadrant variable. The aNova also revealed an interaction between mode and
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Fig. 8. A (top) illustrates coast time as a function of type of key press (i.e., alone or together) and quadrant,
for individuals, while B (bottom) does so for dyads. The length of the error bar is one standard deviation.

quadrant, F(3, 252) = 22.97, p < .001, partial n*> = 0.45. As seen in Fig. 9, participants
in the Individual condition produced turn points that were nearer to the outer edge of the
quadrant, regardless of quadrant.

5.5. Non-linear analyses (CRQA for events series of button presses)

We conducted categorical cross-recurrence quantification analysis (C-CRQA) on the
time series of consecutive A and L presses to examine the dynamic means by which
aggregate outcome variables such as coast time and in-box time were produced. C-CRQA
examines the degree to which two time series of categorical or continues events (e.g., A
and L button presses in the present experiment, or eye movements made by two interact-
ing persons) are organized in relation to each other over time. Richardson and Dale
(2005), for example, found that during conversation, the eye-movement patterns produced
by the listener follow the patterns produced by the speaker, with a time lag of roughly
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Table 1
Percentage coast time and event totals and percentages for alone and together presses by individuals and
dyads

Individuals Dyads

Key Presses

Variables Alone Together Alone Together
% Coast time 94.1% 5.7% 65.9% 34.0.3%
Event count 5,124 4,183 18,192 14,324
Event percentage 56% 44% 56% 44%

Note. % Coast time and Event percentages do not equal 100% due to key press mistakes (e.g., participant
presses the m key accidently, instead of the L-key).

2 s. In short, the eye-movement dynamics of the participants were recurrent with a time
lag of roughly 2 s.

In the present experiment, we wanted to determine the extent to which A presses and
L presses were recurrent and at what, if any, time lag. If participants learn to make the
dot move back and forth within the rectangle, A and L presses should not co-occur dur-
ing coast times, as participants are holding down only one of the two buttons. In addition,
A and L presses should predominantly co-occur as participants change the dot’s direction
(i.e., when switching from an A press to an L press, or vice versa). As a result, A and L
presses should most often co-occur with a time lag roughly equal to the average coast
time.

To measure the recurrence between the A- and L-keys, we created separate event ser-
ies of button presses (“A” button and “L” button) for each individual and each dyad. We
then submitted the two time series from each trial to a C-CRQA and obtained a diagonal
cross-recurrence profile (DCRP; Abney, Warlaumont, Oller, Wallot, & Kello, 2016;
Abney, Paxton, Dale, & Kello, 2015; Coco & Dale, 2014; Dale, Warlaumont, &
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Fig. 9. Turning point as a function of mode and quadrant. The length of the error bar is one standard
deviation.
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Richardson, 2011; Richardson & Dale, 2005; Warlaumont, Richards, Gilkerson, & Oller,
2014). C-CRQA is distinct from CRQA correlation in a variety of ways. Most important
to the current study, C-CRQA does not consider the absence of a behavior across two
time series to count towards a “shared absence” and therefore contribute to the anti-corre-
lation as is done in cross-correlation. As a result, all samples in a time series without an
A or an L were coded as different values for the two time series.

Based on the observed average coast time and in-box time, we measured the temporal
coordination between the time series within a 3 s window. As a result, the DCRP pro-
vided a profile of the recurrence rate at each lag from —3 s to +3 s in 100 ms incre-
ments. Recurrence rate is thus the proportion of time the two time series co-occur at a
certain time lag in the profile. From the DCRP, we derived two measures: MAXREC and
MAXLAG. MAXREC is the maximum recurrence rate found in the DCRP. MAXLAG is
the specific lag on the DCRP where MAXREC occurred. See Fig. 10 for the averaged
DCRPs for the Individuals and Dyads.

A one-way anova with MAXREC as the dependent variable and Mode (Individuals vs.
Dyads) as the predictor variable suggested that there was a significant difference across
Individuals (M = 0.12, SD = 0.03) and Dyads (M = 0.16, SD = 0.05), F(1, 43) = 13.74,
p < .001. A one-way anova with MAXLAG as the dependent variable and Mode as the
predictor variable suggested that there was a reliable difference for Individuals
(M = +928 ms, SD = 8.16) and Dyads (M = —430 ms, SD = 15.49), F(1, 43) = 10.76,
p = .002.

Regarding the significant difference in MAXLAG between the Individual and Group
conditions, Fig. 10 reveals that for the Dyad aggregate DRCP there is a slight, bimodal
distribution. It seems the average MAXLAG of —428 ms essentially reflects a “washing
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Fig. 10. Diagonal cross-recurrence profile averaged across Individuals and Dyads.
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out” because of this bimodality. For the Individual aggregate DRCP, the average MAX-
LAG of +928 ms, while not exactly reflecting the largest DRCP in the figure, is, nonethe-
less, much closer to the peak value than was the case in the Group data. This implies
there may be only one local maxima, which indicates that for participants in the Individ-
ual condition, A events preceded L events more frequently with a lag of 928 ms. This is
the type of MAXLAG that would emerge if one key event (e.g., an A event) reliably pre-
ceded another event (e.g., an L event), and this is the type of pattern that has to be in
place if one is to move the dot back and forth across the screen consistently. For Dyads,
the bimodal relationship seems to imply that both the A and L buttons led each other. In
other words, A events and L events tended to occur at a somewhat reliable temporal dis-
tance from each other, but there is no pattern as to which one tended to precede the
other. This is the type of pattern one would expect if participants were basically pressing
their keys as quickly as possible (i.e., at a rate of roughly five presses per second).

To determine if MAXREC or MAXLAG were functional for the task across group
type, we performed separate one-way ANovas with task performance (i.e., in-box time) as
the dependent variable and Mode and MAXREC or Distance from Synchronization as
predictor variables. Distance from Synchronization (DFS) was derived from MAXLAG
by computing the absolute difference between MAXLAG and the index of synchroniza-
tion in the DCRP. Smaller values of DFS suggest that MAXLAG was temporally near to
the index of synchronization, whereas larger DFS values suggest that MAXLAG was
temporally further away (in either direction) from the index of synchronization. For
MAXREC, we observed no reliable effects for the main effects of MAXREC (FJ1,
411 =1.65, p =.21), Mode (F[1, 41] =0.16, p =.72), nor the interaction, F(I1,
41) = .01, p = .94. For DFS, we observed no reliable effects for the main effects of DFS
(F[1, 411 =1.19, p = .28), Mode (F[1, 41] = 1.37, p =.25), nor the interaction, F
(1,41) = 0.04, p = .84.

6. Discussion

Overall, the analysis of in-box time, coast time, and turning points indicates that indi-
viduals maximized their ability to keep the dot in the rectangle by learning how to make
it coast back and forth the inside of the rectangle. This pattern gave rise to significantly
larger in-box times, as well as significantly longer coast times that increased across the
four blocks, and were larger for alone presses occurring in the outer quadrants of the
rectangle. It also gave rise to the positive correlation between coast time and in-box time
for individuals.

The idea that individuals learned to move the dot back and forth within the rectangle
is further supported by the C-CRQA. As seen in Fig. 10, MAXLAG was +928 ms. This
means that A and L events were most likely to recurse on each other with a time lag of
just under 1 s. This interval is roughly equal to the average coast time of alone presses
produced in the outer two quadrants of the rectangle (see Fig. 8A), and it indicates that
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A and L events were most likely to co-occur as individuals were attempting to switch the
direction of the dot by switching from an A press to an L press, and vice versa.

Collectively, these data imply that individuals were able to develop contingent coordi-
nation between A and L presses, for the only way to produce a long coast time (i.e., the
time it takes the dot to move across the length of the rectangle) was to produce an alone
press. Generating an alone press was manageable for individuals because the action
options (i.e., the A- and L-keys) were controlled by a single person who had access to
when each key would, or would not, be pressed. In short, the right hand knew what the
left hand was doing.

As regards dyads, they produced coast times that equaled roughly five presses per sec-
ond (i.e., 200 ms) when the dot was in the rectangle, and these coast times did not vary
with type of key presses (i.e., alone vs. together), block, or quadrant. In addition, dyads
produced over four times as many key events within the rectangle as individuals. Finally,
dyads that pressed their buttons most quickly (i.e., with the shortest coast times) produced
the largest in-box times. Collectively, these data indicate that members of pairs pressed
their keys pretty much as quickly as possible when the dot was in the rectangle. As a
result, their “coast times” are probably more a measure of how quickly they were able to
generate consecutive key presses than a measure of how long they let the dot coast within
the rectangle. This idea finds further support in the fact that MAXREC was significantly
higher for dyads than for individuals. Given that dyad members were pressing their but-
tons so quickly, A and L presses were significantly more likely to co-occur, at all time
lags, than was the case for individuals, who were actually attempting to avoid A and L
co-occurrences.

While the dyad data do indicate that the key events produced by pair members were
not contingent on each other (i.e., they pressed their individual keys as quickly as possi-
ble, with little, if any, regard for the presses of their partner), the negative correlation
between coast time and in-box time indicates that dyad presses may have been comple-
mentary. That is, dyads that produced faster button presses (i.e., shorter coast times) kept
the dot in the rectangle longer (i.e., larger in-box times). This negative correlation implies
that producing button presses as quickly as possible was a goal-directed behavior. Specifi-
cally, rapid button presses by both partners would have resulted in rapidly changing key
events (e.g., a 200 ms A event, followed by a 100 ms AL event, followed by a 100 ms
“no key” event), which may have served to keep the dot oscillating rapidly back and
forth, and up and down, near the middle of the rectangle. Such a pattern of dot move-
ments would have emerged spontaneously as dyads pressed their individual buttons in the
attempt to get a grip on the movements of the dot (see Fig. 3, top right, for an example).
While this is not the same strategy that was used by participants in the Individual condi-
tion, it still constitutes a strategy. Thus, while dyad key presses were not contingent on
each other, they seem to have been contingent on the larger time-scale pattern of dot
movements produced by the dyad’s combined presses. As a result, they seem to have
been complementary, in that, participants pressed their key as quickly as possible in order
to keep the dot oscillating near the middle of the rectangle.
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For those who are familiar with video games, this pattern of behavior is often referred
to as key mashing, in which one simply presses various control keys as quickly as possi-
ble in the hopes of generating useful effects on the screen. In the present experiment, the
“hoped for” useful effect would have been to keep the dot near the middle of the rectan-
gle. Thus, while the right hand did not know what the left hand was doing, each hand
did, in fact, know what it was doing in relation to the larger scale pattern of movement
effects the collective button presses produced.

Cleary, the task constraints gave rise to different patterns of behavior in the Individual
and Group conditions. One could attempt to account for these differences in terms of an
inability to generate internal, co-representations, or a lack of external information about
partner dynamics. From either of these perspectives, the present results might seem triv-
ial, the idea being that groups did worse because the left hand did not know what the
right hand was doing.

While such an account is partially correct, it misses the fact that despite the inability
of dyads to generate contingent button presses, they were still able to couple the timing
of their button presses with the pattern of dot movements that was produced by their col-
lective button presses, and persisted at a larger time-scale that of any single button press.
Such a finding is consistent with the notion of explanatory pluralism. For since the task
was multi-scale in nature (i.e., individual button presses, dot movement patterns, and
changes in button press—dot movement patters across the experiment), different forms of
analysis were appropriate for phenomena at different time scales (e.g., C-CRQA for but-
ton press recurrence, and coast time and in-box time for aggregate, larger time-scale out-
come measurement).

To be sure, we did not find correlations between outcome measures (i.e., in-box time
or coast time) and MAXREC. This lack of correlations, however, might provide an exam-
ple of how different measures collected from the same phenomenon can be independent
of each other. For example, the goal-directed behavior of dyads manifested as very rapid
button presses that were independent of each other in the sense group members were sim-
ply pressing as quickly as possible, with no regard for their partner’s presses. Given A
and L presses were independent, there was no pattern of recursion between them. The
two independent events were equally likely to co-occur at most time lags. Despite the
independence of A and L presses, however, the faster they were made, the more rapidly
a series of somewhat random key press events occurred (i.e., A, L, AL, or no-key), result-
ing in an oscillation of the dot near the middle of the rectangle.

The lack of correlation between MAXREC and performance measures is more difficult
to explain for individuals. One would simply assume that those with larger coast times
and larger in-box times would also have larger MAXREC. However, MAXREC can be
positive or negative, depending on which event, A or L, tends to be leading the other. If
some participants had negative MAXREC, while others has positive MAXREC, correla-
tions with coast time and in-box time would be reduced. Despite this lack of correlations
with MAXREQC, in the end, all of these measures clearly complemented each other to
explain how (a) individuals were able to achieve the goal of making the dot move back
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and forth within the rectangle, and (b) dyads pressed their buttons as quickly as possible
in order to keep the dot near the center of the rectangle.

The notion of accounting for psychological phenomena in terms of multi-scale, contin-
gent interactions dates as far back as Dewey’s (1929) interactionist perspective, and it is
also present in contemporary cognitive science (Gilden, 1997; Jordan, 2013; Jordan &
Day, 2015; Oyama, 1985; Van Orden & Holden, 2002; Van Orden et al., 2003, 2005).
Given the availability of such multi-scale theorizing, as well as techniques capable of
addressing multi-scale dynamics, it seems increasingly difficult to provide explanations of
psychological phenomena, let alone joint action, that rely on one level of explanation
(i.e., neural representations) or assume that one level should be effectively removed from
a multi-scale explanation (i.e., neural dynamics) because it has been inappropriately con-
ceptualized in the past (i.e., neural representations).

To be sure, it may be the case that internalist and dynamicist theorists have been led
to their theoretical positions by the assumptions that surround the dependent variables
they measure. But given the present paradigm’s ability to extract RT-like variables (i.e.,
coast time) from ostensibly continuous data, while simultaneously conducting multi-scale
RQA analyses on those very same data, it seems unnecessary to assume RTs and RQA
measure completely different phenomena or should lead to qualitatively different theoreti-
cal conclusions. On the contrary, one could argue, as do explanatory pluralists (Abney
et al., 2014), that RTs and RQA simply constitute different means of sampling the same,
multi-scale phenomenon.
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