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Abstract—1In order to fulfill different demands between
ultralow energy consumption and high performance, integrated
circuits are being designed to operate across a large range of
supply voltages, in which resiliency to timing violation is the
key requirement. Unfortunately, traditional timing analysis which
focuses on setup timing tolerance for higher performance cannot
model the hold violation efficiently across different voltages.
In this paper, we proposed a complete flow of computationally
efficient methodology for guaranteeing hold margin, which is
particularly important for low-power devices, e.g., Internet-of-
Things devices. Leveraging both the conventional static timing
analysis and a most probable point (MPP) theory, we develop a
new hold-timing closure methodology across voltages eliminating
expensive Monte Carlo simulation. To improve the efficiency of
locating MPP, a novel MPP search method is proposed that
employs a set of approximation eliminating the time-consuming
iterative search. Several novel modeling techniques, such as the
incorporation of nonlinear behaviors of circuit operations and
correlation coefficient modeling, are also proposed in this paper
to significantly improve the accuracy of the design. With the pro-
posed modeling techniques, a novel hold resilient design technique
equipped with the proposed variation-aware timing resilient flip-
flop is developed. The proposed design technique eliminates the
excessive hold-fixing operation at low voltage and its associated
performance degradation at high voltage, whereas still being
compatible with the conventional design closure flow. Design
example on a voltage-scalable digital signal processor was used to
demonstrate the potential of the technique. The result in a 45-nm
technology shows that the elimination of more than 20000 hold
buffers, 23% performance improvement at high voltages, and 7%
area saving are achieved using the proposed technique compared
with the conventional digital design technique.

Index Terms—Hold and setup violations, lognormal
distribution, most probable point (MPP), resilient design,
ultralow-voltage operation.

I. INTRODUCTION

LTRALOW-POWER design has recently drawn tremen-
dous interest from consumer electronic industry due to
the rapid growth of mobile device market. Unfortunately,
the applications utilized by such devices raise significant

Manuscript received December 4, 2017; revised March 13, 2018 and
April 27, 2018; accepted May 27, 2018. Date of publication July 2, 2018;
date of current version September 25, 2018. This work was supported by
NSF under Grant CCF-1533656. (Corresponding author: Zhengyu Chen.)

The authors are with the Electrical Engineering and Computer Science
Department, Northwestern University, Evanston, IL 60208 USA (e-mail:
zhengyuchen2015 @u.northwestern.edu).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TVLSIL.2018.2847622

, Member, IEEE

challenges due to the conflicting requirements between low
power consumption and high performance. To achieve low
power consumption, supply voltage Vpp is typically reduced to
near-threshold voltages, e.g., around 0.5 V. At such a voltage,
stochastic variation associated with transistor threshold volt-
ages becomes a major factor in determining logic timing which
makes timing analysis extremely time consuming [1]. Conven-
tional solution which introduces extra timing margin to avoid
timing violation at low-voltage region leads to performance
degradation at high-voltage region. In addition, the inefficiency
of conventional static timing analysis (STA) cannot meet the
demand of shorter time-to-market cycle requirement.

Process variation, including local variation, global variation,
and systemic variation, has been continuously exacerbated
throughout technology. Among them, local variation holds the
largest threat to the circuit timing closure due to difficulties of:
1) controlling the threshold voltage of extremely small channel
length of the transistors and 2) being captured by conventional
corner base STA. At nominal voltage (Vpp > 0.9 V), it is
usually accurate to assume that the circuit performance is
linear in transistor variation [2]—[4]. Under this circumstance,
the stochastic circuit delay follows Gaussian, and the standard
deviation can be easily calculated from the standard devia-
tions of the transistor parameters. However, at low voltage
(Vbp < 0.4 V), circuit delay is a nonlinear function of
the transistor random variables. This greatly complicates the
statistical analysis because the probability density function
(pdf) of the circuit delay is no longer Gaussian [16].

As a result, either excessive pessimism is built into con-
ventional corner-based design or a time-consuming statistical-
based analysis has to be utilized. For example, fast Monte
Carlo-based statistical static timing analysis (SSTA) has been
proposed to estimate the delay variation with relative large
computing expense [11], [12]. Principle component analysis-
based SSTA has been proposed to capture the non-Gaussian
parameters in the manufacturing process, but it is not clear
if such an approach can be extended into ultralow-voltage
region where delay is lognormal [11]. For low-voltage oper-
ation, an operating point-based analysis is demonstrated with
high accuracy to predict the delay variation of the critical
paths [12]. However, the iterative search used in the tech-
nique is rather expensive and requires large computing efforts
to close a design with large number of paths [12], [13].
It is important to stress that the issue of mismatch is par-
ticularly elevated for hold timing because the hold critical
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Fig. 1. (a) Schematic of a typical hold-timing paths. (b) Number of hold-
fixing buffers required in one of the critical paths at various low voltages.

path is short and suffers from large amount of variation
in comparison with setup timing path where the amount of
variation is reduced due to a deeper logic depth. Fig. 1(a)
shows the schematic drawing of hold-timing path extracted in
our example fast Fourier transform (FFT) processor design
in a 45-nm process. Fig. 1(b) shows the amount of hold-
fixing buffer that is needed to account for the worst case delay
variation of the critical path and hold-fixing buffer. To allow
the design to work down to 0.35 V, 35 buffers need to be
inserted which will in turn reduce the performance as well
as power efficiency at high voltage. Similar observation has
been shown in [8] and [14] where the min short-path delay
has to increase to 60% of clock period due to local mismatch
causing 2.2X of logic area increase due to hold-fixing buffers
for voltage operating down to 0.35 V. Besides the performance
degradation at nominal voltage introduced the extra fixing
buffers, the determination of the number of hold-fixing buffers
requires excessive amount of statistical-based timing analysis
which becomes bottleneck of the chip design activity and also
suffers from accuracy issues. Although a two-phase latch-
based design was proposed with error detection built into
pipeline stages to resolve the hold-fixing problem in [14],
a latch-based design deviates substantially from conventional
design methodology leading to complexity of the adaptation
of the scheme.

A. Previous Work

To incorporate the challenges at low-voltage operation espe-
cially under process—voltage—temperature (PVT) variation,
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several error resilient designs have drawn significant efforts
from industry to academia in the past decades [5]-[8],
[22], [27]. The concept is that by incorporating error detection
mechanism, the designers can remove some of safety margin
to achieve further energy saving. For example, the “Razor”
design includes additional latch to detect error within a detec-
tion timing window and flush the pipeline when an error is
detected [5]. Several improved designs of the error resilient
system have been proposed recently.

1) A bubble razor technique was introduced to stall a
clock cycle and intelligently propagate the error message
throughout the pipeline [6].

2) A latch-based error detection design along with the
voltage boosting technique was also introduced to create
delay variation resilience at low voltages [8].

3) A PVT-variation-aware error-detecting latch design is
presented in [22], [25], and [26].

The abovementioned techniques can effectively create certain
amount of tolerance to setup violation and improves the speed
of the design. More recently, several latch-based designs with
multiphase clock were proposed to provide a viable migration
to the hold-timing issues at low voltages [9], [10].

However, it is important to mention that previous latch-
based techniques sacrifice the hold design margin and require
significant amount of hold verification and fixing effort.
In addition, even if a hold violation can be detected in a
similar fashion of Razor technique, the violation cannot be
fixed by flushing the pipeline or slowing down the clock
as proposed in previous techniques. As a result, previous
solutions are more applicable for high-performance design
where setup timing is more important. But it may not be a
viable solution for aggressive voltage scaling down to near-
threshold or subthreshold voltage region where hold violation
is harder to be modeled as will be shown in this paper.

Thus, there still lacks a comprehensive methodology of
hold-timing closure for low-voltage operation, which requires
that it can maintain performance at high voltage while being
able to function properly at ultralow-voltage without timing
violation. Such a requirement favors a scheme that is not only
compatible with conventional timing closure methodology but
also does not sacrifice performance from enabling low-power
operation.

B. Contributions of This Work

As extended from [21], this paper develops a computation-
ally efficient methodology that can perform accurate timing
analysis in the low-voltage regime where delay is a highly
nonlinear function of the random variables and/or the PDFs
of the random variables are non-Gaussian. Also, with the help
of the proposed timing resilient flip-flop (TRFF) solution,
degradation of performance at high voltage is eliminated.
This paper also incorporates a most probable point (MPP)
theory with conventional STA to achieve an efficient statistical
timing analysis. More specifically, this paper presents the
following.

1) A complete theoretical analysis on MPP-based hold-

timing closure technique under nonlinear scenario.
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2) A complete modeling of correlation coefficient (CC)
of a buffer chain and the physical explanation of the
modeling.

3) Variation-aware tracking sensor-based circuit solution.

4) A complete implementation of the proposed methodol-
ogy which is integrated seamlessly into the traditional
timing closure methodology for logic at low voltage.

II. UNIFIED STATISTICAL HOLD-TIMING MODELING

In this section, we discuss a modeling methodology for
subtraction (SUB) using a MPP analysis. The hold slack is
defined as the difference between data arrival time and data
required time as shown in Fig. 1(a)

Slack_neg = Dclk_capture - (Dclk_launch + Dclkq + Dgaa) (1)

where Dcik_capture 18 the delay of capture clock path, Dy, is
the delay of data path, Dk jaunch 1S the delay of launch
clock path, and Dcikq is the delay from clock to output of a
flip-flop. Here, we calculate the negative slack because we
are only interested in finding the maximum negative slack
of the design. The goal of our analysis is to predict the
stochastic hold slack value of (1) at a target percentile, e.g.,
3-sigma of 99.73%. Although numerous efforts have been
given in predicting a stochastic distribution of SUM and MAX
operations of timing path, there is a lack of discussion on the
SUB operation, which is critical for hold analysis. In this
paper, we adapt an MPP analysis where the vectors represent-
ing the cell-level contribution to the joint probability of the
entire paths are located and computed to find out the entire
target numbers of sigma slack of the path [15], [16]. The use of
MPP method compared with other arithmetic equation-based
analysis allows us to take advantage of the existing STA result
and lookup table (LUT)-based stochastic analysis to achieve
dramatic reduction of characterization and modeling efforts.
One of the previous works utilizes an iterative search method
to converge on the required MPP of each delay component
including data path and clock path [13]. However, it requires
extensive iterative search to find the MPP leading to days of
computation for design closure of a large design. Instead, this
paper leverages STA results and proposes a simplified model
that can accurately capture the stochastic distribution of the
entire timing path without iterative search of MPP.

A. Most Probable Point (MPP) Approach Analysis

MPP-based methods are widely used for engineering relia-
bility analysis and reliability-based design. Their major advan-
tage is the good balance between accuracy and efficiency.
In this section, we will discuss how to develop a computation-
ally efficient algorithm based on MPP theory that can perform
accurate path-based timing analysis in the regime where delay
is a highly nonlinear function of the random variables, i.e., the
PDFs of the random variables are non-Gaussian [13]-[15].

1) Linear-Gaussian Subtraction: For simplicity and the
practical scenario that we are dealing with, the theory will
be developed for the case of two variables. The results can
easily be extended to an arbitrary number of variables. Let
D(x1, x2) be a function of two random variables x| and x;.
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Here, D stands for stochastic delay. The random variables
are statistically independent and follow the Gaussian, i.e., the
individual PDFs P;(x) and P>(x) are Gaussian with dif-
ferent mean and standard deviation (u1,o01) and (u2,02),
respectively

D(xy,x2) =ajx; + axx. (2)

Invoking the theorem that the PDF of the sum to statistically
independent random variables is the convolution of the PDFs
of the respective variables, the PDF of D (x|, x2) can be written
as

Po(D) = / Po1(2)Poa(D — 2)dz 3)

—00

where z1 = ajx; and z2 = azxp

Pp(D) / ) /—1 (ze7) !
D = — Xe X ——
—o0 V2majoy N2marop
(7(D7:2)
2
x e\*22") dz (4)
1 _p
— % e \2(@o)?+a02)?)
2rajo1azon
oo (Zlaep’raror) (o @ep®
X/ e 2(alal)2(a2r;2)z . (a101)2+(a202)2 dZ (5)
—0oQ
v ()
— X e 2((a101)2+(0202)2) X ¢ (6)

2rajo1aron

where c¢ is a constant value.
From (5), the integrand peaks at point (z1, z2), where
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and falls sharply as exp[((—z2((a,01)*+(a202)%))/(2(a,01)>
(azraz)z))]. Point (x1, x2) in (8) is known as the MMP which
contributes the most to the PDF of D(x;, x2) [15], [16].
Fig. 2(a) shows the graphic illustration in x;-space of the
convolution integrand and the MPP under the linear-Gaussian
condition. All points of (x;, x7) and that contribute to
the e-sigma value of the stochastic delay lie on the line
D(x1, x2) = aix1 + axxo = D,_, [16]. In geometry, this
MMP which contributes the most to the integrand of PDF is
also the shortest distance point from the origin to the line
D(x1, x2) = D.—, [15], [16], [19]. Then, we normalize the
variables as

X1 — M1 X2 — 12
—— ;= —.

o] 02

©)

w|] =

Equation (2) can be converted to standard normal variable
space with g-sigma value of the stochastic delay

aj(o1m) + p1) +ax(ocr0 + p2) = Doy (10)
ajolm) + axorwr = D:_J (11)



CHEN et al.: COMPREHENSIVE STOCHASTIC DESIGN METHODOLOGY FOR HOLD-TIMING RESILIENCY

[CF)
X2 A A
ap; +ap;-Dpp =0 N mPP
4,010 +a,0,0;-D,.; =0
mpP Convolution
X2 Integrand Peak »
>
w;
»
xIMPP X wlz + wzz =&
(a) (b)
Fig. 2. (a) MPP concept and graphic illustration in x;-space of the

convolution integrand (b) Geometric illustration of MPP in normalized ;-
space.

D20

2 2 _ a2 .
o +w =3 610 -6:(0;—D;, =0

Ny
\ o

MPP ( © IMPP7 C()ZMPP )

Fig. 3.  MPP of linear-Gaussian SUB case.

where D}__ is the e-sigma value of the stochastic delay in
wj-space. From geometry, that line (11) is perpendicular to the
radius of the circle shown in (12) at the MMP (a)llwpp, a)lzvlpp).
Its geometric illustration is shown in Fig. 2(b)

*
&

o? + w3 =& (12)

in order to fulfill our goal which is to predict the stochastic
hold slack value of equation at a target percentile, e.g.,
3-sigma of 99.73% for the real case shown by Fig. 1. We can
adapt (9)—(11) by making a; = 1, ap = —1, and ¢ = 3.
Here, x; represents the stochastic delay of capture clock
(Dclk_capture) Which follows Gaussian with mean and standard
deviation (u1, 01); xp represents the stochastic delay summa-
tion (SUM) of launch clock data path (Dcik_jaunch + Dclkq +
Dyata) which also follows Gaussian with mean and standard
deviation (u2, 62)

13)
(14)

D35 =x1 —x2
o7 + w5 = 3%

By solving (9), (13), and (14), the stochastic hold slack
value at 3-sigma (D3_,) can be obtained easily. The graphic
illustration for (13) and (14) is shown in Fig. 3.

2) Nonlinear-Gaussian Subtraction and Summation: In
Section II-A1, we discussed how to estimate stochastic hold
slack value at 3-sigma under linear-Gaussian assumption. This
is true when the supply voltage is high, e.g., at nominal
voltage [2]-[4]. Under this condition, the circuit delay is
Gaussian and whose mean and standard deviation can be
either calculated by transistor parameters or obtained from
Monte Carlo-based simulation. However, at low voltage,
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e.g., at near-threshold or subthreshold voltage, the delay of
cells in timing paths follows the lognormal model. Hence,
the negative hold slack at low voltage could be formulated
as a SUB of two lognormal items as shown in the following
equation:

D(xq,x3) = e — ™2, (15)

where x; represents the transformed random variable of the
stochastic delay of capture clock, In(Dcik_capture), Which fol-
lows Gaussian with mean and standard deviation (u1, 01), and
xp represents the transformed random variable of stochastic
delay of launch clock data path, In(Dcik_jaunch + Declkq + Ddata)»
which also follows Gaussian with mean and standard
deviation (u2, 02).

For smoothly varying functions, the convolution integrand
still has a maximum at the MMP [16], [19]. This point is also
the maximum in the joint probability density of and on the
curve [16]. Fig. 4 shows the graphic illustration in x;-space
of the convolution integrand and the MPP in the nonlinear-
Gaussian case. We then normalize the D(x, x2) as

olo1+u1

D(a)l,wz) —¢ 0202+ 12
X1 — 1

X2 — (2
w] = w) = —=.
o] 02

With the first-order Taylor series around MMP («}FP, )PP,
the (D(x1, x2) is approximated by

(16)
A7)

—e

2
— D™, o) +

i=1

aeaiwi+,u,-
(Tw |pve (i — w}wpp))
(13)

MPP MPP
_ e,u2+02wz ) 4 O_le,u|+a|wl (CUI _wll\/IPP)

19)

_ (eatoan™

MPP
— gyet2 T2 (col — a)llvlpp) =D, ,.

The linear approximation is shown in Fig. 5. The error
between the linear approximation and original curve in
w;-space is small in the vicinity of the MPP and increases
away from the MPP. But only the points in the vicinity of the
MPP contribute significantly toward convolution. In w;-space,
all points that contribute to the e-sigma delay lie on the curve
D(wy, )" = D._, are perpendicular to the radius of the
circle shown in the following equation:

0+ ws =% (20)

Thus, if the original curve is linear enough, the
approximated MPP(a)ll\/IPP*,a)g/IPP*) can be calculated by
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solving (19) and (20). Because the MPP values are located at
the tangent point between the 3-0 cycle and delay contour,
additional constraint equations can be obtained by taking
differential operation to (16) to find out the tangentof the
delay contour

dan O-leﬂller/tl

dor = e 2n
Considering the tangency condition to the cycle
d
@ 22y, (22)
dw ]

Finally, we obtain the additional equation for solving wi
and w»
o i ‘a1
o opemmtia’ @9
Hence, combining (20) and (23), the exact values of w;
and w, can be calculated. We calculated the MPP at e-sigma
of w; and wy from (20) and (23) with different (x4, 1) and
(u2, 02) whose values are extracted from the Spice simulation
on standard cells across voltages from 0.35 to 0.9 V. Then,
the 3-sigma value of negative hold slack can be obtained by
substituting the value of w; and w; into (16).
Similarly, for the SUM of lognormal nonlinear-Gaussian
case, the MPP and 3-sigma stochastic delay value can be
calculated by solving (17) and the following equations:

D(oy, ) = 11+ 4 e = Dy (24)
] 0-160'1501+#I

— = (25)
[05) 0'260'2a'2+/‘2

w? + w3 =32 (26)

3) Accuracy and Limitation of Proposed MPP-Based
Method: As discussed in Section II-A2, when the stochastic
hold slack is a nonlinear Gaussian case: 1) we can use (16),
(20), and (23) to estimate the e¢-sigma SUB delay value and
2) we can use (24)—(26) to calculate the ¢-sigma SUM delay
value. This approach will be accurate under the condition that
the function D(w;, wy) is approximately linear in the vicinity
of the operating point. We can rewrite (16) as

In(e” 't — Dy ) — up
w) =

27)

02
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Fig. 6. (a) Accuracy of SUB case. (b) Accuracy of SUM case.

Taking the second derivative of (27), we get

b 62 In(e1¢1 TH —Dg—g)—H2
Li it 0“wy 02 (28)
ineari = =
Ysub 6(0% 65012
_ o D, 09,

0y (11 — Dy g )

Then, the linearity of (16) at MPP can be estimated by
substituting the real value of wllwpp,a],ag, ui, Do—,; from
Monte Carlo simulation into (29). Under real circuit condition,
the calculated values of (29) are smaller than 0.1 at differ-
ent supply voltages which makes our model for SUB quite
accurate.

Similar approach can be taken to verify the model accuracy
of lognormal SUM case.

Equation (24) can be rewrite as

In(Dy—y — M) —

w2 (30)
02
Taking the second derivative of (30), we get
2 (In(Dy—y—e1@1 AT ) —
Linearit Por 7 z ') 31)
ineari = =
YSum aw% aw%
2
~ G D (32)

0'_2 (De—a - eg1w1+,u1)2'

Then, the linearity of (24) at MPP can be calculated by
substituting the real value of wllwpp,a],ag, ui, Do—s; from
Monte Carlo simulation into (32). The values of (32) are
smaller than 0.3 at different supply voltages which also makes
our model for SUM quite accurate.

Fig. 6(a) shows the accuracy of calculating the 3-sigma
delay with the proposed method in SUB case, in which the
error is smaller than 4%; Fig. 6(b) shows the accuracy of
calculating the 3-sigma delay in SUM case, in which the
error is smaller than 8%. Fig. 7(a) shows real case that the
location of MPP points for both SUM and SUB operations
based on 100000 Monte Carlo simulation with the ¢ and o
of lognormal delay extracted from real circuits using Spice
simulation on standard cell buffers operating at 0.45 V. Each
point represents a pair of w; and w, points that provides the
same 30 values for SUM and SUB operations. The group of
points forms an equal delay contour for SUM and SUB in the
hyper-space of w; and w».

Two major observations are highlighted here which testify
the method we introduced in Section II-A3 including: 1) the
MPP for both SUM and SUB happens near the tangent points
of the equal delay contour and the sphere with a radius of
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Fig. 7. (a) Monte Carlo simulated equal delay contour for SUM and SUB
equations with parameters based on Spice simulation at 0.45 V. Simulated and
calculated MPP of w; and w; for (b) SUB operation and (c) SUM operation.

the target sigma of 3 matching the theoretical expectation and
2) the MPP values of w; and w; represent a “balance” of
the two random variables @w; and w,. For SUM, both values
contribute equally and thus w; and w, have similar values. For
SUB, the MPP settles toward unequal values, i.e., w; = 2.4
and wy = —1.8 because at the far-out tail of 3-sigma slack,
the contribution from w; dominates the contribution from w»
due to the lognormal behavior of the delay, i.e., positive tail
outruns negative tail.

Fig. 7(b) and (c) shows the calculated values of w; and w;
using (20), (23), and (25) in comparison with the Monte Carlo
simulation. The calculated values match with the Monte Carlo
simulation value within 2% error for SUB and 7% for SUM.
This confirms that we could analytically calculate the 3-sigma
value of negative hold slack by finding out the w;-sigma
value of Dcix_capture minus the w;-sigma value of Deix_jaunch +
Dcikg + Ddata as shown in (33). It is interesting to observe
that the w; and w; values reverse the trend at high voltage,
e.g., 0.9 V. This is because the delay distribution becomes
Gaussian distribution at high voltage. The SUM of launch
clock path and data path has a longer delay than does the
capture clock path (launch and capture clock path are balanced
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in clock design) and thus starts to dominate the overall hold
slack at high voltages

D3—0’ = (Dclk_capture)a)l - (Dclk_launch + Dclk_to_q + Ddata)w2~
(33)

Although it is possible to predict the MPP values of w;
and @y, in reality, the MPP values depend on the circuit con-
figuration, i.e., values of ¢ and o. As a result, a large number
of circuit characterization still needs to be performed to obtain
MPP values. To simplify the analysis and characterization,
we leverage the following conditions to reduce the analysis
space.

1) Corner-based STA can be utilized to provide the results
for the negative portion of the analysis, i.e., wy. This
eliminates the majority effort of characterization and
modeling. This means that characterization of the entire
standard cell library and the large numbers of data path
delay is no longer needed with the help of STA.

2) Since only the capture clock delay needs to be stochas-
tically predicted, the design space has been dramatically
reduced by only characterizing the limited variety of
clock buffers and depths of clock paths.

Section II-B explains our approach.

B. Subtraction Using Corner-Based STA

In this section, we discuss the methodology of utilizing
corner-based STA of the data path to simplify our analysis.
Note that, in our analysis, we focused more of the local
random variation instead of the global variation since it
holds the largest threat to the timing closure. In this paper,
the local variation is applied on top of global corners which are
already located at O-, 1-, 2-, 3-sigma at global variation space.
If global corner is too pessimistic at low voltage, the global
corner should be set at close to 0-sigma and more variation
should be given to local variation, which is handled by our
method.

Based on the Spice simulation using global corner, the
STA corner value of delay for a combination circuit, e.g.,
a chain of buffer, is always located at a negative sigma location
when compared with Monte Carlo simulation. This observa-
tion deviates from the general expectation of corner location
at 0-sigma but can be well explained from SUM operation of
lognormal variables.

To prove the theoretical foundation of this observation,
we adapt a widely used the Wilkinson model for SUM of
lognormal operation in this analysis [20]. Below summarizes
the main concept of the Wilkinson operation. In the Wilkinson
method, the sum of lognormal items vazl (1/N)e*ican be
approximated as another lognormal e”, where y is a new
Gaussian variable with calculable mean and standard devia-
tion. This approximation is completed by matching the first
and second moment of both equations. Ignoring the detailed
derivation, we list the formula as follows:

N
I, 2
w = E@s) = ﬁeﬂ“ﬂfi/z = ettoy/2

i=1

(34)
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1
uy = E(SZ) = N

N 5 N—1
z o2 Hxit20y; 42 z
i=1 i=1

+62 +2’z/ OxiOxj

X Z etxi + ) e~z (35)

Jj=i+1
iy =2Inuy —1/2Inuy (36)
oy =Inuy —2Inu (37)

where (uy,;, ox;) are the mean and standard deviation of the
original Gaussian variables x; and (u,, ) are the mean and
standard deviation of new Gaussian variable y. r;; is the CC of
each random variable, and N represents the number of stages
in the data or clock path. The detailed modeling of CC r;; is
presented in Section II-C. The process can be modeled as

N
Ne¥ = E e,
i=1

Each stage’s delay is modeled as one lognormal item (e*'),
and the sum of N stages is also a lognormal item (Ne”). The
lumped value Ne#» represents the corner delay value reported
from STA. The corner we mentioned here refers to the delay
reported by STA from Spice simulation when local random
mismatch parameter is set at 0. (Meanwhile, global variable is
fixed at a certain value which corresponds to global slow, fast
corners, etc.) Matching the corner location (e#*) of the right-
hand side of (39) with the left-hand side gives the difference
between uy and

(38)

Ne/ly‘f'ﬁo'y = Netx

B = (ux — uy)/oy.

(39)
(40)

Due to the shift of the x4y from u, in the SUM operation,
the delay sum of a series of gates reported from STA (Ne#r)
is no longer located at the median location of the stochastic
delay (Ne#) reported from Monte Carlo simulation. Instead,
a negative shift at foy is observed due to the SUM operation of
lognormal variables. Fig. 8(a) shows the histogram of Monte
Carlo Spice simulation of a series of 10-stage buffers. The
random variables at each buffer stage that contributes to the
corner results are also annotated using a similar approach
as MPP. The overall corner location has been shifted to
—1.05¢ despite the fact that the delay at each stage stays
at near Oo. This observation matches exactly with our math-
ematical explanation in (34)—(40).

Because we target to utilize the STA results for our MPP
values of Dcik_taunch + Delkq + Ddata in (33), we could recalcu-
late the MPP value for w; based on the fact that w, obtained
from STA is centered around —fo. Fig. 9 shows that the
MPP becomes (3, —1) at 0.45 V by using a STA result.
Therefore, we only need to obtain a 3¢ delay for the capture
clock to complete the hold slack analysis. As clock tree has
been well balanced and contains less variety of configurations
than does the data path, the analysis has been significantly
simplified. We obtained f value under different voltages for a
particular configuration of the circuit to represent other circuit
configurations. It is true that different circuit configurations
may result in slight different values of S, e.g., 1 versus 1.1.
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However, this slight difference of estimation for f would not
affects the accuracy of the stochastic hold slack since 1-sigma
delay of data path are similar to 1.1-sigma delay of the short
data paths. Fig. 8(b) shows the simulated variation of corner
location versus supply voltages and number of stages. At each
supply voltage, the target sigma value for w; is adjusted to
account for the impact of supply voltages and depths of clock
capture paths. A LUT-based approach is used to calculate the
stochastic delay of the capture clock at various sigma targets
as will be discussed in Section II-F. The following equation
summarizes the hold slack calculation in this paper where
Diaunch_data_sTA 18 the corner-based STA result of launch data
path

1
S35 = €' xoltm Diaunch_data_STA - (41

C. Correlation Coefficient Modeling

In this section, we develop a CC model used to quantify
the correlation of buffer delays between stages which was
introduced in (35). Before analyzing the buffer, we first put
efforts on developing the model of the inverter which is more
intuitive and easy to extend.
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Fig. 10. Circuit schematic for inverter correlation model.

TABLE I
o AND S VALUES AT DIFFERENT SUPPLY VOLTAGES

Vbp (V) a ﬁ
0.4 0.88 24.1
0.5 0.80 6.6
0.6 0.72 3.5
0.7 0.60 2.5
0.8 0.53 22
0.9 0.49 2.0

1) Delay Model of Inverter: Fig. 10 shows the circuit
schematic for inverter case. Both the first and last inverters
(Inv0 and Inv3) are used to provide real circuit condition, e.g.,
slew rate and load. We first analyze the relation between the
delay introduced by the second inverter (Inv1l) and the third
inverter (Inv2) by sweeping: 1) the slew rate of incoming
input signal; 2) the size (W/L) of each inverter; and 3) the
supply voltage from 0.4 to 0.9 V. Interestingly, from the
simulation results, the delay of Inv2 (Delaypos) is a linear
combination of the delay of Invl (Dpe) and the size ratio
between Inv2 and Inv3 [(W3/L3)/(Wa/L>)], which can be
described in the following equation. Note that in practical,
the lengths of the transistors are the same, i.e., L3 = Ly = L

Dpos = & Dpre + BF (42)

where Dpos and Dpre are the delays of Invl and Inv2 and
F represents the ratio between Inv2 and Inv3. a is the coef-
ficients which describes the delay contributes from previous
stage’s inverter. S is the coefficient which describes the delay
contributes current stage’s intrinsic effort. By using linear
aggression algorithm, we obtained o and f values at different
supply voltages which are shown in Table I. One observation
from the data is that the Vpp X a is approximately a constant
value (0.4 V) which is about the Vi, of the transistors.

The physical explanation behind (42) is provided as follows.
The delay of current stage’s inverter can be divided into two
stages: 1) the rising the input voltage of current inverter to
about Vi, and 2) once the input voltage reaches Vi, the tran-
sistor (either nMOS or pMOS) of current inverter would be
tuned ON and starts the charging/discharging process. The first
stage can be described by the term aDpre. Since Dpre also
represents the slew rate of the output coming from previous
inverter, the physical meaning of « is the percentage of Vpp
that turns ON the current inverter. This fits the observation that
Vbp X a is approximately a constant value of Viy. This is also
verified from the real simulation results shown in Fig. 11. The
green waveform is the output from Inv1, and the blue one is the
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Fig. 11.  Inverter output at different Vpp. Vpp = 0.5 V (left). Vpp =
0.9 V (right).

output from Inv2. As we can see, at both Vpp (0.5 and 0.9 V),
the current inverter (Inv2) begins to discharge while the input
signal (output from previous inverter) reaches about 0.4 V.
The second stage can be represented by the term S F. In this
stage, the speed of charging/discharging is related to the
transistor size ratio between next stage and current stage. The
smaller ratio the shorter delay will be generated.

2) Correlation Coefficient Model of Inverter: Based on (42),
we can develop our CC model by introducing the random
variables written as

Dpos(x1, x2) = axi + fFx2/uz (43)

where x; and x> are the two independent variables; here,
x1 represents the stochastic delay of previous inverter whose
mean and standard deviation are w; and oj. xp is another
random variable that represents the intrinsic effort of the
current inverter whose mean and standard deviation are
> and o2. The CC between the delays of two connected
investors can be derived as

P Dpos, Dpre

Cov(Dpos(x1, x2), x1)
= PDpos(r1,12)11 = = (44)
UDpos(Xl,xz)le

E((ax1+pFxa/u2) xx1) — E(ax1+pBFxa/p2) x E(x1) _

O-Dpos(beZ)o-xl

(45)

Since x; and x; are independent, E(fFxy/u> x x1) =
E(BFxy/uz) x E(x1), (45) can be written as

E(axlz) — E(ax1) x E(x1)

PDpos. Dyre = (46)
O-Dpos(beZ)o-xl
a0'12
= (47)
J@o? + BFar/u2)? x o
oo
= . 48)
\/(0“71)2 + (BF o2/ pu2)?

Equation (48) provides the mathematical solution to
calculate the CC by given the values of a, S, iy, o1, 2,
and o7. In order to verify the accuracy of (48), the following
steps are taken.

1) We obtained the CC for different supply voltages based

on Monte Carlo simulation.
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TABLE II
CC COMPARISON FOR INVERTER CASE
Voltage Experimental Calculated Error
V) cC cc (%)
0.4 0.41 0.38 7.3
0.5 0.36 0.35 2.8
0.6 0.35 0.32 8.6
0.7 0.33 0.30 9.1
0.8 0.30 0.28 6.7
0.9 0.28 0.26 7.1
e
InvO Inv1 Inv2 Inv3 Inv4 Inv5
Wi/L4 Wo/L, Wi/l
(#1,01) (#2,02)#3,03)

Fig. 12. Circuit schematic for buffer correlation model.

2) We extracted i1, o1, uz, and o, at different supply volt-
ages from the corresponding real circuits and use (48)
and Table I to calculate the expected CC.

3) Compare the CC results between steps 2) and 3).
Table II summarizes the comparison results. From Table II, an
error rate smaller than 10% is observed by using the proposed
model to calculate the CC for inverter case. In this case, we can
estimate the CC by using (48) which provides us both the
accuracy and efficiency.

3) Correlation Coefficient Model of Buffer: Now we
can develop the correlation coefficient model based on
Sections II-C1 and II-C2. The circuit illustration is shown
in Fig. 12. Since a buffer contains two inverters, the delay
model of buffer is written based on (42)

D2 = aDmy1 + BF (49)
Dyt = aDiny2 + ﬁF (50)
= o’ D1 + afF + BF. (51)

Based on (51), we can develop our CC model by introducing
the random variables written as

Dout(x1, X2, x3) = 0?1 + af Fxa/ o + fFx3/u3. (52)

Similar to the inverter case, xi, x2, and x3 are three inde-
pendent variables, where x| represents the stochastic delay of
input of the first inverter whose mean and standard deviation
are u1 and o1. x7 is a random variable represents the intrinsic
effort of the first inverter whose mean and standard deviation
are o and 0;. x3 is a random variable represents the intrinsic
effort of the second inverter whose mean and standard devia-
tion are x«3 and 03. The CC between the input and output of
the buffer derived as

Cov(Dyut(x1, X2, x3), x1)

P Dyut, Dinyt = P Dypur (x1,x2,x3),x1 —

O Dyt (x1,%2,X3) O x)
(53)

(Z20'1

\/(0120'1)2 + (afFor/u2)* + (ﬁFos/ﬂ3)2.
(54)
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TABLE III
CC COMPARISON FOR BUFFER CASE

Voltage Experimental CC Calculated Error
) cc (%)
0.4 0.28 0.26 7.2
0.5 0.27 0.25 3.7
0.6 0.24 0.24 4.1
0.7 0.22 0.21 45
0.8 0.19 0.18 5.2
0.9 0.16 0.17 6.3

Similar approach introduced in Section II-C2 is used to
evaluate the accuracy of the proposed CC model. Table III
summarizes the comparison results.

4) Summary of the Proposed Correlation Coefficient Model:
From Table III, an error rate smaller than 8% is observed
by using the proposed model to calculate the CC for
connected buffers. We can estimate the CC accurately and
efficiently by the following steps: 1) find out the correspond-
ing o and f values at the particular Vpp; 2) obtain the
11,01, 12,02, 143, and o3 from real circuit; and 3) calculate
the CC based on (54).

D. Unified Stochastic SUM Operation Across Voltage

To compute the stochastic SUM operation of clock cap-
ture paths, we proposed a unified model based on (34)—(37)
with x and o characterized from Spice simulation. Different
from conventional timing analysis which assumes Gaussian
operation for high-voltage calculation and lognormal operation
for low voltages leading to two separate characterization and
analyses across supply voltages, in this paper, we propose
to only use lognormal distribution to model delay at entire
voltage range. The reason lies in the fact that the lognormal
distribution converges into Gaussian distribution when the
ratio o/u becomes very small at a high voltage. This can
be explained by utilizing the Taylor series expansion. Let D
present the stochastic delay of a circuit path and x = In(D)
follows Gaussian whose mean and standard deviation are u
and o

D(w) = e7“TH, (55)
The Taylor series of D(w) at O can be written as
D'(0 D'(0
D(w) = D(0) + 1(, ) (0 —0)+ 2(, - 07+ (56)
) 2 ) n
= e +ae”w+%e”w2+~~+a—'e”w". (57)
! n!

Under real circuit configuration, where o/x < 0.03, which
makes the nth-order coefficient, (¢”/n!)e negligible com-
pares to the first-order coefficient oe”. Then, (55) can be
approximated as

D(w) ~ e +oe'w. (58)

Equation (58) explains the fact that lognormal distribution
converges into Gaussian distribution when the ratio o/u
becomes very small.
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Fig. 13. Delay differences between lognormal model and Gaussian model

at 0.9 V.

Fig. 13 shows the simulated delay differences between
Gaussian model and lognormal model across various numbers
of stages and the PDF and cumulative distribution function
(CDF) distribution of the two models at 0.9 V. It can be
observed that the CDF and PDF of Gaussian and lognormal
model are almost overlapped. As a result, a unified model
using lognormal model can be used for SUM operation across
the voltage ranges. In this paper, we use the Wilkinson
equation as presented in (34)—(37) to model the SUM with
standard cells’ delay ¢ and ¢ characterized into a LUT as
will be shown in Section II-F. This unified model significantly
simplifies the modeling and timing analysis of standard cells.

E. Hyper-Lognormal Region for Transistor-Level Cell
Modeling

In this section, we discuss the practical issue and its solution
of the stochastic SUM operation analysis across voltage.
Most previous work has simplified the circuit delay as pure
Gaussian or a lognormal delay based on the current rela-
tionship with threshold voltage variation [13]-[15]. However,
using a simplified lognormal model to characterize a standard
cell delay at near-threshold region can cause significant opti-
mism issue. The optimism stems from the fact that at near-
threshold region, the transistor traverses across subthreshold
region and linear/saturation region when the threshold voltage
varies. As a result, characterizing the cell delay based on
mean and standard deviation of the Monte Carlo delay of
a standard cell is likely to be optimistic because many data
points are obtained when transistors operate at weak inversion
rather than cutoff region. Fig. 14 shows an nMOS transistor
current versus threshold voltage drawn in log scale. Instead of
an ideal linear curve, the current flattens as the device moves
into linear/saturation region.

Delay impact when a standard cell buffer is characterized
at 0.45 V is presented in Fig. 15. An error of 26% is observed
between the ideal lognormal model and real circuit simulation.
We refer this effect as “hyper-lognormal” effect because it
introduces additional nonlinear behavior beyond a conven-
tional lognormal model. To model such effect, we propose
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to use an additional ony, to characterize the standard cell
besides a normal oporm. While oporm quantify the overall
delay distribution of the standard cell, oyyp captures the super-
nonlinear tail of the delay distribution. Fig. 15 also shows
the difference between opyp and oyorm, Which characterized
from a standard cell buffer across different supply voltages.
As expected, at both linear/saturation region and deep sub-
threshold region, onyp and onorm converges to be the same
while at near-threshold region (~0.5 V), the hyper-lognormal
effects reach the peak due to the crossing of operation region
of transistors. In our model, we use an a value to present the
impact of opyp as shown in (59). An a value of 0.4 is used
representing a balance of ohyp and onorm. Based on experiment
and our analysis, the values of opyp and o only matter for
voltages at near-threshold region around 0.5 V and do not
introduce significant difference at deep subthreshold and high
voltages

Onew = ao1 + (1 — a)os. (59)

FE. Summary of Overall Hold-Timing Modeling Analysis

Fig. 16 summarizes our stochastic hold-timing analysis flow.
A 6x6 LUT of i and o with various loads and slew conditions
is generated from Spice-level Monte Carlo simulation on
standard cells related to clock paths at various supply voltages
from 0.35 to 0.9 V.

Conventional STA is performed to find out the slew and load
condition of the clock path as well as the corner delay for data
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Fig. 16. Flowchart of the proposed stochastic hold analysis method.

path and launch clock path. @ values for stochastic capture
clock path delay are precharacterized from MPP analysis
described in Sections II-A and II-B depending on supply
voltages and circuit configurations. The stochastic SUM for
capture clock is performed as described in Section II-D. Cal-
culation following (41) is used to obtain the final hold slack of
a particular path. Because the o value has been characterized
in an LUT, any target stochastic location wo of the delay
can be easily calculated following the proposed methodology.
Due to the simplicity of our scheme and compatibility with
the existing timing analysis flow, the entire stochastic hold
analysis can be performed with similar time as conventional
STA, rendering orders of magnitude faster speed than the path-
based iterative search approach reported in [16] and [17].

III. EVALUATION ON A DSP DESIGN

In this section, we verify the proposed timing closure
methodology. A 64-point 8-bit highly pipelined FFT processor
was implemented using commercial synthesis and backend
(P&R) tools in a 45-nm technology. Static timing libraries
are generated across supply voltages from 0.35 to 0.9 V
for STA. The backend design with routing parasitics from
layout was sent to commercial STA engine for both STA
and Spice netlist extraction. Although the clock tree has been
well balanced in the design, due to exponential increase of
delay variation at low voltages, significant hold-timing issues
are observed from 0.55 V and below. We selected the worst
50 paths with minimum hold slack for evaluating the circuit-
level Monte Carlo simulation. Due to the short data path and
regularity of clock trees, the selected paths cover representative
variety of clock paths and data paths. Transistor-level Spice
netlist including both clock path and data path with extracted
parasitics were simulated using Spice Monte Carlo simulation.
Scripts with the generated LUT were used to perform the
proposed timing analysis for comparison with the Spice Monte
Carlo simulation results.

Fig. 17 shows histograms of errors on the stochastic capture
clock delay and overall hold slack at 0.35 and 0.9 V. For
the stochastic capture clock delay, the majority paths match
within 5% with a maximum error of 8%. For overall hold
stack, the maximum error is less than 10% while majority
paths still match within 5%. The hold slack error is defined
as the difference between the calculated stochastic hold slack
and the Spice Monte Carlo-based simulated hold slack over
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the delay of capture clock path. Fig. 18 shows the overall
accuracy of the capture clock delay and hold slack across the
voltages from 0.35 to 0.9 V with worst case at 0.35 V. This
result highlights the accuracy of the proposed unified model
where the high voltage is also properly modeled with the
lognormal equation. Fig. 18 also shows the accuracy improves
with higher voltages due to much tighter stochastic distribution
and the improved accuracy of the STA which also introduces
errors compared with the Spice simulation.

In addition, Fig. 1(b) shows the numbers of buffers required
for hold fixing from one of the worst case (min delay) paths in
our design under various supply voltages. A worst case of 23%
performance degradation was observed. Although it is possible
to perform more sophisticated backend design improvement
to avoid impacting the setup path, it still requires signifi-
cant design modification and iterations of design verification.
In Section IV, we present a novel hold resilient design scheme
to remove the high-voltage impact leveraging the hold-timing
analysis approach in this paper as shown.

IV. HOLD-FREE SCHEME WITH CLOCK
DUTY-CYCLE MODULATION

A. Hold-Free Scheme

To accomplish the target of avoiding excessive hold buffers
insertion for high-voltage operation, e.g., the FFT processor
case shown in Section III, we propose to replace conventional
flip-flop with a dual-mode TRFF as presented in Fig. 19(a).
An additional hold-fixing latch is added in addition to the
conventional flip-flop. At high voltage, the additional latch
is bypassed and the whole design flow as well as timing
closure is identical as the conventional design. The timing
resilient mode of the proposed flip-flip is activated at low
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voltage as shown in Fig. 19(b). The layouts of conventional
and proposed flip-flop are shown in Fig. 19(c) and (d). The
additional hold latch in timing resilient mode only passes the
data when clock is high and gates the input from the main
flip-flop when clock is low. As a result, the flip-flop can be
considered as only latching the data at falling edge of the clock
leaving the entire time of clock-low period as hold-timing
margin. By modulating the clock duty cycle (defined as clock
low/clock period), a programmable setup/hold-timing margin
can be achieved. The downside of this scheme is that the setup
time is sacrificed by requiring the data to arrive before the
falling edge of the clock although the duty cycle can be kept as
minimum to reduce the performance impact. As performance
is less of an issue for the low-voltage operation mode, the pro-
posed scheme provides an optimum tradeoff for the conflicting
requirements between high voltage and low voltage. For clock
duty-cycle control, a digital phase-locked loop or delay-locked
loop with digital controlled oscillator can be used to generate
multiple phases for variable duty cycle. Besides, a tracking
sensor is proposed in Section I'V-B to improve the performance
under on-chip variation impact. In our design, the selection of
clock duty cycle and the selected insertion of the TRFF are
determined from the proposed timing analysis in Section II.
As a result, we can accurately program the hold timing
required across supply voltages without inserting excessive
hold-fixing buffers. The TRFF has been simulated across volt-
ages with Monte Carlo simulation for verifying functionality
and timing at low voltages. As shown in Fig. 19(c) and (d),
the area overhead of the proposed TRFF is around 15% of
the conventional flip-flop. The energy consumption overhead
is around 20%, and there is no delay overhead compared with
conventional flip-flop. Although the proposed TRFF introduces
extra area and energy consumption, it eliminates tons of
hold-fixing buffers which not only compensate the overhead
but also improve performance when circuit is operating at
nominal voltage. Besides, the proposed flip-flop can be inte-
grated seamlessly into the traditional timing synthesis and
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Fig. 20. (a) Iustration of tracking sensor-based solution. (b) Demonstration
of tracking sensor performance.

P&R flow. More detailed implementation will be discussed
in Section IV-C.

B. Tracking Sensor

In this section, a tracking sensor is proposed to provide
enough hold margin under the on-chip variation impact. In this
paper, there are two types of variation we need to deal with:
the global PVT variation and the local random variation. Since
the tracking sensor is on the same die as digital circuits,
both the sensor and the digital circuits will experience the
same PVT corner. In this way, the PVT variation can be
well tracked. The local variation which will have different
effects on the sensor and digital circuits can be compensated
by the low-variation tracking sensor. Under the local variation
effect, we build the sensor which guarantees the lower bound
(=30 point) of stochastic delay of the tracking sensor is
larger than upper bound (43¢ point) of stochastic delay of the
negative hold slack Dcik_capture — (Delk_launch + Delkq + Ddata)
which is illustrated in Fig. 20(a). Also, we need to design the
tracking sensor with less variation compare with the clock
chain, in another word, with narrower PDF. This can be
achieved by enlarging the size of transistors of the tracking
sensor. The simulated result is shown in Fig. 20(b). As we
can see, the tracking sensor provides enough hold margin from
low to high supply voltages under on-chip variation impact.

C. Case Study on DSP

We evaluated the proposed scheme in the digital signal
processor (DSP). Fig. 21(b) shows the required minimum duty
cycle for guaranteeing the hold timing without inserting hold-
fixing buffers. As shown in Fig. 21(b), no hold violation
is observed above 0.55 V and thus the design can be set
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Fig. 21. (a) Numbers of hold-fixing buffers in conventional design.
(b) Minimum duty cycle in the proposed scheme under different voltages.

TABLE IV
DESIGN SPEC AND STATISTICS OF THE DSP

Spec Values Spec Value
Total Area (w/o 0.245
Technology 45nm hold fixing) mm?
Supply Voltages 0.35V~0.9V Num of Flip-flops | 16,004
600MHz (0.9V)
Clock Freq IMHz (0.35V) Total Num of Cells | 72,300
Max Negative No. of Hold
Slack -96n (0.35V) Buffers for 0.35V 20,058
Area of Conv.
Design with hold 0.271mm? Area of Proposed 0'2523
Design Scheme mm
buffers

back into the conventional mode. The minimum duty cycle
increases at lower voltage as the negative hold slack becomes
larger and reaches 18% of the clock period at 0.35 V. Note
that the minimum duty cycle is only the lower bound of the
duty cycle in timing resilient mode. Other clock pulsewidth
constraints required for reliable standard cell operations will
likely limit the minimum duty cycle. Increasing duty cycle will
increase performance degradation of the scheme at low voltage
while gaining more hold margin to the design. We further
evaluate all the timing paths (~44737) in the design using
our proposed timing analysis approach in the DSP example.
The total runtime of our SSTA approach for this example is
just less than 1.5 h. Fig. 21(a) shows the total number of hold
buffers needed across supply voltages in conventional design.

Table IV summarizes the design spec and timing analysis
statistics. To allow operation down to 0.35 V, total 5857 flip-
flops (37% of all flip-flops) are converted into the TRFFs. Note
that in conventional design scheme, a total of 20058 extra
hold buffers need to be inserted for fixing hold-timing issues.
Note that the area number reported in this paper is slightly
different from our previous published one [21]. This is because
the previous report in our published work used “report_area”
command in encounter which is not accurate since it does
not include all the layout overhead such as wiring and filters.
In this paper, we corrected the reports by directly measuring
the area from the encounter tool.

In our scheme, the hold-fixing buffers have been avoided
rendering 23% performance improvement at 0.9 V. The area
overhead of the new flip-flops is compensated by the saving of
the hold-fixing buffers leading to a total area saving of 7.1%
which is shown in Fig. 22. More importantly, the proposed
scheme enables a “hold-free” design strategy that allows the
supply voltage to freely operate into subthreshold regime
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Fig. 22. Layout of the DSP (a) design with extra hold buffers. (b) Proposed
design with TRFF.

without compromising the high-voltage performance. This
result convinces us that the proposed methodology is not only
compatible with conventional timing closure methodology but
also does not sacrifice performance from enabling low-power
operation.

V. CONCLUSION

A comprehensive modeling and design methodology for
voltage-scalable operation, based on MPP theory, has been
proposed in this paper. The proposed scheme is computation-
ally efficient for modeling statistical circuit tolerance across
a wide range of supply voltages where delay is a nonlin-
ear function of transistor random variables. The proposed
MPP search method gets rid of the tedious iterative search.
In addition, a theoretical modeling of CC with its physical
explanation is presented to further improve the accuracy
and efficiency of the design. The developed timing analysis
approach features a unified voltage-scalable timing model and
incorporates highly nonlinear effect of transistor behavior at
near-threshold region to achieve high accuracy with computing
effort similar with conventional STA. Leveraging the devel-
oped timing analysis approach, a novel “hold-free” variation-
aware circuit solution is proposed. It has been implemented
using commercial CAD tools and integrated into commercially
used design flow in a 45-nm DSP design. The result shows
that compared with conventional hold-fixing strategy, the pro-
posed techniques not only accurately model the stochastic
timing margin within 10% of Monte Carlo simulation but
also eliminate the expensive hold-fixing efforts rendering a
“hold-free” operation across large supply range and significant
performance saving at high voltages. The proposed design
methodology is demonstrated in a 45-nm DSP design enabling
a voltage-scalable operation from 0.35 to 0.9 V for an area
saving of 7% and eliminating more than 20000 hold buffers
as well as 23% performance degradation at high voltages.
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