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Zusammenfassung

Getrieben durch aktuelle Diskussionen im Automobilbereich sind autonome Systeme in aller Munde. Tatsichlich
sind automatisierte Systeme unterschiedlichen Autonomiegrads Bestandteil aktueller Roadmaps und Projektionen
in vielen Branchen. In diesem Artikel werden die verschiedenen branchenspezifischen Taxonomien und Stan-
dards zusammengefasst und im Hinblick auf ihre funktionalen Féhigkeiten und Anforderungen an Methoden,
Prozesse und Werkzeuge aus Sicht der Softwaretechnik charakterisiert.

Mehrwert durch Autonomie

Wieviel Autonomie kdnnen, wieviel Autonomie sollen technische Systeme besitzen?

Heutzutage scheinen der technischen Realisierbarkeit immer hoherer Grade an Autonomie (siehe
nachfolgender Abschnitt) keine Grenzen gesetzt zu sein. Wir stehen vor der Schwelle der Marktein-
fuhrung technischer Systeme, die extrem komplexe Umweltsituationen auf der Basis komplexer Ver-
arbeitungsketten von Rohdatenaufbereitung, automatischer Objektidentifikation, Sensorfusion auf ver-
schiedenen Ebenen bis hin zur Schaffung eines fir die jeweilige Mission der Systeme gentigend
genauen digitalen Reprasentation der Wirklichkeit vollstdndig automatisiert vornehmen. Wir stehen
vor der Markteinfihrung technischer Systeme, welche auf dieser Basis eine Situationsanalyse der
moglichen Weiterentwicklungen dieser Wirklichkeit in einem MalRe vornehmen kénnen, welche die
menschlichen Analysefahigkeiten weit Ubersteigt. Wir stehen vor der Markteinfihrung technischer
Systeme, die fur die Planung und Durchfuihrung einer Mission keinerlei menschlicher Unterstiitzung
bedarf, dessen kognitive Fahigkeiten dem Menschen fir diesen Aufgabenkontext Uberlegen sind, also
vollkommen autonom agieren kdnnen.

Der gerade veroffentlichte Bericht zur Hightech-Strategie der Bundesregierung' zeigt zahlreiche An-
wendungsfelder solcher hochautonomer Systeme auf, darunter alle Klassen von ,Smart Systems* wie
Smart Mobility, Smart Health, Smart Production, Smart Energy, Smart Mobility — in denen also die
.Intelligenz* der Lésungsansatze durch die oben dargestellte Fahigkeit entsteht, zahlreiche Informati-
onsquellen in Echtzeit zu solchen digitalen Weltbildern zusammenzufugen, auf denen vollstandig tech-
nisch realisierte kognitive Prozesse in der Regel Uiber viele Hierarchieebenen hinweg eine Orchestrie-
rung der Millionen von Subsystemen so vorzunehmen, dass Ubergeordnete Optimierungsziele wie
etwa eine optimale Ressourcennutzung gewahrleistet werden. Die daraus resultierenden Mehrwerte
reichen von der Sicherung einer flichendeckenden Gesundheitsversorgung zu nachhaltiger Mobilitat
fur alle, von drastischen Reduktionen des Energieverbrauches zur Steigerung der Produktivitdt und
Produktqualitat, von Katastrophenmanagement zur automatischen Kollisionsvermeidung unterschied-
lichster Klassen von Verkehrstragern. So erwartet etwa Philips durch die Integration von tragbarer
Sensorik in der postoperativen Patienteniberwachung eine Reduktion von postoperativem Herzstill-
stand um 86%, und durch eine ,smarte“ Uberwachung der kritischen Gesundheitsparameter in der
ambulanten Pflege eine Reduktion der Pflegekosten um 34%:2.

Bereits seit Jahren sind viele Systeme Uber regelungstechnische Lésungen automatisiert. Die Auto-
matisierung ermdglicht, technische Systeme ohne die Notwendigkeit manueller Eingriffe effizient und
effektiv zu betreiben. Die typischen Aufgaben zur automatischen Uberwachung, Steuerung und Re-
gelung von klassischen technischen Anlagen stellen oft physikalisch-technische Steuerketten dar und

! Fortschritt durch Forschung und Innovation, Bericht zur Umsetzung der Hightech-Strategie, Bundesministerium fir Bildung und
Forschung (BMBF), Marz 2017.
2 Henk von Houten, CTO Philips, Presentation at DIF Amsterdam, May 2017.



kdnnen gut mathematisch beschrieben und zur Entwicklungszeit mit Software- und Elektroniklésungen
realisiert werden.

Aktuelle Entwicklungen cyberphysischer Systeme gehen weit daruber hinaus: die Verbindung von
IT-Systemen mit eingebetteten Systemen, sowie die dynamische Vernetzung von Systemen unter-
einander schafft komplexe Wirkketten mit heterogenen Datenschnittstellen. Ahnlich wie bei der Au-
tomatisierung in der 80er Jahren verspricht der autonome Betrieb eine hdhere Effizienz, Effektivitat
und Qualitat.

Diese Entwicklung vollzieht sich in vielen Anwendungsdomanen technischer Systeme. Wenngleich
sich die verschiedenen Anwendungsszenarien auf den ersten Blick unterscheiden, lassen sich viele
enthaltene softwaretechnische Problemstellungen auf allgemeine Losungsansatze abbilden, die im
letzten Abschnitt dieses Artikels dargestellt werden. Besondere Herausforderungen ergeben sich da-
bei durch den Einsatz selbstlernender Systeme. Mit dem Einsatz selbstlernender Systeme sind den
potentiellen Fahigkeiten autonomer Systeme scheinbar keine Grenzen gesetzt, sind sie dann doch in
der Lage, auch bisher unbekannte, die Mission eines Systems beeinflussende, Artefakte der System-
umgebung zu erkennen und etwa dazugehdrige Dynamikmodelle zu erlernen. Damit erschlie3en sich
auch neue Klassen von Anwendungen wie etwa autonomer Unterwasserfahrzeuge zur Exploration
des Meeresbodens unter der Arktis.

Die durch diese Fahigkeiten sich eroffnenden Marktpotentiale liegen insgesamt im Bereich mehrerer
100 Billionen USD. Die folgenden Schatzungen sind der Studie des EU Projektes Platforms4CPS ent-
nommens3:

» Bis 2035 werden 10% aller Verkaufe autonome Fahrzeuge sein — dies entspricht etwa 12 Millionen
Fahrzeugen und einem Marktvolumen von 39 Milliarden USD;

» der Markt fur Flugverkehrsmanagement wird Schatzungen zufolge von 50,01 Mrd. USD im Jahr
2016 auf einen Wert von 97,30 Mrd. USD bis 2022 wachsen bei einer durchschnittlichen jahrli-
chen Wachstumsrate (CAGR) von 11,73%;

» der Weltmarkt fur Luftfahrtrobotik erwartet eine durchschnittliche jahrliche Wachstumsrate von
ca. 17,7% innerhalb des nachsten Jahrzehnts, um bis 2025 einen Wert von ungefahr 7,9 Mrd.
USD zu erreichen (nach ,Markets and Markets®);

» das Marktvolumen fiir Drohnen wird auf 13,22 Mrd. USD 2016 geschatzt und soll bis 2022 28,27
Mrd. USD bei einer jahrlichen Wachstumsrate von 13,51% erreichen;

» der Markt fur fuhrerlose Oberflachenfahrzeuge wird auf ein Wachstum von einem Wert von
437,57 Millionen USD im Jahr 2016 auf 861,37 Millionen USD bis 2021 bei einer jahrlichen
Wachstumsrate von 14,51% geschéatzt;

» das Marktvolumen fir autonome Unterwasserfahrzeuge wird von 2,29 Mrd. USD im Jahr 2015
auf 4,00 Mrd. USD bis 2020 klettern bei einer geschatzten jahrlichen Wachstumsrate von 11,90%;

» fur den Markt des industriellen Internet der Dinge wird ein Wachstum erwartet von 110 Mrd. USD
2020 auf 123 Mrd. USD bis 2021;

» der Technologiemarkt fir tragbare Gerate hat 2016 einen Marktwert von 28,7 Mrd. USD. ,Gartner”
prognostiziert, dass der Markt fiir die Gesamtheit an tragbaren Geratschaften mit einer durch-
schnittlichen jahrlichen Wachstumsrate von 17,9% zwischen 2015 und 2017 wachsen wird; dabei
ist das Segment der am Handgelenk zu tragenden mobilen Gerate mit einer jahrlichen Wachs-
tumsrate von 30% das am schnellsten wachsende;

» der Markt der Micro-grids wurde 2015 mit 16,58 Mrd. USD bewertet. ,Markets and Markets® er-
wartet ein Volumen von 38,99 Mrd. USD im Jahr 2022 bei einer jahrlichen Wachstumsrate von
12,45%.

Die aktuellen Entwicklungen am Markt zeigen, dass die technologischen Mdglichkeiten ausgereizt wer-
den, um durch héhere Automatisierungsgrade neue Klassen von Produkten oder Anwendungen zu er-
schlielBen. Welche Entwicklungen tatsachlich gesellschaftlich sinnvoll sind, oder welche gesellschaftli-
chen Auswirkungen diese Entwicklungen haben, diese Frage riickt erst langsam in das Zentrum der
Diskussion. Mit dem zunehmenden Grad der Autonomie andert sich offensichtlich die Qualitat der
Mensch-Technik Interaktion. Wahrend heutzutage der Mensch nicht nur als Endanwender, sondern in
vielen Anwendungen Teil der Regelungsstrecke ist (Human-in-the-Loop), fihrt die zunehmende Auto-
nomie zu einem Trend, die in der jetzt laufenden Entwicklung die Interaktion zwischen Mensch und

3 Platforms4CPS, D1.1 Market Segmentation for CPS Technology, Version 0.5, May 2017.



Technik auf eine hdhere Abstraktionsstufe stellt: das Autonome Systeme vermittelt in geeigneten Abs-
traktionen etwa unter Verwendung von Virtual Reality Techniken dem Menschen einen Einblick in den
Teil ,seines” digitalen Weltbildes, der fur die aktuelle Entscheidungsfindung zentral ist. Umgekehrt kann
der Mensch komplexe Ablaufe durch intuitiv verstandliche Mensch-Maschine-Schnittstellen leicht be-
einflussen. Einher mit dem zunehmenden Abstraktionsgrad dieser Kommunikation gehen Anforderun-
gen an Qualifikation und Schulung. Gleichzeitig entfallen Arbeitsplatze fir niedrig qualifiziertes Perso-
nal. Die Vielzahl der beobachtenden Datenquellen stellt signifikante Risiken fir die Verletzung des
Datenschutzes dar. Die hochgradig vernetzte Systemarchitektur stellt extrem hohe Anforderungen an
den Schutz des Systems, um den Ausfall ganzer Teilsysteme durch Cyber-Attacken mit entsprechend
katastrophalen Auswirkungen zu vermeiden. Mit wachsender Autonomie stellt sich die Frage, welche
Wertevorstellungen den zu Grunde liegenden Entscheidungsverfahren unterliegen, und ob diese mit
unseren Wertevorstellungen konform sind. So fordert das Européische Parlament in seiner Resolution
vom 16. Februar dieses Jahres*:

» das Prinzip der Transparenz, welches besagt, dass es immer méglich sein sollte, das Grundprinzip
und die Argumentation hinter jeder mit Hilfe von Kl getroffenen Entscheidung nachzuvollziehen,
die mit einer substantiellen Auswirkung auf Menschenleben verbunden ist;

» dass es immer moglich sein muss, die auf Kl basierende Berechnungsgrundlage eines Systems
in einer fir Menschen verstandlichen Form darzustellen;

» dass fortschrittliche Roboter mit einer sogenannten ,Blackbox“ ausgestattet sein sollten, welche
alle Daten bei jeder durch die Maschine ausgefiihrten Transaktion aufzeichnet, inklusive der Logik,
die zu ihren Entscheidungen beigetragen hat.

SchlieBlich ist nicht zuletzt getrieben durch die bevorstehende Markteinfiihrung hochautonomer Fahr-
zeuge die Frage des Haftungsrechtes neu zu regeln.

Dieses Themenheft geht somit bewusst Uber die rein fachliche Dimension hinaus. Wie hochautonome
Systeme so entworfen werden kénnen, dass sie nicht nur marktwirtschaftlich relevant sind, sondern
auch eine hohe gesellschaftliche Akzeptanz haben, dieser Herausforderung muss sich die Informatik
stellen. Es ist Zeit fir ein Neudenken der Entwurfsprozesse, in der die gesamtgesellschaftlichen Aus-
wirkungen der von uns geschaffenen autonomen Systeme fest integrierter Bestandteil sind.

Autonomiegrade am Beispiel verschiedener Branchen

Das in der Offentlichkeit bekannteste Beispiel ist das der hochautomatisierten und autonomen Fahr-
zeuge in der Automobilindustrie. Verschiedene Hersteller haben angekindigt, entsprechende Fahr-
zeuge bereits in drei bis vier Jahren auf den Markt zu bringen. Tatsachlich leisten bereits heute ver-
fugbare Assistenzsysteme schon Erstaunliches. Allerdings ist der Weg vom teilautomatisierten —
manche Hersteller sprechen auch vom ,pilotierten* — Fahren hin zur Autonomie noch weit: Beim teil-
autonomen Fahren (SAE-Automationsstufe 2, vgl. [11]) ist der Mensch in der Verantwortung und muss
kurzfristig selbst eingreifen kdnnen. Darlber hinaus sind die Systeme auf stark normierte Umgebun-
gen beschrankt (z.B. Autobahnfahrt). In der Stufe des hochautomatisierten Fahrens (SAE-
Automationsstufe 3) darf der menschliche Fahrer sich auch anderen Dingen zuwenden, d.h. die Soft-
ware muss das Fahrzeug in jedem Fall sicher steuern (bzw. im Fall eines Fehlers in einen sicheren
Zustand, z.B. Halt am Stra3enrand, tberfiihren). Fahrzeuge, die vollautomatisiert, d.h. ohne mensch-
lichen Fahrer auskommen (SAE-Automationsstufe 4), stellen die hdchste Stufe dar, wobei hier keine
Vorgaben zu Geschwindigkeiten oder Umgebungseigenschaften gemacht werden.

MaRgeblich getrieben wird die Entwicklung bei PKW dabei priméar nicht durch den Wunsch der Men-
schen, das Steuer aus der Hand legen zu wollen, sondern vielmehr durch neue Mobilitdtsanbieter und
entsprechende Dienstleistungen, die neue Kundensegmente erschlieen, oder z.B. in Stadten einen
effizienteren, schnelleren Nahverkehrsdienst anbieten méchten. Bei Nutzfahrzeugen ermdglicht die
Automatisierung eine Entlastung des Fahrers, der sich dann auch anderen Aufgaben widmen kann
und insgesamt produktiver ist.

In der Bahntechnik werden insbesondere im Bereich der Untergrundbahnen bereits etliche Ablaufe
automatisiert. Vereinfachend wirkt, dass man eine relativ homogene Systemlandschaft vorfindet, die
Querregelung der Fahrzeuge nicht notwendig ist und viele Strecken seitlich abgesperrt sind. Allerdings
kommt die Ubergeordnete Steuerung und Koordinierung der Ablaufe hinzu, weshalb der Internationale

4 European Parliament resolution of 16 February 2017 with recommendations to the Commission on Civil Law Rules on Robotics
(2015/2103(INL))



Verband fiir Offentliches Verkehrswesen (UITP) in seinen Automatisierungsgraden (engl. grades of
automation level, GoA, vgl. [8]), die Uberwachung und Steuerung des Gesamtsystems mit einbezieht.
Ein automatisiertes Zugsystem (ATS) besteht dabei aus den folgenden drei Komponenten: der auto-
matischen Zugsicherung (ATP), der automatischen Zugsteuerung (ATO) und der Zugiberwachung
(ATS). Die Zugsicherung kontrolliert die Einhaltung von Abstadnden im Gleisabschnitt (Blocksicherung)
sowie die Geschwindigkeit. Die Zugsteuerung fahrt den Zug gemaf Fahrplan und bedient z.B. Tiren.
Die Ubergeordnete Zugliberwachung schliellich Giberwacht alle Fahrten und die Infrastruktur und gibt
entsprechende Meldungen an die Leitstelle weiter.

Eine Umsetzung solcher Systeme im Metrobereich ist aufgrund des homogenen Zugmaterials und der
isolierten Infrastruktur am einfachsten maoglich. Die Konzepte lassen sich aber auch in andere Berei-
che Ubertragen, bis hin zum Rangierbahnhof. Hier ergeben sich jedoch Herausforderungen im lander-
Ubergreifenden Betrieb oder auch in der Komplexitat der Umgebung, z.B. im S-Bahn-Betrieb an un-
terschiedlichsten Bahnhofen.

Treiber fur voranschreitende Automatisierung in der Bahntechnik ist die gréere Wirtschaftlichkeit sol-
cher Lésungen. Beispielsweise durch Energieeinsparungen bei abgestimmten Brems- und Beschleu-
nigungsvorgangen im gleichen Netz.

Im Luftfahrtbereich werden schon lange automatische Flugsteuerungen eingesetzt. Insbesondere
bei den unbemannten Luftfahrzeugen, welche iberwiegend im militdrischen Kontext eingesetzt wer-
den, hat man die Automationsgrade im Vergleich zu anderen Doméanen noch weiter in Richtung Auf-
gabenplanung und Missionssteuerung erweitert: die zehn ALFUS-Stufen (Autonomy Levels for Un-
manned Systems, Autonomiestufen fiir unbemannte Systeme [9]) nutzen dabei drei Dimensionen, um
die Fahigkeiten des Systems zu charakterisieren: Unabhangigkeit von menschlichen Eingriffen (HI),
Aufgabenkomplexitat (MC) und Umgebungskomplexitat (EC). Sie charakterisieren gemeinsam die
Fahigkeiten fir autonome Operationen.

Bei den technologischen Lésungen kommen deshalb bei den héchsten Stufen auch Themen wie
Schwarmverhalten, adaptive Kommunikation zwischen Fahrzeugen und eigenstandiges Lernen hinzu,
die andere Taxonomien so noch nicht enthalten.

Definition Autonomie: “A UMS’s own ability of integrated sensing, perceiving, analyzing, communi-
cating, planning, decision-making, and acting, to achieve its goals as assigned by its human opera-
tor(s) through designed human-robot interface (HRI)".

Definition Contextual Autonomous Capability (CAC): “An unmanned system’s contextual autono-
mous capability is characterized by the missions that the system is capable of performing, the envi-
ronments within which the missions are performed, and human independence that can be allowed
in the performance of the missions.” [9]

In der Produktionstechnik und Prozesstechnik sind automatisierte Ablaufe bereits seit Einfiihrung
der Speicherprogrammierbaren Steuerung (SPS) in den 80er-Jahren Standard. Allerdings sind diese
Ablaufe sehr starr und auf die Massenproduktion ausgelegt. Individualisierte Produkte oder sich durch
den Markt bedingte Anderungen im Portfolio filhren zu teuren Umriistungen und Umbauten. Im Zuge
der Digitalisierung und im Sinne einer Industrie 4.0 wird die individualisierte Produktion bei gleicher
Effizienz und Qualitat wie bei einer Massenproduktion angestrebt. Dabei soll sich die Produktion au-
tomatisch andernden Rahmenbedingungen bzw. Produktionszielen anpassen. Die Fraunhofer-Gesell-
schaft schlagt funf Evolutionsschritte vor, die diese Entwicklung begleiten (vgl. [10]): zunachst die Be-
triebsdatenerfassung und -verarbeitung als Informationsgrundlage gefolgt von Assistenzsystemen fiir
Entscheider und Werker. Auf der dritten Stufe soll die datentechnische Vernetzung und Integration von
Produktionsschritten die Voraussetzung fir eine Optimierung des Gesamtsystems liefern. Zur Erho-
hung von Flexibilitdt wird auf der vierten Stufe die Fahigkeit des Produktionssystems zur Transforma-
tion bzw. Rekonfiguration gefordert. Schlie3lich soll sich das Produktionssystem autonom selbst orga-
nisieren kdénnen (Stufe 5). Heutige Produktionssysteme sind auf den Stufen 1
(Betriebsdatenerfassung) bis 3 (vernetzte Produktion z.B. in der Automobilproduktion) anzusiedeln.
Die Erreichung der nachsten Stufe erfordert in der Regel eine Restrukturierung der Architektur und
Anpassung der Schnittstellen — und ist damit entsprechend aufwandig.

Die Autonomiegrade der vier Anwendungsdomanen sind in der folgenden Tabelle noch einmal gegen-
Ubergestellt, dabei wurde versucht, ahnliche Autonomiegrade auf einer Ebene darzustellen.
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Tabelle 1 Autonomiegrade von vier Anwendungsdoménen

Anhand der vier Beispiele kann man bereits viele Gemeinsamkeiten der Klassifikationen in den Stufen
und in den Zielen erkennen. Eine generische Klassifikation, welche die unterschiedlichen Aspekte gut
zusammenfasst, wurde im Rahmen einer technischen Roadmap hochautomatisierter Systeme von
SafeTRANS [3] erarbeitet und verdffentlicht. Darin werden die wesentlichen Aspekte der Automatisie-
rung in vier Systemklassen zusammengefasst:

1.

Funktionale automatisierte Systeme kénnen begrenzte, klar definierte Aufgaben autonom erful-
len, wie z.B. automatisches Einparken, automatisches Landen oder die vollautomatische Produk-
tion eines bestimmten Produkts. Diese Systeme kdnnen wahrend des Betriebs nicht lernen; die
Kooperation mit anderen Systemen ist auf den Austausch von Kontextinformationen beschrankt,
d.h. es findet keine Kollaboration statt.

Missionsorientierte Systeme haben die Aufgabe, situationsabhangig eine ungeplante Kette be-
herrschbarer und bekannter Situationen zu durchlaufen, wie z.B. eine autonome Autobahnfahrt
oder der automatische Zugbetrieb auf einer U-Bahn-Linie. Dabei kénnen verschiedene Optimie-
rungskriterien wie die Minimierung des Zeit- oder Ressourcenbedarfs in der Ausfiihrung eine Rolle
spielen. Planungs- und Optimierungsberechnungen werden vom System dynamisch zur Laufzeit
durchgefiihrt. Auch diese Systeme kdnnen wahrend des Betriebs nicht lernen; die Kooperation mit
anderen Systemen ist auf den Austausch von Informationen Gber den Kontext und tber das Sys-
tem selbst beschrankt.

Kollaborative Systeme sind Systeme wie Roboter, Fahrzeuge oder Schwarme von Flugzeug-
drohnen, die z.B. einfadeln lassen oder die zur Kollisionsvermeidung miteinander kooperieren.
Solche Systeme sind zur Erflllung ihrer Mission in der Lage, mit anderen Systemen und Menschen
zu kooperieren und ihre Wahrnehmungen, Interpretationen, Ziele, Plane und Aktionen miteinander




dynamisch abzustimmen. Die Systeme tauschen mit ihren Kooperationspartnern relevante Kon-
textinformationen aus, sind jedoch nicht lernfahig.

4. Autopoietische Systeme sind Systeme, die ihre Perzeption, ihre Interpretationen, ihre Aktionen
und ihre Kooperationsmdglichkeiten selbststandig erweitern und sich mit anderen Systemen dar-
Uber austauschen koénnen (inklusive der Weitergabe von erlerntem Verhalten). Diese Systeme
zeigen somit menschenahnliches Verhalten und sind in dieser Form heutzutage noch nicht reali-
siert. Die Fahigkeit des nicht-Uberwachten Lernens ist das wesentliche Charakteristikum dieser
Systemklasse.

Wesentliches neues Element in Bezug auf die vorgenannten, bestehenden Klassifikationen ist das
des Lernens bei autopoietischen Systemen. Diese Eigenschaft ist cyber-physischen Systemen heute
nicht gegeben, sie ist in Bezug auf derzeitige normative Anforderungen an die funktionale Sicherheit
auch nicht umsetzbar, da Sicherheit und Zuverlassigkeit nach einer Anderung kaum nachweisbar sind.
Die jungsten technologischen Durchbriiche im Bereich des Deep Learning und die hohe Qualitat der
Ergebnisse, z.B. bei der Bild- oder Mustererkennung, zeigen jedoch auf, dass diese Entwicklung und
Méglichkeiten des maschinellen Lernens rasch voranschreiten. Allerdings gibt es hierbei noch grof3e
Hurden und viel Forschungsbedarf: neuronale Netze kdnnen sich auch in unerwiinschte Richtungen
entwickeln bzw. aus Daten Muster extrahieren, die so nicht verallgemeinert werden dirfen®. Aktuelle
Studien zeigen z.B., dass automatische Lernverfahren auch ethisch unerwiinschte Muster aus histo-
rischen Daten ,lernen’, wie z.B. geschlechtsspezifische Bevorzugung oder rassistisches Verhalten [7].
Eine entsprechende Uberwachung nach ethischen und rechtlichen MaRstében ist somit in jedem Fall
notwendig.

Deshalb werden derzeit die neuronalen Netze nach der Lernphase nicht verandert. Das Problem des
nicht-deterministischen Verhaltens aufgrund der grof3en Menge an méglichen Eingaben und der Kom-
plexitat der neuronalen Netze bleibt jedoch.

Speziell im asiatischen Raum wird die Rolle autonomer Systeme immer auch in Bezug auf den Men-
schen betrachtet. Die autonomen Systeme sollen Menschen unterstiitzen und entlasten. Der Mensch
wird hierzu an bestimmten Stellen in die Regelschleife mit eingebunden (human-in-the-loop), so dass
man auch von kooperativer Intelligenz sprechen kann, wie z.B. bei einer Mensch-Roboter-Interaktion
bei der kooperativen Bearbeitung einer Aufgabe. Solche zukiinftigen autopoietischen Systeme teilen
Erfahrungen zwischen Maschinen und Menschen und verhalten sich entsprechend. Spatestens an
diesem Punkt werden ethische Fragestellungen relevant. Das Gebiet der Maschinenethik beschaftigt
sich genau damit: mit dem Verhalten von Maschinen gegeniiber Menschen. Aber auch einfachere
autonome Systeme bendtigen Schnittstellen zu Menschen. Entsprechende Benutzerschnittstellen
mussen Nutzer verstandlich informieren und ggf. situativ unterschiedlich Informationen und Dienste
bereitstellen und dabei idealerweise das individuelle Verhalten von Mensch und Tier in ihren Handlun-
gen mit einbeziehen.

Anforderungen und Fahigkeiten aus Sicht der Informatik

Dieser Abschnitt gibt die zentralen Empfehlungen des SafeTRANS AK Hochautomatisierte Systeme
zu Sicherheit, Testen, und Entwicklung hochautonomer Systeme wieder®. Dabei wird zum einen die
hohe Komplexitat der durch das autonome System zu erkennenden Systemumgebung als zentrale
Herausforderung gesehen.

1. ,Die hohe Komplexitat der Umwelt macht die Durchfiihrung einer fur eine Zulassung ausreichend
groRen Anzahl von Feldtests fur hochautonome Systeme impraktikabel. Daher empfiehlt Sa-
feTRANS ein System der kontinuierlichen Uberwachung solcher Systeme zu implementieren so-
wie von Daten aus Feldbeobachtungen zu lernen. Abbildung 1 zeigt einen solchen Lernprozess
auf der Meta-Ebene, bei dem die Systeme im Feld beobachtet und diese Felddaten nach Beurtei-
lung durch eine unabhangige Stelle die Basis flr den Lernprozess sind. Diese Beurteilung liefert
Richtlinien oder Empfehlungen fur neue Features und/oder neue Funktionalitaten fur den Entwick-
lungs- und Validierungsprozess mit dem zweifachen Ziel (1) der Verbesserung der Wahrneh-
mungsfahigkeiten des Systems und (2) der Sicherstellung von situationsangepasstem und siche-
rem Verhalten der Systeme. Ein solcher Lernprozess ermdglicht eine kontinuierliche Evolution
autonomer Systeme auch dank der Méglichkeit der virtuellen Freigabe neuer Features und Funk-
tionen im Rahmen eines modellzentrierten Entwicklungsprozesses. Zentrale Bausteine dieses

3 Eva Wolfangel, “Dunkle Algorithmen”,in: Siiddeutsche Zeitung vom 25.03.2017, S. 35

Ohttp://www.safetrans-de.org/de/Aktuelles/?we_objectiD=2. Dieser Abschnitt zitiert die zentralen Empfehlungen dieses Sa-
feTRANS Executive Summary, in dem W. Damm Koautor war.




Prozesses sind die Systemarchitektur und Algorithmen, Umweltmodelle, Verfahren der Verifika-
tion und Validierung- sowie die systematische Erfassung von Betriebsdaten aus dem Feld. Diese
grundlegenden Elemente miissen entsprechend standardisiert sein, benétigen eine gemeinsame
offene Simulationsumgebung und konkrete, akzeptierte (Test-)Szenarien fir die Freigabe.

Typzulassung

Umgebungs-
modelle

Architektur Systembeobachtungen

mit Lernverfahren Standards im Feld

Simulationsmodelle

V&V
Verifikation & Validierung

Abbildung 1: Meta-Modell eines Lernprozesses fiir autonome Systeme

2. SafeTRANS gibt die folgenden Handlungsempfehlungen:

Handlungsbereich MaRnahmen

1. Umweltmodelle I.  Entwicklung eines offenen europaischen durch die Industrie getriebenen
Standards fiur Umweltmodelle in den einzelnen Anwendungsfeldern, an-
gepasst an die einzelnen Ausbaustufen und mit davon abhangigen Kom-
plexitatsgraden.

Il.  Aufbau eines durch die 6ffentliche Hand getriebenen Prozesses und ent-
sprechender Infrastruktur zur Etablierung virtueller Systemvalidierung.
Dazu nétig sind:

a. akkreditierte Einrichtungen
b. eine offentlich zugangliche Validierungsumgebung
c. weitere Spezifikationen fur Validierungen im Feld

lll. Erstellung einer durch Zulassungsstellen und Gesellschaft akzeptierten
Argumentationskette fur den Sicherheitsnachweis hochautomatisierter
Systeme, bestehend aus einer Kombination aus virtueller Freigabe und
Brauchbarkeitstests im Feld.

2. Lernende Com- I.  Aufbau eines durch die 6ffentliche Hand getriebenen Prozesses zum Ler-

munity nen aus Feldbeobachtungen. Dazu sind nétig:

a. durch die 6ffentliche Hand akkreditierte Trust Center

b. Selbstverpflichtung der Industrie, die dazu relevanten Daten an durch
die Industrie akzeptierte Trust Center anonymisiert zur Verfigung zu
stellen

c. Ruckfuhrung der Analyseergebnisse der Trust Center in den Validie-
rungsprozess




3. Architektur I.  Eine durch die Industrie getriebene Standardisierung der Reprasentation

der auszutauschenden Informationen zu Objekten und Situationen, um
die Kooperation zwischen Systemen zu ermdglichen

Il.  Eine durch die Industrie getriebene standardisierte funktionale Systemar-
chitektur fir automatisierte Systeme und ihre Komponenten, die kompo-
sitionale Sicherheitsnachweise erlaubt und sichere Mindestfunktionalitat
in degradierten Modi unterstitzt

lll. Ein offentlich abgestimmter Entwicklungsprozess fir hochautomatisierte
Systeme, inklusive sicherer Upgrade-Fahigkeit

IV. Ein Industriegetriebener Standard fiir on-line Zertifizierung/Validierung
der Kompatibilitat von Upgrades mit der existierenden E/E-Architektur.

V. Sichere, standardisierte Degradationsstufen mit garantierter Mindestfunk-

tionalitat.
4. Absicherung der I. International abgestimmte Klassifikation von Ausbaustufen der Architek-
Interoperabilitat au- tur von hochautomatisierten Systemen und ihrer Interoperabilitat
tonomer Fahrzeuge Il.  Einfihrung von Zertifikaten fir die Ubereinstimmung von Architekturen

mit dieser Klassifikation, die durch die 6ffentliche Hand benannte Stellen
vergeben werden
Ill. International abgestimmte Release-Prozesse fiir neue Ausbaustufen

5. Framework I.  Bereitstellung einer Plattform mit Basisdiensten fiir autonomes Fahren fiir

die unterschiedlichen Ausbaustufen

Il. Etablierung eines anwendungsspezifischen Industriestandards fiir
Frameworks, der von durch die 6ffentliche Hand benannten Stellen zerti-
fiziert ist

lll. Bereitstellung von Representation Engines zur Aktualisierung der jeweils
wahrgenommenen Umgebungssituation, der Darstellung moglicher Zu-
kiinfte sowie zur Ableitung von daraus resultierenden Handlungsempfeh-
lungen

Tabelle 2 Handlungsempfehlungen
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