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This paper proposes an uncertainty and disturbance estimator (UDE)-based controller
for nonlinear systems with mismatched uncertainties and disturbances, integrating the
UDE-based control and the conventional backstepping scheme. The adoption of the back-
stepping scheme helps to relax the structural constraint of the UDE-based control. More-
over, the reference model design in the UDE-based control offers a solution to address
the “complexity explosion” problem of the backstepping approach. Furthermore, the
strict-feedback form condition in the conventional backstepping approach is also relaxed
by using the UDE-based control to estimate and compensate “disturbance-like” terms
including nonstrict-feedback terms and intermediate system errors. The uniformly ulti-
mate boundedness of the closed-loop system is analyzed. Both numerical and experimen-

tal studies are provided. [DOI: 10.1115/1.4040590]
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1 Introduction

The control problem for uncertain systems has been widely
studied by a variety of strategies. Among them, the time delay
control (TDC) is proposed in Ref. [1], which is based on the
assumption that a continuous signal remains unchanged during a
small enough period. By using the past observation of uncertain-
ties and disturbances, the control action is modified directly,
instead of adjusting controller gains (e.g., gain scheduling), or
identifying system parameters (e.g., adaptive control). Although
the TDC has been successtully applied to different applications
[2-6], it suffers from some problems, which are caused by the
need for the derivatives of system states and the difficulty in sta-
bility analysis due to the use of time-delayed signals.

To address the above problems in the TDC, an alternative strat-
egy, which is named by uncertainty and disturbance estimator
(UDE)-based control, is proposed in Ref.[7]. Inheriting from the
TDC control, the UDE-based control has the similar structure but
uses the assumption in the frequency domain that a continuous
signal can be approximated by appropriately filtering. Since then,
both theoretical and practical studies on the UDE-based control
begin to appear in the literature. In the aspect of theoretical stud-
ies, the two-degrees-of-freedom nature of the UDE-based control
is revealed in Ref. [8], which indicates that the UDE-based control
strategy can be decoupled into two designs, i.e., one is a reference
model with an error feedback matrix and the other one is a filter.
The reference model with the error feedback gain matrix deter-
mines the system output performance, and the filter design deter-
mines the performance of uncertainties and disturbances rejection.
Due to the importance of the filter design, Shendge and Patre,
Chandar and Talole, Kuperman, and Ren et al. [9-12] have dis-
cussed how to improve the filter design in the UDE-based control
to achieve a better disturbance rejection performance. In
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Ref. [13], a robust input—output linearization controller is reported
by using the UDE-based control technique. Furthermore, an UDE-
based controller—observer structure is proposed by constructing a
Luenberger type state observer in Ref. [14]. A new design of slid-
ing mode control based on the UDE is given in Ref. [15], and the
UDE-based control successfully avoids the control discontinuity
and the need for the bounds of the uncertainties, which are main
difficulties in the conventional sliding mode control. The robust
design for an UDE-based controller with a reduced order observer
is studied in Ref. [16]. In addition, to overcome the large initial
control signal in the UDE-based control, a novel change of coordi-
nates is also presented in Refs. [15] and [17]. Moreover, by
regarding varieties of nonlinearities as the uncertainties and dis-
turbances, the UDE-based control has been extended to systems
with state delays [18,19], nonaffine input [20], coupling states
[21], hysteresis effect [22], etc.

Benefiting from the excellent performance in handling the
uncertainties and disturbances is yet a simple control scheme, the
UDE-based control has been applied to many types of practical
systems in recent years, such as robot manipulators [23], aeroen-
gine [24], wind turbine systems [25], wing rock motion [26], DC-
DC converters [27], quadrotors [21], grid-connected inverters
[28], VTOL aircraft [29], power plant [30]. However, it should be
noted that the structural constraint [7], that is equivalent to the
matching condition of uncertainties and disturbances, has not
been relaxed yet in the UDE-based control, which restricts the fur-
ther application of the UDE-based control to some systems with
mismatched uncertainties and disturbances. To fill in the gap and
broaden the applicability, this paper aims to relax the structural
constraint of the UDE-based control by using the backstepping
scheme.

In the view of the backstepping approach, the controller is
derived in a recursive process, that is, the lower order subsystem
state is stabilized by a virtual control which will be designed in
the higher order subsystem. Henceforth, the backstepping
approach is promising to handle the mismatched uncertainties
[31]. In order to handle the parametric uncertainties, techniques
like adaptive backstepping, tuning function are proposed as
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solutions [31-33]. However, there are two main problems that
remain in these conventional backstepping schemes: (1) the sys-
tems for which the backstepping is applicable must be in the
strict-feedback form and (2) the need for the derivatives of the vir-
tual controls. The strict-feedback form requires that the systems
have a specific lower triangular structure which will restrict the
applicability. And taking the derivatives of the virtual controls
always results in the problem of “complexity explosion.” Never-
theless, this problem can be solved by the dynamic surface control
(DSC) in which low-pass filters are introduced, [34,35]. It can be
seen that in the rest of this paper, after integrating the UDE-based
control with the backstepping scheme, some benefits will be
brought out for the backstepping to relax the strict-feedback form
and solve the “complexity explosion” problem.
The main contributions of this paper are as follows:

(1) The structural constraint in the UDE-based control which
appears in the literature is shown to be equivalent to the
matching condition of uncertainties and disturbances.
Therefore, the backstepping scheme is utilized to relax this
limitation and the UDE-based control will be pushed to be
applicable for a more general type of nonlinear systems;

(2) The intermediate system errors, which appear in the back-
stepping scheme, are regarded as a part of the “disturbance-
like” term, which can be estimated and compensated like
other disturbances by using the UDE-based control. This
proposed method simplifies the way to handle the interme-
diate errors compared to other methods, e.g., adaptive back-
stepping control;

(3) The utilization of reference models which inherit from the
UDE-based control design also relaxes the computation of
derivatives of the virtual controls and avoids the
“complexity explosion” problem in the same spirit of DSC;

(4) Compared to the conventional backstepping approach
which requires the system in the strict-feedback form, the
proposed method is applicable for a more general type of
nonlinear systems by lumping the nonstrict-feedback form
terms into the “disturbance-like” terms.

The remainder of the paper is organized as follows: In Sec. 2,
the idea of the UDE-based control is introduced and the restriction
named the structural constraint is analyzed. In order to relax the
structural constraint, Sec. 3 reformulates the nonlinear control
problem, and the UDE-based backstepping controller is proposed
in Sec. 4. The stability of the closed-loop system is analyzed in
Sec. 5. Furthermore, in order to evaluate the effectiveness of the
proposed method, three examples, including a numerical example,
a simulation study on a rotary inverted pendulum and an experi-
mental study on a coupled water tank system are presented in
Sec. 6. Section 7 presents the concluding remarks.

2 Structural Constraint or Matching Condition in the
Uncertainty and Disturbance Estimator-Based Control

Similar to the formulation in Ref. [7], a single-input-single-
output (SISO) linear system is considered as

X (1) = (A4 AA)X(1) + (B + AB)u(r) + D(r) )

and the reference model is chosen as

Qr(’) :AmQr(t) +Bm(t)xlr(t) ()

where X(1) = [x1,...,x,]" € R" is the measured system state vec-
tor, x; is the system output which is to be regulated, u(r) € R is
the control input, D(f) € R” is the external unmeasurable disturb-
ance vector. A and B are known system matrices with suitable
dimensions, and B has a full column rank. AA and AB are
unknown system matrices. Q,(r) = [y, ..., w,,,.}T € R" is the ref-
erence state vector, A, and B,, are reference model system
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matrices with suitable dimensions and xy,(f) € R is the command
signal. The reference model will make w,,(¢) follow x,(?), i.e.,
Wi, (t) — x1,(¢). Define the tracking error e(f) = Q,.(r) — X(¢). The
control objective is to achieve the desired performance which
relates to the error dynamics

é(t) = (An + K)e(t) 3)

where K is the error feedback gain matrix. Combining Eqgs.
(1)—(3) results in

ApX(t) + Byc(t) — AX (1) — Bu(t)
—AAX(t) — ABu(t) — D(t) = Ke(t) 4)

If the control law u(r) satisfies Eq. (4), the desired error dynamics
(3) can be achieved. Hence, solving Eq. (4) results in

u(t) = B*[AuX(1) + Byxi, (1) — AX (1) — Ke(t)
—AAX(t) — ABu(t) — D(1)] )

= BT [AuX(1) + Byxir(r) — AX(1) — Ke(t) —ua(r)] - (6)

where BT = (BTB)ilBT is the pseudoinverse of B. Since B has a
full column rank, BT always exists. And uy(t) = AAX(¢) +
ABu(t) + D(t) denotes the lumped “disturbance-like” term, which
consists of both system uncertainties and external disturbances.
Note that only under the following condition:

(I — BB )(AnX (1) 4 By, (1) — AX (1) — Ke(t) — ug(1)) = 0 (7)

Equation (5) is the accurate solution of Eq. (4). Otherwise, it is
just a least square approximated solution. Equation (7) is called
the structural constraint of the UDE-based control. From Eq. (1),
it can be obtained that

ug(r) = X (1) — AX(r) — Bu(r) ®)

In other words, the unknown “disturbance-like” term can be
observed by the system states and the control signal. However,
this observation cannot be used in the control law directly. Differ-
ent from the TDC that adopts an estimation of this signal by using
a small delay in the time domain, the UDE-based control uses a
different estimation strategy by looking at this problem in the fre-
quency domain.

Assume that G«s) is a strictly proper low-pass filter with unity
steady-state gain and zero phase shift over a broad enough band-
width, then u,(f) can be accurately approximated as iiy(), i.e.,

ia(t) = [X(0) — AX(1) = Bu(0)] » 27 {Gy(9)} )

where #~! is the inverse Laplace operator and * is the convolu-
tion operator. Hence, the UDE-based controller is in the following
form

u(t) = B* {—Ax(t) + o {%Gf(?)

B0, () — Ke() - 2 AL x@} (10)

} (At

The UDE-based controller could guarantee the desired perform-
ance (3) under the condition of Eq. (7); otherwise, the behavior is
not tamed. To verify under what condition that Eq. (7) will hold, a
discussion is presented below.

Usually, if B is an invertible matrix, i.e., B" :Bil, obviously,
Eq. (7) always holds; otherwise, the selection of the reference
model, the error feedback gain, the uncertainties and disturbances
have some restrictions. In some applications, the system (1) is
realized in the controllable companion form, i.e.,
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|0 I, 10
Af{ A, }, Bi{bn} (11)
where A, is a row vector and b, is a scalar. Obviously,

I,y O

_ + n—1
I — BB { 0 0
constraint, the uncertainty AA, AB, and disturbance D(¢) should
satisfy the matching condition, i.e.,

e[ o[ p0-[)

where AA,, is a row vector and Ab,, and d,,(¢) are scalars. Further-
more, the selection of the reference models A,,, B,,, K is limited as

[0 I, [o fo
Ar” B { Amn }’Bm - |:bnm:|7K_ {K}'I}

where A,,,, and K, are constant row vectors, b,,, is a constant. This
indicates that the reference model is also in the controllable com-
panion form, and the error feedback gain matrix K should satisfy
the matching condition, too. Under the above selections, there is

} , in this case, in order to meet the structural

12)

(13)

Anx(t) + By (1) — Ax() — ug(r) — Ke() = {g} (14)

where @ can be zero or a nonzero value. Consequently, the struc-
tural constraint (7) is met. It can be seen that the structural con-
straint of the UDE-based control is actually equivalent to the
matching condition, for which the uncertainties and disturbances
should appear in the same channel with the control input.

It is reasonable that the selection of the reference models A,,
and B,, is in the same controllable companion form with the sys-
tem dynamics. The utilization of the reference model has two
major benefits. First, a more smooth signal w,,(¢) is generated to
replace the command x,,(¢). Second, the reference model could
also provide the derivative information of x,(f). However, the ref-
erence model can be omitted, as long as the command signal has
smooth derivatives as high as the system order [25].

3 Problem Formulation

The UDE-based robust control can be also naturally extended
to more general nonlinear systems, similar to the one described in
Ref. [17]

X (1) =f(X(@) + A (X(2)) + Bu(r) + Bu(u(r)) + D(r) ~ (15)
where f(-) = [fi ("), ...,fn(-)}T : R" — R" is a nonlinear function
vector. B,(u(t)) is an uncertain function vector of u. The UDE-
based controller is designed in the same framework while the non-
linear uncertainties and external disturbances need to satisfy the
matching condition, that is, Af(X(¢)) = Bfy(X(¢)),B.(u(t)) =
Bb,(t) and D(t) = Bd(t), where f,(t), b,(f) and d(f) are uncertain
scalars. In order to push the UDE-based method to be applicable
for a more general type of systems, how to relax the structural
constraint and deal with the mismatched uncertainties and distur-
bances needs to be further studied.

As mentioned in Sec. 2, the structural constraint is always met
while the control gain matrix B is invertible. For the first-order
case, B is a scalar, and there are no more restrictions for other
components. Therefore, it results in a solution to relax the struc-
tural constraint of the UDE-based control. This paper considers
the control for the general nonlinear systems (15), but the uncer-
tainties and disturbances do not necessarily satisfy the matching
condition. Then, the system (15) is rewritten as the following
form:
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X1 = A o)+ A (X
Yo =fo(X1s X)) + Af(x,

,X,,) + Ab] (l/t) + d]

,X,,) + Abz(M) + dz (16)

an :fn(xla ~-~7Xn) +Afﬂ(xlv -~7Xn) +Abn(u) +bnu +dn

where Afi(%), ..., A (), Abi(+), ..., Ab,(+) are unknown system
dynamics and dy,...,d, are unmeasurable external disturbances.
Additionally, the following reasonable assumptions are made
about (16).

AssumpTioN 1. All the external disturbances d;, i=1,...,n are
time-varying but bounded signals, i.e., |di| < Cg, where the
bounds, C4; > 0, are not necessary to be known.

AssumpTION 2. The reference signal x;. and its derivatives
X1y, X1, are smooth and bounded.

AssumpTioN 3. The known system dynamics fi(+),i =
L,..,n—1 can be rewritten as fi(X1,...;Xn) =f; (X1,-.-,%)
+bix[+1 +fi(xl7 -'->Xn)-

Remark 1. The assumption 3 indicates that the known system

dynamics f(x1,...,Xy),{ = 1,...,n — 1 can be split into a part in
strict-feedback form £, #(*X15 -+, Xi) + bixi11 and a term in nonstrict-
feedback form f,-(xl, .-+, Xy). The constants by, b,,....b, are non-
zero control coefficients. For the consistency, let f a(X1y ey Xn)
:.fn(xla -'-axn)'

AssumptioN 4. The system dynamics  fi(-),....fu(") and
Afi(%)s -+, Afu(+) are all continuous functions and equal to zero at

the origin, i.e., f;(0, ...,0) = 0 and Af;(0, ...,0) = 0.
ASSUMPTION 5. The uncertain terms Ab;(u) are assumed to be
Lipschitz with respect to u, and OAb, (1) /0u # —b,,.
Consequently, the system (16) can be expressed as

X :fl(xl)+blxz +f1(~)+Af|(~) + Aby (u) + d,

Xy = fo(x1,%2) + baxs + [, () + AB() + Aby () + da an

Xn = Fp(Xty ooy X0) + batt + Afy () + Aby (1) + dyy

For the convenience, all the functions are abbreviated as f;,
fisfi, Afi, i =1,...,nin the rest of this paper. The control objec-
tive is to force the system output x; to track a smooth reference
signal profile xy,, i.e., x; — X}, as t — oo.

It should be noted that the functions f, ...,f, are in the strict-
feedback form for which the backstepping approach is applicable.
The terms f; + Af; + Ab;j(u) +d;,i = 1,...,n — 1 are regarded as
the mismatched uncertainties and disturbances in the strict-
feedback system, while Af, + Ab,(u) +d, is the matched one.
The proposed method is not only applicable for the systems in the
strict-feedback form but also the systems with non-strict-feedback
form terms. This is much more general than the system often stud-
ied in the conventional backstepping approach.

4 Uncertainty and Disturbance Estimator-Based
Backstepping Control

In order to facilitate the control design, let the variables zy,...,z,
denote the system tracking errors, X,,,...,X,, as the virtual controls,
Wy, ..., 0, as the reference signals, and y,...,y, as the
differences between virtual controls and reference signals. The
UDE-based backstepping control design is based on the following
coordinates transformation [31],i=2,..., n,

Zp = X1 — X1

(18)

Zi = Xi — Wir = Xj = Yi = Xir

where y; = w; — X, I = 2, ..., n. Furthermore, a set of reference
models are constructed as

i = — 00y + Bixiy, 0(0) = x;:(0),i =2,...,n, (19)
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where o; and f; are reference model parameters to be designed. It
should be mentioned that the calculation for the derivatives of the
virtual controls usually results in the “complexity explosion” in
the conventional backstepping approach. Fortunately, with the
help of the reference models in the UDE-based control design,
this problem can be avoided in the same spirit of the DSC [34].
The recursive design procedure contains n steps. The design pro-
cedure begins at the first equation, which is progressively stabi-
lized by virtual control that appears in the outer equations. The
procedure terminates when the external control input is reached.
Step 1: Consider the first equation in Eq. (18). Since

Z] = X1 — X1

_ - (20)
= 7 :fl + b1xy +f1 + Af] + Abl(u) +dy — Xy,

applying z, = x, — y, — X, results in

21 =f) 4+ bizo + biys + bixo, + ) + Afy + Aby () +di — ¥,
21

where the virtual control x,, will be derived to stabilize the scalar
system (21). The virtual control x,, is designed through two parts,
the feedback linearization part x,,; and uncertainty compensation
part xp,4, i.€.,

Xop = Xop1 + X2pd (22)
Since z, and y, are temporal unknown for system (21), let
Uy = byzo + b1y2 +f1 + Af] + Ab; (I/l) +d, as the lumped
“disturbance-like” term in Eq. (21). This is different from the con-
ventional backstepping method where z, remains in this step and
will be eliminated by the next control step. Selecting

xon = (—kizy — fy +%1,) by (23)
where k; >0 and
Xord = —(blzz +biyy +f1 + M+ Aby(u) + dl>b1_l = —uq by’
(24)
the closed-loop system becomes
71 = —kizy (25)

Since k; >0, the system state z; is exponentially stable, z; =
e 5'7,(0), i.e., z; — 0 as r — oco. However, u,, is unknown and
cannot be used directly in Eq. (24). The disturbance compensation
should be redesigned. Substituting Egs. (22) and (23) into the sys-
tem (21) yields

71 = —kiz1 + bixya + tar (26)

Solving u,; leads to

ugy = 21 + kizy — bixong 27

which indicates that u,; can be observed by the signals zy, x,4.
Using a proper low-pass filter Gz (s), which has unity steady-state
gain and zero phase shift in the spectrum of u,, the disturbance
can be estimated by

ﬁdl = g_l{Gfl (S‘)} * (21 + k121 — b1x2,-d) (28)
Then, the uncertainty compensation is rewritten as
Xorg = —lig1 by
= -G (s)} * (21 + kizy — brxaa)by (29)
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Solving x,,, yields

(& . _
Xog = =2 U 2y 4 kyz )by (30)
1 -Gp
It can be seen that the estimation of u,; can be calculated by
R _ G .
Md1=,f ! i *(21+k121) (31)
1— Gf]
Hence, the virtual control (22) for (21) can be designed as
xor = [—kizi — fy + %1 )by
G
— U (2 kyz )by (32)
1-— Gf1

Consequently, substituting Egs. (22), (23), and (29) into Eq. (21)
results in the closed-loop system

i1 = —kizy + (g1 — 1) (33)
Step i: (i=2,...,n— 1) Consider the ith equation in Eq. (18)
Zi = Xi — Wiy
.z ; . (34
= Zi = f; + bixiv1 + i + A + Abi(u) + di —
Applying z; = x; — y; — x;, results in
3 =Fi+ bizig1 + byie1 + bixn), +f;
+Afi + Abi(u) + di — @iy (35)

Similarly, since z;;; and y;,; are unknown for system (35), let
ugi = biziy1 + biyiy1 +f; + Af; + Ab,(u) +d; be the lumped
“disturbance-like” term and follow the same procedure with step
1. The virtual control x(;, 1, is obtained as

X(ia1)r = X(ix )t T X(ip1)rd (36)
the feedback linearization part is designed as
X = (kizi = f; + i) b7”! 37)

where k; > 0 and the uncertainty compensation part is designed as

Gji

Xt )rd = —3_1{1 — Gf,} * (20 + kiz)b; ! (38)
Combining the reference models (19), the virtual control is
Xipvy = [~kizi = fi + i ]!
Gy
~7! {ﬁ} * (2 + kizy)by (39)
= [~kizi = f; — 2% + Bixiy ] by
Gji _
— N U Gy ez (40)
1 =Gy
Consequently, the resulting closed-loop system is
i = —kizi + (ugi — ia) (41)
Step n: Consider the last equation in Eq. (18),
Zn = Xp — Wyy
= I, :]Fn + byu + Afn + Abn(”) +d, — c.Unr (42)
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Let the lumped “disturbance-like” term be ug, = Af, + Ab,(u) +
d, and follow the same procedures, the control input is obtained as

u= [_kizzn _fn + Cbnr] b,;l

G . _
_g! {ﬁ} s 2y + k)b (43)
= [_knzn _fn — WUy + ﬁnxnr] b;1
. 44

where k,>0. At last,
obtained as

the resulting closed-loop system is

Z.n - _knzn + (udn - lzdn) (45)
The UDE-based backstepping algorithm is then summarized in
the Algorithm 1 and its structure is also illustrated in Fig. 1. It can

be obtained that the closed-loop system is as follows:

21 = —kizy + g

—kazp + tign

z
’ 46)
Z.n = _knzn + ’Zdn
where ki, k,>0, g = g — g, Ug = bizicr + biyicr +f;
+Aﬁ+Ab,(M)+d,, i= 1,2,...,}’[*1 and ﬁdn:udnfﬁdny
gy = Af, + Ab, (1) + d,. It can be seen that the performance of
the closed-loop system is determined by the uncertainties and dis-
turbances estimation errors, i ;.

Algorithm 1 UDE-based backstepping control for the nonlin-
ear system (16)

l:zy =x1 — X1,

2: X = [—k121 _fl +)2'1,-}b171 — b(l)_l{i} * (21 +k121)b?1
1 -Gy
3: o =~y + Brxar, 2,(0) = x2,(0)
4: 72y = X0 — Wy
S:fori=2ton-1do
L [716 iZi—f i — iy +ﬁ,x,, I } 2i+kizi)b; !
—Gy
7o D gpny = =1 Oy + B X O (0) = x,(0)
8: Zit1 = Xip1 — Oiq)
9: end for - G
10: = [—knzy —f , = e + B, X0 | b — L7 {%} % (Zp+kaza )by !
—Gp,

5 Stability Analysis of the Closed-Loop System

The following theorem shows the stability and control perform-
ance of the closed-loop system.

THEOREM 1. (Uniformly ultimate bounded stability) Consider
the nth-order nonlinear system (16) which satisfies assumptions
1-5. The initial values are chosen to make V(0), which is defined
in Eq. (55), sufficiently close to the origin. After applying the

Algorithm 1, it results in a series of virtual controls xz,, X3, X,
and the control input u.
Then

(1) all signals in the closed-loop system, x;,...,
Zlseees Zny Y2bu o Yp are bounded.

(ii) the system tracking error |x; — xy,| can be adjusted within
an arbitrarily small compact set by changing the control
parameters.

Proof. First,

"7yn]T7 Z= [217 ceey
IXIE <pi}. @={r:|¥IE<2p} and Q.= {z:||zIf <2},
where pi,ps,p3 are arbitrary positive constants, Q.,Q, Q. are local
neighborhoods of the origin in the X, Y, Z space, respectively.

By using the Algorithm 1, the resulting closed-loop system is
(46). According to the Young’s inequality, there is

S$3Xny X255 Xpps

define the vectors X =[xy, ...,x,]", Y = [y,

z,,f, and the compact sets Q.= {X:

2 o3
. E T
z,-z',-:—kz + zitlg < kz —0—; + L;d’
" ¢ 47)
_ e,
= 71(1.212 +le

where ¢>0, and k; = k; — 1/(2¢) > 0. Consider the following
Lyapunov function candidate

5>

= — z5

2"

Taking the derivative of both sides of the above equation leads to

. n n_ n 8~2_ n 8~2_
V=Y nz <) kA +)y SE<-CV.+ ) b
i=1 i=1 i=1 i=1

(48)

(49)

where C, = min{(k;/2),i=1,...,n}, and the functions iz =
ugi — g; are continuous functions of xy,...,x,, 21, ..., Zs,
¥2,...,yn and di,...,dy, X1,,X1,,X1,. According to Eq. (19),
there is
Vi = —oyi + (B — o)Xy — Xir (50)
thus
[y, 4+ oiyil <& (S1)
where ¢&; is a continuous function of xy, ..., X, Z1, ..., Ziy Y2, .4, )i
and dy, ..., d;, x1,,X1,,X,. Furthermore
yivi < —oc;y,z + [yil&
2 2
yi | &
< _gy? 2l 2B
< —oy; +28+ >
22
_ &g
= —ay; + 7’ (52)

where ; = o; — 1/(2¢) > 0. Next, considering the Lyapunov
function candidate

Step 1 Step i (i=2,...,n-1) Step n
L X D
X1r contr Xor @i+1)r] y
4.| UDE ba(s;zd) control —'{ = e + mx”}_'l UDE bu(s:éi) canrral}—.{w =~ +ﬁ’;ﬂw~—'{ UDE ba[s:;i) cantrolHX FOX) +AF(O + (B +AB)u + D’———'
X1

Fig.1 Structure of the UDE-based backstepping control
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(53)

there is

vy ny,y,——Za,y, +Zbé' < -GV, +Z

where Cy = min{(5;/2),i =2, ...,
Lyapunov function candidate

(54
n}. Defining the composite

V=V.+V, (55)

thus

&il’ 1 &2
V=V.4+V,<-C.V. - CV+Z dpy-=t

=2 2

(56)

Under assumptions 1 and 2, there is (dy,d2,d3) € Ny C IR3,
(x1p, X1y, %1p) € N C R3. Considering the compact set
Q=0 x Q. xQ x Ny x A, with assumption 5, while |Ab;]|
are small enough, ‘the functions i ity are continuous inside the com-
pact set Q. Henceforth, there exists a maximum value for
(1/2) 2%, ii%;, say M, > 0. Next, consider the functions &; are
also continuous inside the compact set €, so that there exists a
maximum value for (1/2)3°7,¢&, say M,>0. Therefore,
Eq. (56) can be rewritten as

V< —uV+el (57)
where p = min{C.,Cy} >0 and { = M, + M, > 0. Solving the
inequality Eq. (57) gives

SC(

0<V(E)<V(O)e ™™ +2(1—e™) >0 (58)

u
Let p=pi+pr+p3, if the control  parameters,
ki, ....kn 00,0, ..., 0, B,, are chosen to satisfy p > (e{/u) and

from Eq. (§7) there is V < 0 on V > p. Furthermore, if the initial
condition satisfies that V(0) < p — (e{/u), there is V(1) < p for
all + > 0. As shown in Fig. 2, the compact set Q is an invariant
set. ¢>0 is a tuning coefficient, which determines the size of
invariant set Q. The smaller ¢ is, the smaller invariant set Q is. No

Fig.2 Compact invariant set

121005-6 / Vol. 140, DECEMBER 2018

matter how small ¢ is, one can choose the parameters to satisfy
that k; > 1/(2e),i=1,..,n,0; > 1/(2¢),j =2,...,n so that V<
—uV + ¢ can be guaranteed. Then all signals in the closed-loop
system can converge to a small region.

Hence, the error signals zy, ...z, y2, ..., y, are all bounded. Due
to the boundedness of dy,...,d,, x;, and uy = ziy1 + yip1 + d;, it
can be concluded that the lumped uncertainties uyyi,...,u,, are also
bounded. After applying the stable filters Gy(s), it leads to the
boundedness of the virtual controls xy,,..., X, and system states
X1,..., X,. Consequently: (i) the signals xy,..., X, X25-.es Xy Z15es
Zpy Y25-+-5 ¥, are bounded.

From (58), as ¢— o0, V(1) <&l/u, then |z;|=|x; — x|
< /&l/u. Since p = min{ (k;/2) — (1/4¢), (4;/2) — (1/4¢)}, i =
Looyn, j=2,..,n, \/e{/u=2e/{/(min{2ek; — 1, 2¢0; — 1}).
Increasing the parameters ky,...,k,,0d2,...,0, will result in a
greater denominator, a smaller error bound. On the other hand,
{=M,;+ M,, M, depends on the estimation error of the lumped
uncertainties, i4;, which can be adjusted by the filters G(s) in the
UDE [12]. The second term M, is determined by the continuous
function &; on Q. Increasing ki, ..., k,, %, ..., o, will make M,
greater. Therefore, there exists a tradeoff when tuning the parame-
ters ky,...,ky, 0, ...,0,. To a summary, in order to decrease the
bound of |z;|, one can properly adjust the control parameters
ki,...;kn,00,...,0,, and design Gp(s). Therefore, (ii) the
bound for |z{| can be decreased to arbitrarily small. This ends the
proof.

6 Validations

To validate the proposed control strategy, a second-order
numerical example, a simulation study based on a rotary inverted
pendulum, and an experimental study based on a coupled water
tank system are carried out in this section.

6.1 Simulation Study: A Second-Order System. Consider
the following second-order nonlinear system:

¥1 =27 4+x2 +0.2¢" +0.25x, sinu + dy (59)

X2 = —x1x3 +cosu + u+da (60)
where x; is the regulated variable and u is the control input. The
external disturbances are d; = 0.5 sin4nt, d, = 0.15 sin 207z, and
the desired reference signal is x;, = sin(27/3)¢. In this system,
the lumped “disturbance-like” terms are uy =z + y» +x% +
0.2¢" + 0.25x, sinu + dy and uy = —xlx% + cos u + d,. Accord-
ing to the Algorithm 1, the control design is provided as follows:
Step 1. Let z; = x| — xy,, the virtual control is obtained as

Gr(s)

r:_k v r_«$71 P
X2 121 + X1 {1 — Gfl(S)

}*(2'1+/<121)

The filter used in the controller is Gy (s) = 1/(tys + 1), which is
a first-order low-pass filter with a bandwidth 1/7;. Then, the
reference model is used to generate the reference signal for the
next step, i = —my, + PoXar, o, (0) = x2,(0) = 0, where
o, = > =B,. Here, B, represents the bandwidth of the reference
model.

Step 2. Let z, = x, — w;,, the control input is

Gpa(s)

=—k - r r >(Z71 P
R (=7

} % (22 + kaz2)

where Gr(s) = 1/(t25 4+ 1) is a first-order low-pass filter with a
bandwidth 1/7,.

Figure 3 shows the control results while k; =15, k, =380,
o=, =100, and 7, =1, =0.01. The successful tracking for xy,
and x,, are shown in Figs. 3(a) and 3(b). Figures 3(c) and 3(d)

Transactions of the ASME



2 4
< rn = = =Ty 2 Ty — — =T
B! g !
B 8
3 0 g 0
£ £ 22
2 =
Z 5
) -6
0 1 2 3 4 5 6 0 1 2 3 4 5 6
(@) Time (s) (b) Time (s)
5 20
= 4+ Ugy ottt 1 adl 2 10 Ug2 — — - ﬁdz
= 5l 3
= ]
2, g0
= g -10
0 =20
0 1 2 3 4 5 6 0 1 2 3 4 5 6
(c) Time (s) (d) Time (s)
0.02 60
N =
g 001 s 40
= =%
o g
g 0 z
4 =
g -0.01 s 0
& O
-0.02 =20
0 1 2 3 4 5 6 0 1 2 3 4 5 6
(e) Time (s) (f Time (s)
Fig. 3 Numerical control results of the systems (59) and (60)
0.06
o? 0.01
E 0.04 ° o - o
= 0.005 [e)
~ O O 0o
0.02 o o o0
o
v-o0—0-00-09 0
10" 100 107 10! 10’ 10' 10° 10° 10*
(a) Filter time constants T,=T,=T (b) Reference model bandwidth ()c2=[32=Br
0.015 x107
5
0.01 P 0 000 00
% o4 o| Z4spo0 ©©0 00O .
0.005 o) o ~
° o© A
0Q 0 1 2 3 4
10’ 10' 10* 10’ 10° 0 1]glrror feedlt?ack gain }(0 0
©) Error feedback gain k1 (d) 2

Fig. 4 Effect of different parameters

show that both u,; and u,, can be well estimated. In Fig. 3(e), the
root-mean-square (RMS) of the tracking error during 3-65s is cal-
culated as 0.0046, which illustrates a good tracking performance.
The control input u is shown in Fig. 3(f).

Figure 4 shows the effect of different parameters, where the
RMS during the steady-state 3—6s is used as a criterion. The

reference model bandwidth is o, = i, = B,, and the time constants
for the UDE filters are 7, =1, = 1. The parameters are chosen as
follows:

(1) Figure 4(a), k; =15, k, =80, B, =100, = € [0.0001, 1].
(2) Figure 4(b), k; =15, k; =80, 7 = 0.01, B, € [10, 10000].

Table 1 Selection of parameters
) o B 1 in ks
Parameters Spectrum of u,; Reference models o;, f3; UDE filter G;; = Error feedback gain k;
T8+ 1
i=1 [0, 2 Hz] N/A T < ki >2mx2
21 X 2
2n 1
= = =B, — 2 1 >
i=2 [0, 10Hz] o =p, =B, > 3 12<2n><10 ko >2m x 10 and k» > ky
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pendulum

mntor rotary arm

Fig.5 Arotary inverted pendulum

(3) Figure 4(c), k, =80, B, =100, T = 0.01, k; € [1,10000].
(4) Figure 4(d), k; =15, B, =100, t = 0.01, k5 € [1, 10000].

The tuning guideline for the parameters can be concluded from
the above results. For the time constants of the UDE filters, t;
determines the estimation accuracy of u,. A smaller t; guarantees
a better estimation of u,;. In practice, 7;, i = 1,2 can be chosen the
same with 7. And 7 should be as small as possible, which is only
limited by the sampling time in hardware. The reference model
bandwidth B, should be chosen wide enough to provide a good
approximation between m,, and x,,. An insufficient large B, can
lead to a large intermediate system error y; in u,; thus, the track-
ing performance may degrade. The error feedback gain k; deter-
mines the tracking error z; directly. As shown in Fig. 4(c), there is
a tradeoff while selecting k;. k; cannot be too large, since it may
cause instability. A proper large k; is needed to obtain a good
tracking performance. Figure 4(d) shows that k, does not affect z;
explicitly. The effect of k, only appears in z,, which is lumped in
ug; and compensated through the UDE-based control. Moreover,
it is reasonable to choose k; > k; to make the inner loop faster
than the outer loop in Fig. 1.

In this example, the reference signal x;, is at (1/3)Hz, d; at
2Hz, and d, at 10Hz. The virtual control x,, is also at (1/3)Hz.
Furthermore, the spectra of u, and u,, can be estimated as [0,
2 Hz] and [0, 10 Hz], respectively. Table 1 summarizes the parame-
ter tuning guideline of this example. The reference model band-
width B, =100 is much greater than (27/3) so that w,, can well
approximate x,,, and the intermediate system error y, does not con-
tribute to u, too much. The time constants of the two UDE filters
are selected as 11 = 15 = 0.01 < 1/(20m); henceforth, both w4
and u, can be well estimated. According to (46), z; =
LY/ (s + k)Y *iig; and zo = L7 H1/(s + kp)} * i1 . One can
choose k;=15>4n and k, =80 >20n so that z; and z, can be
reduced to a small region. It is worth noticing that the above tuning
procedure only requires the spectrum information of u,; and u.

6.2 Simulation Study: Robust Stabilization of a Reotary
Inverted Pendulum. It can be seen that in Fig. 5, a rotary
inverted pendulum system is composed of a pendulum attached to
the end of a rotary arm controlled by a motor.

As a popular mechanical system, its model can be referred to
Ref. [36] and the system parameters are listed in Table 2. The sys-
tem dynamics is expressed as

ap b —alzcos(a)é = by sino + bé + Fy 61)

—ap; cos(a)d + anl = ba162 sino + b0 + b,V (62)
where o and 0 are the pendulum angle and rotary arm angle,
respectively; F, is the external torque disturbance applied on the
pendulum, and V,, is the input motor voltage. The control objec-
tive is to maintain the pendulum at the upright position, while the
rotary arm angle is stabilized.

In order to stabilize the pendulum, the following coordinate
transformation is applied to obtain a system in cascaded form with
mismatched uncertainties and disturbances:

x| = o+ )»(and( —ap cos(oc)é) (63)

Xy =10 (64)

where 4 >0 is a constant. After taking the derivatives and com-
bining with Egs. (61) and (62), it results in the following cascaded
systems (65) and (66), which is in a non-strict-feedback form as
17). )

The term (/lanO sin oz)xz + A(byy sino + F,) in Eq. (65) is the
mismatched uncertainty and disturbance for the system. Since
F, (oc7 9,x2) is assumed to be unknown, it plays the role of
matched uncertainty and disturbance. In this system, the
lumped “disturbance-like” terms are ugy = (1 + 2b12)(z2 + y2) +

a0 sinot)xz + A(byysino+ Fy) and wug = Fyul0,0,x,). Fur-
thermore, the external disturbance torque is Fy = —0.25N-m
during 4-4.2s and F; = 0.3 N - m during 8-8.2 5. The initial states
of o and 0 are 5 deg and 0 deg, respectively. The control objective
is to stabilize x; — 0. This implies that « — 0 and 0 — 0.

)-Cl = (l + /1]712))62 =+ (/10129 sin OC)XZ —+ )v(})ll SiIlOC +Fd) (65)
%2 = Fo(0,0,x0) + b,V (66)
; an .
F0,0,x) = ————(b b F
(“ Xz) det(D(x)) (byy sino + bioxa + Fy)
app Cos o < 5 . .
—— b b0
det(D(oc)) 21X5 SIn o + by >7
__anbycosu

= det(D(x) ’ det(D(a)) = anaxn — apnaz cos o

The stabilization is a special case of the reference tracking prob-
lem, that is, xj, =x;, =0. The UDE-based backstepping
controller is designed by two successive steps according to the
Algorithm 1.

Step 1. Let z; = x4, the virtual control is

Gri(s)

X = (14 b)) " | —kyz —3_1{—
R O R e

} e +km)}

where A=4, k;=4. The filter used in the controller is
Gri(s) =1/(0.01s + 1), which is a first-order low-pass filter
with a cut-off frequency at around 100rad/s. Then, the
reference model is used to generate the reference signal for the
next step, s, = —0Wy + PoXar, w2, (0) = x2,(0) = 0, where
Oy = ﬁz =100.

Table 2 Parameters of the rotary inverted pendulum [36]

Parameters apy an dazy azy b,,
Values 0.0330kg - m? 0.0135kg - m? 0.0135kg - m? 0.0079 kg - m? 0.0256N -m/V
Parameters by b bay b

Values 0.7450kg - m? /s —0.0024N - m - s/rad —0.0135kg - m? —0.0052N - m - s/rad

121005-8 / Vol. 140, DECEMBER 2018
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Fig. 7 A coupled water tank system

Step 2. Let z, = x, — w;,, the control input is

Gpa(s)

Vin=b' | —kyzy — 02w + Poxy — L1 —L20
M 222 — 0+ frxa {I—sz(s)

}*(mkﬂz)}

where k, =8 and Gy (s) = 1/(0.02s + 1).

The simulation results are presented in Fig. 6. It can be seen
that the pendulum angle is successfully stabilized to 0 deg, which
is the upright position in Fig. 6(a). The rotary arm angle is conver-
gent to around —12deg when it arrives at the steady-state during
2-4s, 58 deg during 6-8s and —27 deg during 10-12s, as shown
in Fig. 6(e). This illustrates that the rotary arm angle is stabilized
and converges to some arbitrary constants to make 0 = 0. Hence,
the transformed coordinates x;, x, converge to 0, as shown in
Figs. 6(b) and 6(f). Since the external disturbance torque is
applied during 4-4.2 s and 8-8.2 s, as shown in Fig. 6(c), the pen-
dulum exhibits some deviations. However, the controller is robust

Fig. 8 Dead zone of the pump voltage

6.3 Experimental Study: Level Control of a Coupled
Water Tank System. A coupled water tank system as shown in
Fig. 7 is composed of two coupled water tanks and two DC water
pumps. The water levels in the two tanks are measured by the
pressure sensors at the bottom and the two water pumps are pow-
ered by two single channel linear voltage amplifiers. The control-
ler used in the experiment is the pspace DS1104 device with a 12-
bit A/D converter. The system has a hardware resolution at
0.03cm. The two pumps P1 and P2 are used to pump the two
tanks 1 and 2, respectively. The pump 2 is considered as the con-
trol input and the water level of tank 1 is considered as the output.
To add the mismatched disturbance into the system, the pump 1 is
used to pump water into tank 1, consequently, the disturbance is
not in the same channel with the control input.

The system dynamic model is expressed as

o . . K
enough to keep the states within the bounded neighborhood of the [, — @ /2ol — @ /20l + L G(V (67)
equilibrium point and bring them back to the desired values after : A 2 A s A Vo),
the absence of the disturbance. Figures 6(d) and 6(4) show the
estimations for the lumped “disturbance-like” terms. The good P
estimation guarantees the convergence of system tracking errors. L, =— 22 /28Ly +—D(V2), (68)
Figure 6(g) depicts the input motor voltage. Az A

Table 3 Parameters of the coupled water tank system
Parameters a; ar g Ay Ay K,
Values 0.1781 cm” 0.1781 cm? 981 cm/s 15.5179 cm® 15.5179 cm® 3.3cm’fs/V
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Fig. 9 Level control for a coupled water tank

where L; and L, are the water levels of tanks 1 and 2. V,; and V,,,
are the input voltages of two pumps. And (-) is a dead zone
operator with unknown bounds. Other variables are summarized
in the Table 3. Furthermore, the sensitivity of the water level sen-
sor is 6.1 cm/V and the sampling time used in the experiment is
set as 0.01 s. The maximal height of two tanks is at 25 cm, and the
pump 2 can be operated in the range of [0 V, 10 V] and the pump
1 in the range of [-10 V, 10 V] .

The control objective is to maintain the water level of tank 1 at
6cm, i.e., L; =6 cm. One problem should be further mentioned is
the dead-zone problem from which a water pump always suffers.
As shown in Fig. 8, while the pump voltage V,,; is located inside
the interval [b;, b,|, Z(V,;) will be zero, i =1, 2. For this experi-
mental setup, b; and b, can be estimated to be around at —1 V and
1 V by experimental testing, respectively. In fact, the exact bound
of the dead zone is usually unmeasurable. Therefore, let
D(Viyp) = Vo +dyo, wWhere dy, is regarded as a kind of system
uncertainty

O, sz < b
dp2 = 7Vp25 b[ < Vp2 < br (69)
O, sz > b,

To formulate the control problem, let x; =Ly, xo = Ly, u = V)
and the reference signal x;, is generated by x|, =
#7'1/(10s + 1) * 6 cm. In addition, by using the Taylor’s series,
V28X = /28x1, + /g/2x1, (X2 — x1,) + O(x%), the systems (67)
and (68) can be written in the following state space model in the
form (17):

X1 =f1+bxa+ M +d (70
X3 =[5+ b+ A (71)

where Af, is the unknown higher-order term O (x3) and

; ai as 8X1r
=——4/2 — | V2gx1, — 4/
fl Al 8X1 +A1 ( 8X1; D) >7
a 8 I(p
by =—,/——,d =-—+—9(V,
YA V2 BT a V)

_ K K
f2 - _2 V 2gx27 bu :l7 AfZ :_pde
Az Az Az
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The process starts when both tanks are empty, i.e.,
x; =x, = 0cm, Af} +d,; is regarded as the mismatched uncer-
tainty and disturbance and Af; is the matched one. The lumped
“disturbance-like” terms in the design process are u; =
bi(za+y2) + M +dy and  ugp = Af,. According to the
Algorithm 1, the UDE-based backstepping controller is designed
by the following two steps:
Step 1. Let z; = x; — xy,, the virtual control is

_A1 2x1, = 1 Gf](s) .
=\ < kizy = fy =& {17@_10) * (21 +kiz)

where k; = 0.033, Gy (s) = 1/(2s + 1). Moreover, the reference
model  utilized here is @i = —twy, + Poxa, wa,(0)
= x2,(0) = 0, where oy = 8, = 1.

Step 2. Let z, = x, — wy,, the controller is

A

X [~kazo — f5 — 20 + Poay
P

g {%} « (a4 km)}

where ky = 0.08,Gpy = 1/(5s + 1).

The error feedback gains should satisfy k> k;, which will
guarantee the inner loop is faster than the outer loop in Fig. 1. As
shown in Ref. [12], there exists a tradeoff about the choice of the
bandwidths of G(s) between the good estimation of uncertainties
and disturbances, and the mitigation of the measurement noise.
The cut-off frequencies of Gy(s) are selected as low as 0.5rad/s,
0.2rad/s, due to the low frequency measurement noise in the sys-
tem. The experimental results are shown in Fig. 9. As shown in
Fig. 9(c), the external disturbance is generated by pump 1. During
100-200s, V' ,; = 1.8 V and during 300-400s, V ,,; = —1.3 V. The
water levels for both tanks are shown in Figs. 9(a) and 9(b). Due
to the robustness of the controller, the water level for tank 1, i.e.,
X1, is seen to be stabilized at 6cm in the presence of both mis-
matched and matched disturbances. As shown in Table 4, the
maximum errors remain within 5% while the mismatched disturb-
ance is applied; the RMS of the tracking errors for the different
time intervals is close to 0.03 cm, which is the hardware resolu-
tion. The associated input voltage for pump 2, i.e., u, is shown in
Fig. 9(d). The good estimations of the lumped “disturbance-like”
terms are shown in Figs. 9(e) and 9(f). It is worth noticing that the

u =
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Table 4

System output performance

Time period 0-100s 100-200s 200-300s 300-400s 400-500s
Percentage maximum error 3.65% 2.15% 3.82% 4.97% 4.15%
Time period 50-80s 150-180s 250-280s 350-380s 450-480s
RMS of steady-state error (cm) 0.04 0.07 0.04 0.04 0.05

larger error during 300—400 s than during 100-200 s maybe caused
by the nonsymmetric (b, # b;) dead zone nonlinearity of the
pump. Intuitively, b, and b, are unknown but there maybe
|br| > |bi|, then [1.8 — b,| < |—1.3 — by| is possible. That means,
the effect of the disturbance V,; = —1.3V during 300-400s
might be more significant than that of V ,;=+1.8 V during
100-200s. The proposed control approach does not require the
bound information of the disturbance. The external disturbance
can be any type. As shown in the tuning guideline in Sec. 6.1,
only the spectrum information of the disturbance is needed. The
bound of the disturbance can be arbitrarily large as long as within
the hardware limit, i.e., there is no saturation on the actuators. In
practice, the bound of allowable disturbance is only restricted by
the physical saturation of actuators.

7 Conclusion

To relax the structural constraint of the UDE-based control, the
backstepping approach was adopted. The proposed strategy was
applicable for a general type of nonlinear systems with mismatched
uncertainties and disturbances. In the view of the UDE-based con-
trol, not only the uncertainties and disturbances but also the non-
strict-feedback terms, intermediate system errors were all lumped
into the “disturbance-like” terms. Then, the lumped “disturbance-
like” terms can be estimated and compensated. Besides the exten-
sion of the UDE-based control, two benefits for the backstepping
approach were also presented. First, this method is applicable for a
more general type of nonlinear systems which is not just in the
strict-feedback form. Second, the utilization of reference models
which inherits from the UDE-based method relaxes the
“complexity explosion” problem. The tuning guideline was clari-
fied based on a numerical example. At last, a simulation study
based on a rotary inverted pendulum and an experimental study
based on a coupled water tank system were carried out to show
how to apply the proposed method to engineering applications.
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