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Abstract

This paper highlights how cyber risk dependencies can be taken into consideration when underwrit-
ing cyber-insurance policies. This is done within the context of a base rate insurance policy framework,
which is widely used in practice. Specifically, we show that there is an opportunity for an underwriter
to better control the risk dependency and the risk spill-over, ultimately resulting in lower overall cyber
risks across its portfolio. To do so, we consider a Service Provider (SP) and its customers as the
interdependent insurer’s customers: a data breach suffered by the SP can cause business interruption to
its customers. In underwriting both the SP and its customers, we show that the insurer can increase its
profit by incentivizing the SP (through a discount on its premium) to invest more in security, thereby
decreasing the chance of business interruption to the customers and increasing social welfare. For
comparison, we also consider a scenario where the insurer underwrites only the SP’s customers (but
not the SP), and receives compensation from the SP’s insurance carrier when losses are attributed to
the SP. We show that the insurer cannot outperform the case where it underwrites both the SP and its
customers. We use an actual cyber-insurance policy and claims data to calibrate and substantiate our
analytical findings.

I. INTRODUCTION

Increasing costs emanating from cyber attacks and data breaches, such as legals fees, crisis manage-
ment, business interruption, and ransom payments threaten organizations and businesses. To mitigate
these losses organizations are increasingly turning to cyber-insurance in order to transfer some or all
their risk to the insurer [1]. Like all other forms of insurance, cyber-insurance is primarily a method
of risk transfer: a risk-averse insured pays an insurer a fixed premium in exchange for coverage in the
event of a loss [2], [3].

But insurance carriers are also risk-averse, cost-minimizing agents that face multiple challenges.
Not only must they effectively assess and differentiate risks of, and between, individual firms, but
they must also manage systemic risk (also known as correlated or aggregate risk) across a portfolio
of policies. Indeed, managing systemic risk is critical for insurance carriers because of how it can
lead to catastrophic losses. And yet, insurance carriers still struggle to effectively identify indicators
of systemic risk and understand how to manage their portfolio of policies to reduce their own costs

[4]. Indeed, a major cause of systemic of risk is business interdependencies between organizations as



a result of outsourcing or supply chain relationships. In these cases the state of security of one firm
depends not only on its own effort but also other firms’ efforts [5]-[13], and in this world of increasing
connectedness between today’s businesses, risks can spill over easily and quickly from one firm to
another. For instance, a breach at a credit card processing vendor can lead to major losses by retailers,
or an outage at a network service provider (such as Amazon or Microsoft cloud services) can result
in business interruption to a large number of customers. The denial of service attack against Dyn, an
internet infrastructure (DNS) provider, caused some of the world’s most popular websites including
Netflix, Reddit, Twitter, and others, to be unavailable for most of one day in October 21, 2016 [14].
Moreover, this kind of risk dependency can lead firms to free ride off other firms’ efforts and under-
invest in security [15]-[17]. Of course, interdependent security arises not only in cybersecurity but also
in financial networks [18], transportation systems [19], and cyber-physical systems [20].!

In particular, we consider two main reasons driving the concern over interdependent risk. First, it is
more likely that simultaneous loss events could happen to interdependent agents, which would threaten
the insurer’s capital limit or other liquidity requirements. Second, in the event that a data breach or other
loss events could be attributed to a third party, such as a service provider (e.g., a cloud platform vendor)
who may be insured by a different carrier, the insurer of the primary party may seek to recover some or
all of its losses from the third party’s insurer/policy, thereby reducing its own risk exposure. If, on the
other hand, the primary party’s insurer underwrites both the primary firm, and its third party, then even
if the loss to the primary could be attributed to the third party, the insurer would effectively be “suing
itself” for the losses. All this has led to a strong desire among insurance carriers to minimize this type
of risk dependency. However, a proper solution continues to elude the insurance carriers, reinsurers,
and modeling firms [22].

It is thus of considerable interest to cyber-insurance underwriters to understand how to effectively
manage not only individual firm risk, but overall portfolio risk in the presence of interdependent systems
among policy holders. One device available to them is the ability to provide incentives (premium
discounts) directly to firms that demonstrate improved security posture. While this may help reduce
individual firm risk, it is unclear how this may help resolve systemic risk from interdependent business
relationships.

Toward this end, the main purpose of this paper is to develop an understanding of the cyber-insurance
market in the presence of interdependent (risk adverse) agents: a service provider and its customers.
We use both analytic and computational techniques to model three portfolio alternatives available to the
insurance carrier: insure just the service provider (Portfolio type A), insure both the service provider
and its customers (Portfolio type B), or insure just the service provider’s customers (Portfolio type C).
These alternatives are depicted in Figure 1.

The strategic decision centers on how the insurer can induce the parties to reduce their risk while

! Another form of systemic risk can occur when a common vulnerability or system configuration shared across many policy
holders may be exploited simultaneously, leading to multiple breaches, and subsequent insurance claims. Indeed, a number
of past virus and trojan outbreaks in the past 20 years have been caused by exploiting a common vulnerability (e.g. Sasser,
SQL Slammer). Similarly, the massive WannaCry and NotPetya ransomware attacks of 2016 were also caused by exploiting

a common vulnerability across many firms [21]. Note, however, the focus of this paper concerns systemic risk caused by
interdependent systems.
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maximizing its own profits. We examine how these incentives can be used to reduce the direct risk
to one party, as well as to reduce indirect risks to dependent firms. We also examine social welfare
implications and use data from an actual cyber-insurance policy, as well as one of the only sources of
insurance claims data, to calibrate and substantiate our analysis. Our main findings are summarized as
follows:

o Given the choice between insuring just a service provider (Portfolio A), or the service provider
and all its customers (Portfolio B), an insurance carrier should choose Portfolio B. The reason is
because the insurer can incentivize the service provider to improve its security posture in exchange
for discounted premium. While this reduces the insurer’s revenue from the service provider, it
improves the security posture of the service provider and its customers, e.g., in the form of fewer
business interruptions. We show that collectively this leads to lower overall risk, higher profits for
the insurer and, higher social welfare relative to insuring just the service provider (Portfolio A).

o Given the choice between insuring both the service provider and its customers (Portfolio B), or
just the service provider’s customers (Portfolio C) and attributing losses to the service provider, an
insurance carrier should choose Portfolio B. This is because with Portfolio C the insurer is unable
to effectively induce the service provider to improve its security posture, which negatively affects
all of its customers.

o If an insurer chooses to underwrite only the service provider’s customers (Portfolio C), it should
incorporate the risk condition of the service provider into the service provider’s customers’ pre-
miums. By contrast, current practice often ignores the security posture of the service provide (or
any third parties) when pricing the customer’s policy.

Overall, our results suggest a novel and improved approach to cyber-insurance policy design that
presents a new way of thinking about systemic risk and cyber risk dependency: to embrace and manage
these risks, rather than avoid them. While we acknowledge the warranted caution against concurrent
and correlated loss events, the emphasis of the present paper is to highlight a definitive silver lining
behind risk dependency, and an opportunity to actively work toward reducing overall cyber risks in an

ever-escalating and interconnected threat landscape.



II. RELATED LITERATURE

Cyber-risk management has been studied extensively in the cybersecurity literature, such as cyber-
insurance [23]-[25], cyber-risk forecast [26], and cybersecurity information sharing [27]-[30], to name
a few. In particular, the body of theoretical scholarship on cyber-insurance has been growing steadily
based on mechanism design and contract theory since the early 2000s, see e.g., [31], [32]. A number
of studies focused on a monopolistic insurance market and showed that a monopolistic profit neutral
cyber insurer can improve the network security as compared to no insurance scenario using premium
discrimination [33]-[35], while others studied a competitive cyber-insurance market and showed that
it is impossible to improve network security using a cyber-insurance contract [35], [36]. Furthermore,
the problem of information asymmetry in cyber-insurance market has been studied in [37], [38]. For
instance, [37] analyzed the questions that insurers ask to overcome information asymmetry and adverse
selection issues. While foundational, none of these papers examined the issue of how an insurance
carrier should respond to interdependent risks directly within its portfolio of policies.

More related to the present paper, previous work using a contract-theoretic approach [39] has shown
that contrary to the common dependency-avoidance practice mentioned above, there is an unrealized
incentive for an insurer to underwrite dependent risks. Paradoxically, the existence of risk dependency
among a network of insureds allows the insurer to jointly design polices that incentivize the insureds
to (collectively) commit to higher levels of effort, which can simultaneously result in improved state
of security for all as compared to a portfolio of independent insureds, and in improved profits for
the insurer. Related work examined whether these observations continue to hold when an insurer can
recover a part of the loss suffered by an insured through a third-party liability clause when the loss can
be attributed to another insured (the third party) underwritten by a different insurer [40]. Even with this
loss recovery as an alternative, conditions exist where it is beneficial both from a security perspective
and a profit perspective for an insurer to underwrite both interdependent insureds, precisely because
this allows the insurer to control the risk dependency and incentivize both to commit to higher security
efforts.

While [39], [40] used a rather simplified and stylized contract model somewhat detached from the
actual insurance underwriting practice, in the present paper we adopt a standard underwriting framework

commonly used in the insurance industry.

III. COMPUTING PREMIUMS USING BASE RATES - EXAMPLES FROM AN ACTUAL UNDERWRITER

In this section we briefly describe a common approach to calculating cyber-insurance premiums. The
calculation begins by first selecting the base premium and a base retention (deductible) from previously
defined lookup tables. The base premium is then modified through a linear product of additional factors.
While different carriers use different values and types of factors in their premium expression, there are
a number of commonly used factors.

Below, we provide an example of such a calculation using an actual cyber-insurance policy (see
the Appendix to view the full rate schedule), with methods commonly found throughout the insurance
industry. First, the base premium and retention are determined using table lookups, where the asset

size (for financial institutions) or annual revenue (for non-financial institutions) of the insured maps to



assigned values, with both the rate and the retention amounts increasing in asset or revenue size. For
instance, a financial institution of asset value up to $100M would be charged a base rate of $5,000 and
base retention of $25,000, while a firm of assets between $500M and $1B would be charged a base
rate of $11,000 and base retention $100,000, all for a nominal coverage amount of $1M. On the other
hand, a non-financial firm with annual revenue between $5M to $10M would be charged a base rate of
$7,500 and base retention of $25,000.
The base rate is then multiplied by a number of factors, with each factor modifying the base rate
roughly between —20% and +20% with a few exceptions, as shown below.
o Industry Factor: Based on the type of business, an industry hazard is determined, with higher-
risk businesses receiving a larger multiplier. For instance, agricultural and construction businesses
receive the smallest hazard value (less risky) while web service providers receive the larger hazard

value (more risky), as shown in Table I.

Industry Factor
Agriculture 0.85
Construction 0.85

Not-for-Profit Organizations 1.00
Technology Service Providers 1.2
Telecommunications 1.2

TABLE I: Industry Hazard table

¢ Retention Factor: This factor depends on the retention (deductible) that the insured selects.
Retention factor decreases as a function of the retention that the insured chooses, as shown in

Table II.

Selected Base Retention
Retention | $25,000 | $100,000 | $500,000 | $1000,000
$25,000 1.00 1.16 1.34 1.47
$100,000 0.87 1.00 1.16 1.27
$500,000 0.75 0.87 1.00 1.10
$1,000,000 0.68 0.79 0.91 1.00

TABLE II: Retention Factor

o Increased Limit Factor: This is a factor driven by the limit of the coverage: it is 1.0 if the
insured accepts the default limit (corresponding to the base rate and base retention); it exceeds
1.0 if the insured wants to increase this limit, and falls below 1.0 if the insured asks for a lower
coverage limit, as shown in Table III.

o Co-insurance Factor: This factor is less than 1.0 if the insured accepts to pay a share of the
payment made against a claim. The value of this factor depends on the amount of the share that
the insured accepts to pay. Table IV lists some of the co-insurance factors based on the co-insurance
percentage.

o Third-Party Modifier Factors: This factor depends on the third party service provider. If the

insured does not use any third party service, this factor is equal to 1.0. Otherwise, this factor is set



Coverage Limit | Increased Limit Factor
$1,000,000 1.000
$2,500,000 1.865
$5,000,000 2.987
$10,000,000 4.786
$25,000,000 8.925

TABLE III: Increased limit factor

Co-Insurance % | Co-insurance Factor
0% 1.000
1.0% 0.995
5.0% 0.980
10% 0.960
20% 0.920
50% 0.780

TABLE IV: Co-insurance factor

based on the third party service and the agreement between the insureds and the service provider,
but is not a function of the security posture of the third-party.

o Optional Coverage Grants: In addition to the base coverage, the policy holder may purchase
coverage for additional exposures, such as privacy costs or crisis management. Each additional
coverage is calculated by multiplying the base rate by a number of factors including an option-
specific modifying factor. For instance, the option of privacy notification expense uses a factor of

0.15, while the option of crisis management expense uses a factor of 0.02.

Note that other carriers use similar frameworks for calculating the final premium. We refer the
interested reader to [1] for a more complete overview of current insurance policies. This multiplicative
formula described above constitutes the basic model used for our analysis in the next section.

Example We complete this section by providing an example of how the final premium is calculated
using the above tables. Consider a non-financial Technology Service Provider with annual revenue $6M
who intends to purchase an insurance policy with retention $100,000, coverage limit $2.5M, and zero
percent co-insurance. Moreover, this firm does not use any third party services; it wishes to opt in
for additional coverage for privacy notification expense and crisis management expense. Based on the
above tables, the following factors will be used in determining the total premium for this company:

o Base premium: $7,500; Base Retention: $25,000

e Industry Factor: 1.2 (Table I).

o Retention Factor: 0.87 (Table II).

e Limit Factor: 1.865 (Table III).

e Third-Party Modifier Factor: 1; Co-insurance Factor: 1 (Table IV).

« Privacy notification: 0.15.

e Crisis management: 0.02.



Therefore, the premium for this service provider is calculated as follows,

Premium = 7500 x 1.2 x 0.87 x 1.865 x 1 x 1 4 7500 x (0.15 + 0.02)
= 14602.95 + 1275 = $15, 877.95 (1)

I'V. THE INSURANCE POLICY MODEL AND ANALYSIS

In this section we develop an expression for an insurance carrier’s profit, modeled as a function of
security incentives. We then compare the optimal amount of incentive and the carrier’s profits between
two cases: when it insures just the service provider (Portfolio A), and when it insures both the service

provider and the provider’s customers (Portfolio B).

A. Base premium calculation

Consider an insurer and its prospective insureds (the applicants), which include a service provider
(SP, e.g. Amazon cloud services, or the third party) and its n customers. The insurer charges a base
premium b, to the service provider and base premium b; to its customers ¢, t = 1,2,--- ,n.

As described, the base premium, b;, depends on the total assets or revenue of the insureds. Moreover,
the insurer asks the applicants to fill out a questionnaire describing their information security practices.
Based on the completed questionnaire, the insurer modifies the base premiums by a factor f;, i =
0,1,---,n, as described in the previous section. The insured pays b; - f; up front, and the insurer pays
the insured max{L; — d;,0} after a loss incident where L; is a random variable denoting the loss
amount of agent ¢ and d; is its elected retention/deductible. For the analysis that follows we ignore all
the other factors unrelated to cybersecurity, as their inclusion (as additional multipliers) does not affect
our model or our conclusion.

So far, the model does not consider dependent risks. Specifically, insured ¢’s premium b;f;, i =
1,--- ,n, is purely a function of its own security posture. While the information security questionnaire
used to generate modifier factor f; may include questions on whether ¢ has a third party supplier, or
whether it has proper procedures/policies in place in handling a third party, it does not directly assess
the security posture of this specific third parties. This instead is assessed separately, given by f,. We

refer an interested reader to Questions 3-6 from the Chubb CyberSecurity policy shown in the appendix.

B. The security incentive modifier

We now introduce an incentive factor, f!, for the SP and subsequently examine its impact on the
SP as well as its n customers. Specifically, suppose the insurer is willing to offer the SP a discount in

premium in exchange for improved security posture as follows:

o The SP has an initially assessed premium b, f,, with a security modifier factor f,.

e The SP agrees to invest more in security such that it could now be assessed at fo=fo— !, for
some f! € [0, f,], i.e., a reduction in the modifier factor.

e In return, the insurer agrees to revise the premium to b, fo, reflecting a discount given the SP’s

improved security posture. Specifically, b, f, is the discount the SP receives.



Note that here for simplicity of presentation, we have assumed that the insurer is able to assess, and
willing to match exactly in discount the amount corresponding to the reduced risk. That is, this SP now
enjoys a revised premium equal to that which it would have received had it started at a security level
measured at fo without the incentive. In practice the two need not be equal, i.e., the SP may require
more or less in premium discount incentive to reach fo. While this does not affect our qualitative
conclusions, it does raise the interesting question as to whether in practice the incentive offered is
sufficient for the SP to attain the corresponding risk reduction. In other words, could the SP take the
discount amount b, f/ and use it toward hiring additional personnel or purchasing products to achieve
this goal? We will give an example in the context of the distributions used in our numerical analysis
in Section V.

Our subsequent analysis focuses on whether a desirable operating point for the insurer is such that
1L >0, i.e., offering the incentive to the SP. Obviously, when there is no incentive, fo = f,, and the
problem reverts to the original premium calculation.

C. Mapping security incentive to probability of loss

The security modifier factor f; is tied to some underlying assumption of the probability of a cyber
incident. This modifier can increase or decrease the base premium; the larger it is, the more likely
is a loss event as estimated by the insurer. To the best of our understanding, by examining the rate
schedules of many actual cyber-insurance policies, this factor itself is not directly tied to the magnitude
of a loss; rather we believe the expected loss amount is factored into the base premium which is tied
to the sector/industry and the size of the insured. The use of such a factor in the current underwriting
practice would suggest that policies are risk priced in additional to being market priced (reflected in the
base premium and retention). This aspect however does not affect our analysis since we only consider
a single insurer.

To be concrete, let P,( fo) denote the the probability of a breach to the SP, which is decreasing in
the security incentive factor f, and increasing in the overall factor fo. Similarly, we denote by P;(f;),
i=1,---,n, the probability of a loss incident of customer i unrelated to the SP. Both P,() and P;()
are assumed to be increasing and differentiable. We will assume that if a breach happens to the SP, a
business interruption (BI) or similar loss event occurs to its customer with probability ¢, also referred
to as the level or degree of dependency. Further, we will assume that a business interruption induced
by SP and the loss incident unrelated to the SP are independent events.

Putting these together, the probability of a loss event occurring to customer ¢ is given by:

Pi(fo, fi) = Pi(fi) +t- Po(fo) =t - Po(fo) - Pi(fi), i=1,---,n )

where the loss includes that due to the customer itself, due to business interruption brought on by the

SP’s breach, or both at the same time.

D. The insurer’s profit function

Next, we define and compare the insurer’s profit under two portfolio options: when it insures just

the service provider (Portfolio A), and then when it insures both the service provider and its customers



(Portfolio B).
The insurer’s profit (V,) and expected profit (V,,) from underwriting just the SP are defined as follows,

both shown as functions of f] given that our focus is on this element under the insurer’s control,

VO(fé) = bO‘(fo—f(/))_IO'(Lo_dO)+§ 3)
Vo(fé) - E{Vo(fé)}:bo'(fo_f!))_lo'Po(fo_fé)a “4)

where ()" = max{x,0}, L, is the loss random variable, and [, = E((L, — d,)"). Note that I, is a
Bernoulli random variable with parameter P,(f, — f7).

We will assume the customers’ security factors f;, 7 = 1,--- ,n are uniformly distributed over some
range [ fmin, fmaz). The insurer’s profit from customer 7 is then given by the following, again expressed

as a function of the controllable f!:

Vi(f)) = bifi—ILi-(Li—dy)" ; )
Viry = b I g, g ©

where L; is the loss random variable of customer ¢. Again, I; is a Bernoulli random variable with
parameter Py (f, — f1, f;) and l; = E((L; — d;)™).
If the insurer chooses to underwrite both the SP and its n customers then its expected total profit is

given by,
Vieta(£s) = Vo(f))+ > _Vilf) (7)
i=1
Vmax = H}%X Vtotal(f(l)) . (8)

E. Analysis of the optimal incentives and carrier profits

Now that we have established expressions for the carrier’s profits as a function of security incentives,
we next seek to answer two questions: first, what security incentives should the carrier provide the
service provider, and secondly, which portfolio strategy yields the highest profit?

We have defined P,( fo) to be an increasing function of f,, implying that P,(f,— f]) is a decreasing
function of the incentive f/. We assume this to be a strictly convex function of f!, reflecting a decreasing
marginal return on effort. Note that it is widely accepted to model loss probability as a function of the
security investment, see e.g., [15], [41]-[43]. Our model here is consistent with this literature since we
have assumed that the incentive factor f/ is proportional to security effort/investment, while allowing
us to highlight and express this function in terms of the carrier’s controllable in this underwriting
framework.

Our first result compares the optimal incentive that an insurance carrier would offer the SP when
insuring just the SP (Portfolio A), and insuring both the SP and its customers (Portfolio B). That is,
we compare the optimal incentive factor f that maximizes V, (), with the optimal incentive factor f*
that maximizes Voza;()-

Theorem 1: Under the assumption that P,(f, — f!) is decreasing and strictly convex in f/, we find

that fj < fo*, where f; = argmaxy Vo(f,) and fi* = arg max g/ Viotal(f,). In other words, the

o °
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underwriter offers a higher incentive to the SP when insuring all parties, compared with the incentive
offered to the SP as the only insured.
Proof 1: The insurer’s profit of underwriting the service provider and the customers is given by:

Vtotal(fé) = Vo(fc/;) + sz(ftl))
i=1
- Y= oy 4 N, fmin t fmaz
- bo'(fo fo) loPo(fo fo)'i‘;bz 2
—li - Po(fo — fo) - (t —tE[P(fi)]) — li - E[Pi(f:)] - ©)
Using the first order optimality condition, we have
8Vtotal(f(/)) o
Tfé =0 (10)
P! b :
= =\ fo—(P)” o . : 11
= (= (s mm) v
Similarly, we can find the optimal value f; that maximizes V:
oV, , N
af(/) __b0+l0'PO(f0_fo) =0
— bo \ T
= V() € (£ (7))
o b N o
= = (R-mrd) (12)

Because P () is an increasing function and ll’—“ > [lU+Z;;1li‘(?a—t-E(PL(fi)))}’ we have fr < fx*,
|

Theorem 1 suggests that if the insurer underwrites both the SP and its customers (Portfolio B), it
benefits from a better state of security (induced by higher incentive to the SP) as compared to the
optimal level if it only underwrites the SP (Portfolio A).

Furthermore, if the parameters such as b; and [; are such that Vi( f¥) > 0 (i.e., there is expected
profit from any single policy when the SP is incentivized at the level f;; this need not be true if b; is
too small and /; too large, in which case a rational insurer would not underwrite the policy), then we
also have the following:

Viotat(f3") > Viotal (f3) > Vol(f3) - (13)
by the optimality fx by the positivity of V,(fx)

And similarly,
Viotat(f37) > Viotal (f3) > Vi(f3) = Vi(0) , (14)
by the optimality fr by the positivity of V,(fx)

where the last inequality results from the fact that the risk sustained by customer ¢ is lower when the

SP is incentivized at any level f7 > 0.
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The above result suggests that at the right level of incentive for the SP, the insurer enjoys greater
profits by insuring both the SP and its customers (Portfolio B), relative to insuring just the SP (Portfolio
A), or any subset of its customers.

FE. Third-party liability

Next we consider third-party liability. This refers to the ability of an injured party to seek redress
for losses from an injurer, and is a coverage category commonly found in insurance policies. In the
context of our study, this implies that if a firm suffers loss due to business interruption brought on by
a breach at its SP, the firm’s insurance carrier can, on the firm’s behalf, seek redress from the SP’s
insurer. However, if the same carrier were to underwrite both the firm and the SP, such compensation
would obviously not occur. In one of the few datasets that reports actual cyber-insurance claims data,
NetDiligence [44] shows that 13% of all data breaches and cyber incidents can be attributed to a third
party. Accordingly, we will use a parameter g to represent the probability that a loss can be attributed
to a SP.

We define U as the insurer’s profit when it underwrites only the SP’s customers (Portfolio C). We

have:

Ulf)) = bi-fi—Ji- (Li—dy)™;
Ui(fy) = E[Ui(f))]
= b fi — (BIP(f)]+ (1 —q) - [tP.(fo— [}) — E[P(f)ltPo(fo — f2)])li »  (15)

where J; is a Bernoulli random variable with parameter P;(f;)+ (1 —q) - [tPo(fo — f2) - (1 — Pi(f3))];
this is the probability that a loss incident happens to customer ¢ and cannot be attributed to the SP.
In this case the SP is insured by another carrier, referred to as the third-party insurer, whose profit is
given by:

UO( (/)) = bO(fo - f(/)) —1Ip- (Lo - d0)+ - Z K - (Li - di)+§ (16)
=1

= bo (fo= 1) = Polfo—=12) - lo— Y _q- [tPo(fo— f3)] - [L = E[R(f))]l: , (17)
i=1

where K; is a Bernoulli random variable with parameter ¢ - [tP,(f, — f2)] - [L — P;(fi)]; this is the
probability that a loss incident happens to customer ¢ and it can be attributed to the third party
successfully. Here we have assumed that whenever losses can be attributed to the SP, the customer’s
insurer (also referred to as the primary insurer) is fully reimbursed. However, our result in Theorem 2
remains valid for partial or fractional compensation as well.

Next, we compare the insurer’s profit from underwriting only the SP’s customers (with the possibility
of recovering losses from the SP’s insurer) (Portfolio C), with its profit from underwriting both the SP

and its customers (Portfolio B).
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We denote the insurer’s profit from underwriting only the SP’s customers as Usnar = > iy Ui(f2),
where f) = arg max; U,(f!), and denote the insurer’s profit from underwriting both the SP and its
customers as V ,q. from Eqn. (8), where the maximum is attained at for.

Theorem 2: At the right level of incentive for the SP, the insurer enjoys greater profit by insuring
both the SP and its customers (Portfolio B), rather than just the SP’s customers (Portfolio C). That is,
Vinaz > Umazs Where Viae = Uo(f2%) + 500 Ui(f2%), and Unpae = Y iy Ui(f2). Moreover, given
that P,(f, — f!) is decreasing and convex in f/, we have f¥ < fX*, which implies that the state of
security improves for both the SP and its customers when the insurer underwrites both.

The first part of the above result is rather trivial: if the primary insurer is compensated by the third-
party insurer, it must therefore be profitable to underwrite the SP (otherwise the SP would not be able
to obtain a policy in the first place). Thus the insurer of the SP’s customers can only gain by insuring
the SP itself.

The second part of the result is more interesting and less straightforward. The intuition is that when
the insurer underwrites both the SP and its customers (Portfolio B), it is in its best interest to provide
stronger incentive to the SP in an attempt to reap the multiplicative effect of risk reduction of the SP on
its customers, i.e., the positive externality. In summary, by embracing the risk dependency, the insurer

not only gains but also contributes to social welfare.

V. NUMERICAL EXAMPLES

In this section we examine closely a number of numerical examples that put the preceding analytical
results into context. To do so, we will need to substantiate two elements of our model: the relationship
between the security modifying factor, i.e., the function P(f), and the loss distribution governing L.

We will also use base premium and retention values found in Section III.

A. Examples of the loss probability function

We present three examples of P,(f, — f/) as a function of f/ while fixing f, = 1.2 and b, = 52000;
these are illustrated in Figure 2 and used later in this section to perform numerical analysis.

0.05
Pyfo—f) = ) ; (18)
0 o(L2—(fo ]}
( 10(00 )) + 1
0.05
Po(fo—fy) = eI (19)
(1+ exp(—b“ (1'210(0{;’ ) _ 20))
_pl _ 5 _bo‘(1-2_(fo_f</>))
P,(fo—f) = 1000 +0.05 - exp( 00 ) (20)

The choice of these functions are somewhat arbitrary: the main intent is to capture a few families of
decreasing functions with subtle yet significant differences as explained below, while noting that our
conclusion and results hold more generally. More specifically:

o The loss given in Eqn (18) (the blue curve) is simply a decreasing, convex function which indicates

that initial effort in risk reduction results in larger marginal benefits in loss reduction, but that the

loss probability will continue to decrease at a diminishing rate. This would apply to a typical firm
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Fig. 2: P,(1.2 — f!), the probability of a loss event to the SP

whose initial investment (say in firewall) is very effective, after which more expensive products
(e.g., intrusion detection) continue to reduce risk but the return on investment becomes lower.

e The loss in Eqn (19) (the red curve) suggests the initial effort has to be significant enough
(exceeding a threshold) to have any appreciable effect on loss reduction. Equivalently, this may
be viewed as modeling a type of firms that only respond to incentives when they are substantial
or reach a tipping point. Beyond this, the curve similarly exhibits diminishing returns. Note that
this loss function is not convex but we show in the appendix the result of theorem 1 holds in this
case as well.

 Finally, the loss in Eqn (20) (the yellow curve) illustrates a scenario where the reduction in loss
initially behaves similarly to the first case, but reaches a maximum at a point beyond which
no amount of effort can further reduce. This is meant to capture the scenario where external
factors beyond the insured’s control is at significant play, contributing to a non-zero “floor” in the
probability of a loss event. This could apply to the case where there is persistent susceptibility to
social engineering that no amount of investment or training can completely remove; or, where the

firm is simply not able to address all security challenges.

It should be noted that the above examples serve to illustrate the different ways loss probabilities may
change as incentives/security investments increase. The actual values used may or may not accurately
reflect reality. For instance, in reality the scale of the loss probability could be orders of magnitude
larger (0.1 instead of 0.01) or smaller (0.001 instead of 0.1). Unfortunately there is no publicly available
data that would allow us to calibrate; as already mentioned, it is unclear how these factor values were

derived by an underwriter in the first place.
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B. Examples of the loss distribution

We will use data reported in the cyber-insurance claims study by NetDiligence [44] to obtain breach
loss distributions, summarized in Table V. The “Mid Revenue” range contains somewhat unexpected
small median and mean values. This appears to be an anomaly: since the sample sizes (number of

cases) are small, an oversized or undersized breach can significantly throw off the average.

Cases | Median ($) | Mean ($)

Nano Revenue (< $50M) 52 49,000 215,297
Micro Revenue ($50M - $300M ) 31 88,154 487,411
Small Revenue ($300M - $2B) 15 118,671 599,907
Mid Revenue ($2B - $10B) 9 91,457 173,851
Large-Revenue ($10B - $100B) 8 3,326,313 | 5,965,571

TABLE V: Cost of data breach between 2016-17 organized based on the breached firm’s revenue

C. Example 1: A service provider and a customer with large revenue

In this example, we consider a SP and a single customer, both of large revenue (e.g., a major
web hosting provider and a large corporate customer). Using the rate schedule provided in III, we
will set the base premium and base retention for the SP and its customer to be b, = b; = $52,000
and d, = d; = $250,000, respectively. We consider the following loss function for the customer:
Pi(f1) = %. Moreover, factor f; is uniformly distributed over [0.6,1.2] and as mentioned
this depends on the outcome of its information security questionnaire.

Using the NetDiligence data, we will assume that both L, and L; are log-normally distributed with
a mean of $5,965,571 and median $3,326,313. Moreover, as mentioned earlier NetDiligence reports
that 13% of data breaches can be attributed to a third party; we will accordingly set ¢ = 0.13. We will
assume that the SP was assessed with f, = 1.2 and the dependency parameter is ¢t = 0.5.

We will first consider P,(f) = %, with results shown in Figure 3. Specifically, Figure 3a
illustrates insurer’s profit as a function of f/. In this example, f¥ = 0.3054, f* = 0.3775, f> = 0.3153.
Note that the insurer’s total profit at £ is V,(f*)+V1(f}) = $36,637 and at f3* itis $37, 792, a roughly
$1,000 gain by taking the risk dependency into account and offering jointly optimal policies to the SP
and the customer. Moreover, 3a shows that by insuring only the customer and getting compensation
from the SP’s policy, the insurer cannot make more profit as compared to insuring both: V1 (f¥) =
$8,152 < Vo (f+*) + V1(f+*) = $37,473. Figure 3b and 3c plot the optimal incentive factor and the
probability of a loss event to the SP and its customer, respectively, as a function of the dependency
t. If the insurer underwrites only the SP (Portfolio A, blue line), ¢ does not factor into the policy
decision and thus the insurer will not offer any incentive to the SP. On the other hand, if the insurer
underwrites both, then offering incentive to the SP is now in its interest, and the incentives increases
as t increases (Portfolio B, orange line). Finally, if an insurer underwrites only the SP and pays the
third-party compensation for its customer’s loss (yellow line), the incentive factor is also increasing as

a function of ¢ but it increases slower than f*. Figure 3d shows how much can be gained by taking
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Fig. 3: Insurer’s profit and probability of a loss incident under loss model (18).

risk dependency into account, and the higher the dependency the more the insurer stands to gain by

jointly designing contracts for both the SP and its customer.

The case P,(f, — f]) = ar (,,O(Lgf)go,f,)) 20) is shown in Figure 4. Specifically, Figure 4a
exp Wﬂf
illustrates insurer’s profit as function of f,. In this example, f; = 0.4913, f;* = 0.4991, f} = 0.4925.
Finally the case P,(f,—f}) = 1555 +0.05 exp(—%) is shown in Figure 5. In this example,
fo=0.1084, f* = 0.1161, f; = 0.1096.

o

D. Example 2: An SP and multiple customers with smaller revenue

In this example, we consider an SP and n customers with relatively smaller revenue.

Again, using the rate schedule provided in III, we will set the base rate and retention for the customers
at b; = $5,000, d; = $25,000, ¢ = 1,--- ,n. The factors f;, i = 1,--- ,n are drawn uniformly from
[0.6 , 1.2]. Using Table V, the loss random variable L;, @ = 1,---,n has a mean and median of
$599,907 and $118,671, respectively. Similar as in the previous example, the mean and median of loss

L, are set at $5,965,571 and $3,326,313, respectively. We again assume that L; follows a log-normal
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Fig. 4: Insurer’s profit and probability of a loss incident under loss model (19)

distribution. In addition, we set f, = 1.2, ¢ = 0.5, and ¢ = 0.13. Compared to the previous example,
in this example we shall also examine the effect of the number of customers (n) on the optimal policy.

Moreover, we consider the following loss function for customer i: P;(f;) = W@’MH. The results

are shown in Figure 6. o

Figure 6a illustrates the optimal incentive factor f* as a function of n. This plot implies that as the
number of customers increases, the insurer would incentivize the SP more. The reasons behind this is
obvious: since the risk spill over now impact more customers the more the SP can reduce its risk, the
more upstream benefit the insurer attains (e.g., in much reduced business interruptions). Specifically,
given that a breach occurred to the SP, the probability of no upstream business interruption is given
by 1 — (1 —¢)™, which an increasing function of n. Thus it is in the insurer’s interest to reduce the
likelihood of loss on the part of the SP. As a result, f;* is increasing as function of n, while f; is
independent of n as it maximizes only V,. Moreover, Figure 6a implies thatf* is also increasing as a
function of n. Figure 6b implies that if the insurer does not gain by underwriting the customers and

attributing all or a part of the loss to the SP as compared to the profit by underwriting all of them; we
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Fig. 5: Insurer’s profit and probability of a loss incident under loss model (20)

see in some cases the third party’s insurer has negative expected profit, in which case a policy is not
viable.

Figures 7 and 8 shows similar results for the other two loss functions P,(f,—f/) = 9.05

- (1+OXP(M—20))
and P,(f, — f1) = 055 + 0.05 - exp(— 2 Uemfa)y

1000

VI. DISCUSSIONS

We now discussion further three aspects of the model studied in this paper.

A. Is the premium discount sufficient?

Let’s consider a non-financial technology service provider firm with annual revenue between $5M
and $10M. In this case, the base premium b, = $7,500. We will assume the firm is assessed with
fo = 1.2. Now assume that the insurer sets the incentive factor f! to be 0.35. Therefore, the firm
pays b, - (fo — f1) = $6375 as the premium, after receiving b, - f, = $2625 in discount. Using salary
surveys such as [45], let’s consider an IT security personnel who has a bachelor’s degree, 5 years of
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experience, and commands a salary of $85K. The premium discount the firm receives can be translated
into a fraction of this person’s compensation:
$2625
$85000

Therefore, the incentive provided by the underwriter is just enough to hire an experienced person

x 50 working weeks = 1.5 weeks. 20

for 10 days. It is debatable whether this amount of investment in security is adequate to reduce the
firm’s cyber risk (by 1079 according to Model (19), or by 0.05 according to Model (20), by setting
b, = $7,500 in each, respectively). A potential mismatch between what this analysis suggests and
reality may be attributed to two factors. Firstly, as already mentioned, the loss values shown in Fig 2
could be orders of magnitude different from reality; in other words, if the risk reduction is from a breach

probability of 0.1% to 0.07%, then perhaps 10 days’ worth of work (say in deploying software patches)
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Fig. 8: Insurer’s profit and probability of a loss incident under loss model (20)

is sufficient. Secondly, it may also be argued that the current levels of base premium is inconsistent

with the underlying cyber risk (and what it takes to reduce the risk) to begin with.

B. Social welfare

Our study so far has focused on whether it is in the interest of an underwriter to insure risk-dependent
insureds, and if so how best to do so. We now turn to the issue of social welfare, i.e., whether by
embracing risk dependency the underwriter can also help improve the total utility. We have shown
that underwriting both SP and its customers and giving SP more discount on premium improves the
insurer profit and decreases the probability of data breach. As a consequence of the latter, the utility of
the insureds improves; thus underwriting both SP and its customers improves the social welfare (total
utility) in general. Below we use an example similar to that provided in Section V-C to illustrate this.

Consider an SP and a single customer, and assume that both have a large annual revenue ($10B-
$100B), with a base rate b, = b1 = $52,000 and base retention d, = d; = $250,000. We assume that
fo=12fi=1and P,(f) = P (f) = % and ¢ = 0.5. Based on Table V, we assume both L,
and L have log-normal distribution with mean $5,965,571 and median $3,326,313.

We now compare two cases. In the first case the insurer ignores the risk dependency and attempts to
separately maximize its profit from the SP and its customer, respectively. In the second case the insurer
jointly optimizes the two policies.

In the first case, the insurer obtains the discount to the SP as follows:

lo=1 = E((L, — do)") = $5,715,600
Volfh) =bo - (fo— f2) = loPo(fo — f2) = f¥ =0.3045

The insurer’s profit and the insureds’ costs are as follows:

(22)

o Insurer’s total expected revenue: Vi (f) = $48,629.
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e SP’s expected cost:
bo - (fo) + E{Ds}Ps(fo — f5) = +52000 x 1.2 + 28753 x 0.003 = $62, 486
e SP’s customer’s expected cost:
by - fi + E{D1} - Pu(fo — f)) = 52000 x 1 + 28753 x 0.0058 = $52, 167
o Total utility (revenue less cost):

48629 — 62486 — 52167 = —$66, 024

L;if L; <d,;
Here D; = dz Hhi=d is the amount of deductible that insured ¢ pays. Note that we do not
i O.W

consider discount b, - f; in the SP’s costs because this is assumed to be used toward its security
investment.
In the second case the insurer jointly maximizes the profit from the SP and its customer. It obtains

the optimal incentive factor as follows:

Viotat(f5) = bo - (fo = fo) = loPo(fo — fo) +bo(fo — fo) + b1+ f1 — Pu(fo — fo)li = f3* = 0.3773

The insurer’s profit and the insureds’ costs are given by:

o Insurer total expected revenue: Vi (o) = $49, 481.
o SP’s expected cost:

bo(fo) + E{Do,}P,(f, — £*) = 52000 x 1.2 + 28753 x 0.0024 = $62, 469

o

e SP’s customer expected cost:
bifi + E{D1} - Pa(fo — f2") = 52000 x 1 4 28753 x 0.0056 = $52,161
o Total utility (revenue less cost):
49481 — 62469 — 52161 = —$65, 149

We see that the total utility or social welfare is higher in the second case, when the insurer takes risk
dependency into account and jointly optimizes the two policies. It is interesting to note that the values
used in this example lead to negative social welfare, i.e., the total cost born by the insureds exceeds
the total profit made by the insurer. The negative total utility is a reflection of the damage inflicted by

attackers behind data breaches.

C. Modeling third party liability

We have assumed that the probability that the insurer can attribute a part of the loss to the third
party is a constant (¢) and is independent of P, and P; and ¢. An alternate model is to find probability
q using P,, P; and t. Let ¢; be the probability that the insurer of insured ¢ can attribute a part of the
loss to its third party. Moreover, define events A; and B; as follows,
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o A;: a business interruption occurs to insured ¢ due to a data breach/loss incident on the SP’s side.

e B;: a loss incident occurs to insured 2.

We then have:
Pr{A;N B} = Py(fo — f,) - (1 = Pi(f3))

P{B;i} = Pii(fo—fl. fi) = Pi(fi) +t - Po(fo — f}) =t - Po(fo — f) - Pi(fi) (23)
_ 1By _ PriAnB} _ Py(fo—f2)-(1=P.(})))
9 = PriAilBi} = —papy" = PO PG =Pt P F) PF)

We can show that under this model Theorem 2 continues to hold.

VII. CONCLUSION

In this paper, we applied a principal and agent modeling approach to understanding how an insurance
carrier can best manage its portfolio risk of cyber-insurance policies, given interdependent risks across
the insureds. We used a typical base rate approach to pricing premiums, and incorporated additional
datasets to calibrate our model.

We believe our results are significant because they suggest an alternative and preferred decision
strategy for the carrier. First, we found that insuring interdependent agents (SP and its customer) leads
to higher profit, compared with not insuring them simultaneously, the reason being that the insurer
can incentivize the SP to increase its security level by offering a discount on its premium. When SP
provides more secure services for its customers, the chance of business interruption for the customers
decreases significantly and the insurer’s profit improves. In other words, receiving premiums from all
interdependent agents and paying less in coverage due to high security level drives the profit opportunity
not present in insuring interdependent agents.

In addition, we considered a scenario where the insurer underwrites only the SP’s customers (Portfolio
C) and is able to attribute a part of the loss to the SP and receive compensation from SP’s insurer due
to the third party liability. In this case, the insurer’s profit decreases compared with the scenario of
insuring both the SP and its customers (Portfolio B). The reason is that the insurer loses the SP’s
premium and the insurer cannot incentivize the SP to decrease the chance of business interruption for
SP’s customers. These results are different from conventional wisdom that the insurers avoid insuring
interdependent agents.

Finally, we confirmed our results and theorems by providing numerical example using real data.
Moreover, we showed the effect of interdependency ¢ on insurer’s decision. As the SP and its customers
become more interdependent, the insurer must incentivize the SP more in order to use the profit
opportunity.

In conclusion, we believe that these results will help insurance carriers better understand and manage

this critical issue of systemic risk.
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APPENDIX
A.1. Proof of Theorem 2

Proof 2 (Theorem 2): Notice that Uo(fé) + Z?zl Uz(fé) = Vo(fé) + Z?:l Vl(fé) = Vtotal(fé)-
We assume that U,(f*) > 0, otherwise no insurer underwrites the SP. By the optimality of f** for
Viotar(f?) we have,

Vmax = Vtotal(f;*) > Vtotal(f;) = Uo(f;) + Z?:l Ul(fg) > Z?:l Ul(f;) = Umaac (24)

Moreover, similar to the proof of theorem 1, by the first order condition we can show that,

+
* __ N\—1 b,
7= (fo = )7 (mresmitiemmo)) @3)
Also, from the proof of theorem 1, we have,
_l’_
*k —1 bo
5 = (fo = (P (smrmtrmem)) (26)

’ . . . . bo by
Because P (.) is an increasing function and s BRG]~ i Lt BET Ve
have fi < fi*.

A.2. Examples of the Loss Probability Function and Optimal Incentive Factors

Let’s assume that P;(f;) = Haﬁiﬁﬂ , where ¢;, a;,r; are constants and ¢; < 1 and a; > fiaz.

i

Then we have,

i1 bi-(ai—fmin i
B{PR} = g I B @)

Now we find f and f;* for the following examples,
o« Po(fo—fl)= WM where p, a,r are constant.
The optimal incentive factor fo is given by,

f3=(foma+ (/B —1)* (28)

Moreover, we can calculate f;* as follows,

f;* _ (fo —a+ é(\/p~[lo+2?:1li~(t—t~E(pi(ﬁ-)))] o 1))4— (29)

T
Notice that f;* > fr.

° po(fo_f(/)) = a
+exp( -
but we will show that f3* > f* in this case as well.

=T ) where p, a, r are constants. Notice that this faction is not convex

The optimal incentive factor f) is given by,
— If 2 < 4, then f =0
plo / _ploy2__
—pr'%>4and s (22 =) 4<exp(M),thenf;:O.
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— Otherwise, f; satisfies following equation:

b (0= (o= J3))) B 22224
2

If the insurer underwrites the service provider and customers, then optimal incentive factor f}* is

exp( (30)

given by,

- If p'[lo+2?=1 Li-(t—=t-E(Pi(f:)))] < 4. then f** =0

T

p[lo+ X7 1 (t=t-E(P;(£:))] _2+\/(2_ p[lo+ X7 1i-(t=t-E(P(£:))] )2—4

r

- If pllo+307 Li-(t—t-E(Pi(f1)))] > 4 and

r 2
exp(ibf"(a;f")) , then f3* =0
— Otherwise, f;* satisfies following equation:
bo' —(f,—fr*
exp( (a (J; £ ))) _
p[lo+7 li~£t—t.E(Pi(fi)))} _2+\/(2_pv[zo+2;;1 L,;.E‘tft.mP,;(fn))} )24 3D

2
Because [l, + Y iy li - (t —t - E(P;(f;)))] > lo, then fi* > f¥ in this case as well.

. po(fo - fé) =q —i—pexp(—M)
By the first order condition we have,

, where p, q,r,a are constant and p + ¢ < 1 and f, < a.

+
fi=(fo-a-gmy) (32)
Moreover, f3* is given by,

*k T T +
Jo© = (fo —a-g prllo+2i, li-(t*t-E(Pi(fi)))]>

(33)

All of the above examples imply that the insurer should offer higher discount factor when she

underwrites the SP and the customers as compared to the optimal incentive factor which maximizes

Vo(fo)-

A.3. Cyber-insurance policy: CyberSecurity by Chubb
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Premium Calculation

Premiums are calculated by size and type-of-operation, and coverage characteristics associated with
e-risks. The policy premium is the sum of the Cyber Liability premium (Coverage A); the premium
for any selected optional coverage grants (Coverages B through H); and the premium for the Premier
Privacy rate bearing endorsement, if selected.

The limit for any selected optional coverage grant may vary from the Cyber Liability coverage limit,
but must be less than or equal to the Cyber Liability coverage limit. Similarly, the retention for any
selected optional coverage grant may vary from the Cyber Liability coverage retention (without
further restriction).

The Cyber Liability premium is calculated as follows:

(Section 1 Base Rate) x (Section 2 Industry Factor) x (Section 3.1 ILF) x (Section 3.2 Retention Factor)
X (Section 3.3 Coinsurance Factor) x (Section 6 Third-Party Modifier Factors)

The premium for optional coverage grants B and C1 are calculated as follows:

(Section 1 Base Rate) x (Section 2 Industry Factor) x (Section 3.3 Coinsurance Factor)
X (Section 4.#.1 Base Rate Factor) x (Section 4.#.11 ILF) x (Section 4.#.111 Retention Factor)
X (Section 6 Third-Party Modifier Factors) where # corresponds to the respective coverage grant letter

The premium for optional coverage grant C2 (Re d Expenses) is calculated as follows:

(Section 2 Industry Factor) x (Section 3.3 Coinsurance Factor) x (Section 4.C2 Base Premium)
X (Section 6 Third-Party Modifier Factors)

The premium for optional coverage grants D, E. F. G and H are calculated as follows:

(Section 1 Base Rate) x (Section 2 Industry Factor) x (Section 3.3 Coinsurance Factor)
X (Section 4.#.1 Base Rate Factor) x (Section 4.#.1I ILF) x (Section 4.#.111 Retention Factor)
x (Section 7 First-Party Modifier Factors) where # corresponds to the respective coverage grant letter

The premium for the Premier Privacy endorsement is calculated as follows:

(Section 1 Base Rate) x (Section 2 Industry Factor) x (Section 3.1 ILF) x (Section 3.2 Retention Factor)
X (Section 3.3 Coinsurance Factor) x (Section 5 Premier Privacy Endorsement Factor)
X (Section 6 Third-Party Modifier Factors)
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Section 2: Industry Factors: The appropriate factor should be applied multiplicatively.

Industry — Non-Financials Factor
Accounting Firms 0.85
Advertising Firms 0.85
Agriculture 0.85
Construction 0.85
Consulting Firms 0.85
Entertainment Industry (PCI* Level 3 — 4) 0.85
Hospitality Industry (PCI* Level 3 — 4) 0.85
Human Resources Firms 0.85
Law Firms 0.85
‘Manufacturing - 0.85
Media Firms 0.85
Other Professional Services Firms 0.85
Publishing Firms 0.85
Retail Merchants; such as Clothing, Grocery (PCI* Level 3 — 4) 0.85
Technology Developers (Software and Hardware Providers) 0.85
Transportation Companies 0.85
All Other Non-Financials 1.00
Energy; such as Oil & Gas, Natural Resources (excluding Utilities) 1.00
Entertainment Industry (PCI* Level 1 — 2) 1.00
Hospitality Industry (PCI* Level 1 —2) 1.00
Labor Management Trusts 1.00
Not-for-Profit Organizations 1.00
Unions 1.00
Bio-Technology / Pharmaceutical 1.20
Data Aggregators 1.20
Educational Institutions (Schools, Colleges, Universities) 1.20
Gaming (including Online) 1.20
Government Agencies 1.20
Medical / Healthcare Related Services 1.20
Municipalities (Local, County, State) 1.20
Payroll Processing 1.20
Retail Merchants (PCI* Level 1 —2) 1.20
Technology Service Providers (ASP, Portals, Web Search Engines) 1.20
Telecommunications (including Cable, Internet Service Providers) 1.20
Utilities 1.20

*PCI: Payment Card Industry Data Security Standards
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Section 3: Increased Limit Factors, Retention Factors and Coinsurance Factors

1. Increased Limit Factors: The appropriate factor should be applied multiplicatively.

a. For a limit < $1 million the factors in the chart below apply.

Limit Factor
$100,000 0.300
$250,000 0.500
$500,000 0.700

$1,000,000 1.000

Linear interpolation should be used to determine an Increased Limit Factor (ILF) if the desired limit is not
shown above (rounded to 3 decimal places).

b. For a limit > $1 million the ILF is calculated using the following exponential formula
(rounded to 3 decimal places): ILF = (limit + 1,000,000)"0.68

The table below show sample ILFs calculated using the above formula:

Limit Factor
$1,000,000 1.000
$2,000,000 | 1.602

$2,500,000 1.865

$3.,000,000 | 2.111

| $4,000,000 | 2567
$5,000,000 | 2.987
$7,500,000 | 3.936

$10,000,000 | 4.786

$15,000,000 | 6.306
$20,000,000 | 7.668

$25,000,000 | 8.925
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Section 4: Optional Coverage Grants

The following coverage grants are available for an additional premium. The limits selected for each
of coverage grants B through H can vary from the limit selected in Section 3.1 for Coverage A, but
must be less than or equal to the limit selected for Coverage A. The retentions selected for each of
coverage grants B through H can vary from the retention selected in Section 3.2 for Coverage A.

B. Privacy Notification Expenses:

I. Base Rate Factors
Base rate factors are for a $1 million limit of liability and a base retention as determined in
Section 1. The appropriate base rate factor should be applied multiplicatively.

Privacy Notification Expenses Factor: 0.15

II. Increased Limit Factors
Select a limit for Coverage B less than or equal to the limit selected for Coverage A.
Calculate the ILF using the applicable rules and table/formula of Section 3.1.

III. Retention Factors
Select a retention for Coverage B. Calculate the Retention Factor using the applicable rules
and table of Section 3.2.

C1. Crisis Management Expenses:

I. Base Rate Factors
Base rate factors are for a $1 million limit of liability and a base retention as determined in
Section 1. The appropriate base rate factor should be applied multiplicatively.

Crisis Management Expenses Factor: 0.02

II. Increased Limit Factors
Select a limit for Coverage C1 less than or equal to the limit selected for Coverage A.
Calculate the ILF using the applicable rules and table/formula of Section 3.1.

ITII. Retention Factors
Select a retention for Coverage C1. Calculate the Retention Factor using the applicable
rules and table of Section 3.2.



CyberSecurity by Chubb" 31

Federal Insurance Company

E. E-Theft Loss:

L

II.

III.

Base Rate Factors
Base rate factors are for a $1 million limit of liability and a base retention as determined in
Section 1. The appropriate base rate factor should be applied multiplicatively.

E-Theft Loss Factor: 0.25

Increased Limit Factors
Select a limit for Coverage E less than or equal to the limit selected for Coverage A.
Calculate the ILF using the applicable rules and table/formula of Section 3.1.

Retention Factors
Select a retention for Coverage E. Calculate the Retention Factor using the applicable rules
and table of Section 3.2.

F. E-Communicaton Loss:

L

II.

III.

Base Rate Factors
Base rate factors are for a $1 million limit of liability and a base retention as determined in
Section 1. The appropriate base rate factor should be applied multiplicatively.

E-Communication Loss Factor: 0.10

Increased Limit Factors
Select a limit for Coverage F less than or equal to the limit selected for Coverage A.
Calculate the ILF using the applicable rules and table/formula of Section 3.1.

Retention Factors
Select a retention for Coverage F. Calculate the Retention Factor using the applicable rules
and table of Section 3.2.



