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ABSTRACT

Correlation power analysis (CPA) attacks on the hardware
implementation of cryptographic algorithms can retrieve the
cipher key by analyzing the correlation between hypothe-
sized keys and the power measurement of that crypto hard-
ware. The existing CPA attacks and the countermeasures
are mainly for two-dimensional (2D) integrated circuits (ICs).
There is a lack of study on CPA in the context of three-
dimensional (3C) ICs. To fill in this gap, this work investi-
gates the impact of a 3D power distribution network (PDN)
on the efficiency of CPA mounted on a cryptographic mod-
ule, which is in one of the 3D planes. The Pearson corre-
lation coefficient is used as a metric to assess the impact of
different PDN types, circuit loads, and switching activities
of the neighboring planes on the CPA efficiency.

1. INTRODUCTION
Three-dimensional (3D) integrated circuits (ICs) have be-

come increasingly attractive due to higher density and bet-
ter global interconnect performance. Researchers have also
leveraged the 3D technology to address the security threats
on 2D chips. Techniques, such as split manufacturing and
placing a cryptographic module in the middle layer of 3D
chips, are developed to achieve higher resistance against re-
verse engineering and side-channel analysis attacks. The
expected improvement on attack resistance mainly relies
on the shielding capacity from the multiple planes in 3D
chips. Unfortunately, the noise and thermal issues in 3D
ICs may also hinder the applied security mechanisms from
fully achieving the expected attack resistance. Security op-
portunities and challenges on 3D ICs have been identified
in recent literature [1–5].

The secret key adopted in a cryptographic algorithm can
be retrieved by correlation power analysis (CPA) attacks [6]
mounted on hardware implementation, through the analysis
on the correlation between hypothesized keys and the power
measurement of that crypto hardware. To thwart side-
channel attacks, existing works propose randomized coun-
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termeasures [7], intermediate data duplication [8], Boolean
masking [9], dynamic and differential logic [10], and noise
addition [11]. Alternatively, [12] and [13] have proposed to
revise the traditional voltage regulators to alter the power
measurement of the crypto hardware, thus improving the
resistance against power analysis attacks. As an accurate
power measurement is vital for the success of CPA, we in-
vestigate the impact of power distribution networks on the
efficiency of CPA, with special emphasis on the encryption
engine within a 3D design environment.

The remainder of this work is organized as follows. Pre-
liminaries of this work are introduced in Section 2. The
related work and our main contributions are summarized
in Section 3. The experimental setup for our study is pre-
sented in Section 4. Various dependent factors for CPA in
3D ICs are examined in Section 5. We conclude this work
and discuss some future work in Section 6.

2. PRELIMINARIES

2.1 Power Distribution for 2D and 3D ICs
A modern power distribution network (PDN) consists of

a global grid and multiple virtual grids that are connected
to the global grid through sleep transistors and/or voltage
regulators. Nominal power supply voltage is provided to the
global grid through controlled collapse chip connection (C4)
bumps, which connect the global grid with the flip-chip sub-
strate. The virtual grids form voltage islands/domains that
can be independently power gated. The grids are typically
modeled with equivalent parasitic resistance and inductance
per unit length, determined from the physical characteristics
of the meta layers such as thickness, width, and spacing. On-
chip decoupling capacitors are also used within these grids
to provide instantaneous charge to switching load circuits,
thereby reducing the transient power supply noise.

Power gating is a common method to significantly reduce
subthreshold leakage current in nanoscale technologies [14].
For 3D systems, power gating is critical due to higher and
heterogeneous integration where the amount of nonswitch-
ing circuits can be significantly high [15]. Thus, 3D ICs
are expected to be heavily power gated to sufficiently re-
duce leakage power, as shown in Fig. 1. In this figure,
the global grids of multiple planes are connected by via-
last TSVs, which pass through the metal layers and connect
the topmost metal layer in each plane.

Similar to 2D planar technologies, sleep transistors with
high threshold voltage are utilized to achieve power gating in
3D ICs. These sleep transistors are distributed throughout
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Figure 1: Power distribution network for a three-plane 3D IC
with power gating, illustrating the global and virtual power
grids, sleep transistors, and TSVs.

the entire 3D stack. In practice, a large number of sleep
transistors is placed around the intended area to be power
gated, forming a ring structure.

2.2 Power Supply Noise
A critical design challenge for TSV based 3D ICs is the

reliable distribution of the power supply voltage to devices
that are distributed throughout multiple planes [16]. The
parasitic impedance of these additional planes, TSVs, and
larger overall load current drawn from the power supply ex-
acerbate the issue of power distribution by increasing both
the peak and average power supply noise.

Furthermore, when a circuit block or an entire plane
within a 3D IC transitions from sleep state to active state,
a relatively large in-rush current is drawn to charge the ca-
pacitors in that block or plane, producing power noise at the
semi-global or global power network. This noise affects the
reliability of other active blocks and planes, and is referred to
as power gating noise or in-rush current noise. Both power
supply noise and power gating noise should be controlled to
ensure that the functionality, timing performance, and re-
liability of the 3D system are satisfied. This paper studies
whether power supply noise poses a challenge or offer an
opportunity for power analysis attacks in 3D ICs.

2.3 Power Analysis Attacks
In cryptography, side-channel attacks (SCA) exploit the

side-channel signals (e.g. timing, electromagnetic leak, ther-
mal image, and power consumption) obtained from the hard-
ware implementation of cryptographic algorithms to retrieve
the confidential key applied in the cryptographic module.
SCA techniques are more practical and time efficient than
the brute force search. Among SCA techniques, power-based
SCA (i.e. power analysis attack [6]) has been widely stud-
ied. Power analysis attacks are categorized in simple power
analysis (SPA) [17], differential power analysis (DPA) [17],
and correlation power analysis (CPA) [18].

In CPA, the attacker conducts theoretical predictions of
the power consumption for the hardware implementation of
the cryptographic algorithm. During the prediction, for a
hypothesized key, the attacker can use the Hamming weight
model or Hamming distance model to predict the number
of bit transitions happened in the crypto state registers and
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Figure 2: Conceptual representation of the reconfigurable
decoupling capacitor topology with power gating.
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Figure 3: Conceptual representation of the always-on de-
coupling capacitor topology with power gating.

thus estimate the associated power change between two con-
secutive clock cycles. Next, the theoretical estimation is
compared with the real measurements. The Pearson corre-
lation coefficient has been identified as an effective metric
to assess how close a hypothesized key is to the true cipher
key. The detailed CPA procedure is described in [6].

3. RELATED WORK

3.1 3D Power Noise Management
In traditional power networks, decoupling capacitors are

typically connected to the virtual grids since a shorter physi-
cal distance between the capacitor and load circuit enhances
the efficacy of the capacitor. In power gated 3D ICs, how-
ever, significant decoupling capacitance is lost when a block
or plane is power gated. Thus, power gating in 3D ICs de-
grades the efficiency of decoupling capacitors in traditional
power networks, thereby increasing the power supply noise.
As demonstrated in previous research, decoupling capacitors
placed in a plane can be highly effective for other planes in
3D ICs due to relatively low impedance TSVs [19]. Thus, un-
like 2D ICs, decoupling capacitors in 3D ICs have a larger ef-
fective range. To leverage this characteristic, reconfigurable
decoupling capacitors have been proposed for power gated
3D ICs [20]. In this method, as illustrated in Fig. 2, a de-
coupling capacitor is connected to the virtual grid through
switch 2 when the load circuit (or the plane) is on. This con-
figuration ensures that the impedance between the capacitor
and the circuit is sufficiently low. Alternatively, when the
plane is power gated, the decoupling capacitor is connected
to the global grid through switch 1. Thus, even though the
plane is gated, the decoupling capacitors within that plane
can still be effective in reducing power supply noise of the
other planes through low impedance TSVs. As a reference
and comparison, an always-on topology has also been pro-
posed where the decoupling capacitors are always connected
to the global grid, as depicted in Fig. 3 Reconfigurable de-



coupling capacitor topology can achieve up to 50% and 87%
reduction in, respectively, rms power supply and power gat-
ing noise at the expense of a moderate increase in physical
area and power consumption [19]. The effect of these dif-
ferent 3D decoupling capacitor topologies on power analysis
attacks is investigated in this paper.

3.2 Countermeasures for Power Analysis At-
tacks

A current flattening circuit based countermeasure is pro-
posed in [21] to thwart DPA attacks in smart cards. This
approach uses an analog control loop to maintain overall
current consumption of the system to a predefined value. A
dynamic voltage and frequency switching approach is pre-
sented in [22] to randomize the power traces and prevent the
attacker from performing time correlation between different
power traces. Double width single core (DWSC) method
in [23] is another power balancing technique. The main idea
of that work is to introduce complementary signal transi-
tions along with the original ones to balance the power vari-
ations due to different input patterns, hence obscuring the
correlation between internal computations and device power
consumption. An internally generated random mask based
digitally controlled ring oscillators is used to dynamically
change the power consumption and thus thwart first order
DPA attacks [24]. Other random masking based counter-
measures are discussed in [25,26]. On-chip noise generation,
clock randomization, and memory scrambling techniques are
exploited in [11] to obscure the power profile.

3.3 Countermeasures for Other Side-channel
Attacks in 3D ICs

Countermeasures for other side-channel attacks in 3D ICs
have also attracted many attentions. In [27], a crypto co-
processor is located in one of the 3D planes. To mitigate
the side-channel attack on the access-driven cache in the
co-processor, a dedicated memory is proposed to store cryp-
tographic state and secret keys during the operations [27].
A 3D architecture is proposed to shield the thermal side-
channel information in [2], where a micro-controller is ap-
plied to produce the dynamic random complementary activ-
ity patterns to hinder the side channel leakage. To defeat
the cache-timing side-channel attacks in 3D ICs, Bao and
Srivastava introduced a random eviction cache designed to
de-correlate timing information and key-dependent data [5].

3.4 Contributions of This Work
The main contributions of this work are as follows:

• To the best of our knowledge, this is the first work that
studies the impact of the power supply noise induced
by PDNs on the power analysis attacks in the context
of 3D ICs.

• This work compares the power traces of a Sbox for the
Advanced Encryption Standard (AES) measured in an
ideal power measurement, in a 2D traditional PDN,
and in a 3D traditional PDN . We used a case study
to quantitatively show the impact of different PDN
noise on the correlation coefficient between the pre-
dicted and measured power consumption of the Sbox.

• We also examine the impact of different PDN topolo-
gies and the circuit switching activities in neighboring
planes on the CPA efficiency.
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Figure 4: Plane-level power network illustrating distributed
sleep transistors, decoupling capacitors (traditional and pro-
posed topologies), switching load, and the C4 bumps.

4. EXPERIMENTAL SETUP
A power distribution network for a three-plane 3D IC with

via-last TSVs is generated in 45 nm technology with 10 avail-
able metal layers in each plane. A portion of the power net-
work with an area of 1 mm by 1 mm is analyzed. Each plane
consists of a global power network, virtual power network,
distributed sleep transistors [28], distributed decoupling ca-
pacitance, and distributed switching load circuit consisting
of inverter gates and SBOX, as depicted in Fig. 4. Details
of the power network characteristics can be found in [19].

We conducted power analysis attacks on a Sbox module
for the iterative gate-level implementation of AES-128. We
synthesized the Sbox Verilog HDL description in the Syn-
opsys Design Compiler with a NCSU FreePDK at the 45nm
technology node. The synthesized Sbox netlist was imported
into the Cadence Virtuoso to perform transistor-level simu-
lation. Pseudo-random inputs were provided as the stimu-
lus for the Sbox. We used 10GHz frequency to sample the
instantaneous power of the Sbox and formed 1000 power
traces from our simulation. The Sbox module is placed in
the middle plane of the 3D chip. The load circuits for the
PDN are inverters with different sizes to mimic different load
circuits in practical 3D ICs [19]. The analyses in Section 5
are based on the experimental setup mentioned above.

5. IMPACT OF POWER SUPPLY NOISE

ON POWER ANALYSIS ATTACKS IN 3D

ICS

5.1 Impact of Power Noise on Sbox Power
Consumption

As the first step, we quantitatively compare the Sbox
power trace extracted from an ideal Sbox power measure-
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Figure 5: Impact of power distribution network on the Sbox
power consumption. (a) Cropped 250 power traces, and (b)
Changes on Sbox power consumption over ideal Sbox power.

ment (i.e. DC voltage supply for Vdd), with a 2D and
3D PDN. As shown in Fig. 5(a), the presence of 2D and
3D PDNs causes the peak power of the Sbox to shift, ear-
lier or later, due to the power supply noise. Compared to
the 2D PDN, the 3D PDN introduces larger noise and a
more noticeable skew on power profile. Figure 5(b) indi-
cates that the instantaneous power change caused by PDN
is in the range of 0.1× and 100× over the ideal Sbox case.
The average instantaneous power increase due to the 2D
PDN is 172.22%, and the corresponding standard devia-
tion is 4.6442. If the Sbox is connected to the 3D PDN,
the average instantaneous power increase is 368.72% with a
standard deviation of 7.5938. As a result, the 3D PDN can
almost double the average change on the Sbox instantaneous
power as compared to the 2D PDN.

5.2 Impact of Co-existing Load Circuits on
Sbox Power Consumption

There are two load circuits (other than the Sbox module)
within the 3D chip, those from the Sbox plane (denoted
as same plane hereafter) and those from the neighboring
planes (denoted as planes 1&3 hereafter). To study the im-
pact of the co-existing load from the same plane on the Sbox
power, we examined two cases: (1) Only one Sbox module is
added to the middle plane (considered as Sbox only), and (2)
one Sbox and many inverters (considered as fully loaded).
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Figure 6: Impact of other circuit switching activities from
(a) the same plane and (b) the other 3D planes on the Sbox
power consumption.

As shown in Fig. 6(a), the other load circuits within the
same PDN indeed affect the power trace of the Sbox, due
to the power supply noise. If the planes 1 and 3 are fully
loaded with inverters, the cross-plane current and voltage
noise passed through the 3D PDN produces a more signifi-
cant effect on the Sbox power as compared to 2D PDN. This
is shown in Fig. 6(b). The circuit load in the neighboring
planes causes 72.21% more power change than the load on
the same plane with the Sbox. In addition, the standard
deviation of power change due to the load on other planes
is 1.72× larger as compared to the same plane load.

5.3 Variation of Power Noise Effects due to
Different PDN Topologies

In this subsection, the impact of different PDN topolo-
gies on the Sbox power is examined. As shown in Fig. 7(a),
if the middle plane has only Sbox as the load circuit and
the other two planes (1 and 3) are power gated, the type
of PDN adopted in the 3D design has negligible impact on
the Sbox power. The measured instantaneous power in dif-
ferent PDNs are almost identical. In Fig. 7(b), the middle
plane has other load circuit in addition to Sbox. In this
case, when the planes 1 and 3 are power gated, all PDNs
start to introduce random noise and thus change the Sbox
power profile. Traditional PDN cannot reduce power noise
as much, thus contributing more to the Sbox power change
than the always-on and reconfigurable PDNs. As shown in
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files extracted from different PDN scenarios. This figure
highlights the number of power traces as a function of the
percent increase in power changes due to PDN.

Figs. 7(c) and (d), once all three planes are turned on, the ef-
fect of different PDNs on the Sbox power is noticeable. The
number of power traces that results in power increase by
less than 50% is reduced, as indicated in Figs. 8(b) and (c).
The reconfigurable PDN is capable to address the power grid
noise even though the PDN in other planes is power gated,
thus affecting the Sbox power the least (if the Sbox module
occupies the entire plane). However, when the plane having
the Sbox module includes other load circuits, the always-on
PDN adds less noise than the traditional and reconfigurable
PDNs. As a result, the Sbox power is less affected by the
always-on PDN than the other two types of PDNs.

5.4 Power Correlation Modification due to
PDN

As discussed in the previous subsections, the power dis-
tribution network will change the power profile of the cryp-
tographic module of interest. Now, let’s zoom in to see
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Figure 9: Pearson correlation coefficient between the mea-
sured and estimated Sbox power. (a) Sbox plane on and
other planes off, (b) all planes on.

how the noise induced by the power grid alters the correla-
tion between the predicted and measured power of the Sbox.
We used Pearson correlation coefficient [6] as the evaluation
metric. Each PDN is fully loaded with inverters, other than
the Sbox module.

First of all, the planes 1 and 3 are power gated and only
the Sbox plane is active. As shown in Fig. 9(a), the correla-
tion coefficient for the other scenarios is less than that for the
ideal Sbox power measurement case. This indicates that the
power grid noise indeed can obscure the Sbox power profile.
However, the degree of power profile alteration due to PDN
varies with the PDN topology and the noise management
mechanism applied in the PDN. The traditional 3D-PDN
leads to the worst power grid noise, resulting in the lowest
power correlation coefficient than other cases. Always-on
and reconfigurable 3D-PDNs have different kind of noise
management mechanisms, and hence the corresponding cor-
relation coefficient goes up by 0.03 over the traditional 3D-
PDN. When we turn on all three planes, the power corre-
lation coefficient of the reconfigurable PDN case decreases.
This is because the reconfigurable 3D-PDN offers similar
performance on power grid noise to the traditional 3D-PDN.

6. CONCLUSION AND FUTURE WORK
Power analysis attacks have been demonstrated as a pow-

erful mean to retrieve the secret key from the hardware im-
plementation of a cryptographic algorithm. Generally, it is
expected that the use of power analysis attacks on a cryp-
tographic module embedded in a 3D chip are more difficult



than that in a 2D IC due to the shielding effect among the
3D layers. There is a lack of detailed investigation on how
the 3D structure affects the efficiency of power analysis at-
tacks. In this work, we study the impact of power distribu-
tion networks on correlation power analysis (CPA) mounted
on the non-linear unit, Sbox. Our simulation results show
that the 3D power distribution network induces noise to the
Sbox power measurement, which leads the CPA to be more
challenging. The switching activities of the load circuits lo-
cated in the same plane as the Sbox module changes the
power profile of the Sbox, as well. The impact of different
types of decoupling capacitors (traditional, always-on, and
reconfigurable) on the power traces for Sbox is examined.
Our experiments indicate that the PDN with some noise
management modules could make the CPA easier.
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