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Abstract

Inspired by the recent experimental realization of pnictogen-silicon analogues of
benzene and great interests in silicene, phosphorene and its heavier counterparts, herein
we designed three planar porous 2D nanomaterials, namely porous silaphosphorene
(pSiP), silaarsenene (pSiAs) and silaantimonene (pSiSb), and systematically
investigated their stability, electronic, and optical properties, as well as their potential
as photocatalysts for water-splitting. Porous silaphosphorene, silaarsenene and
silaantimonene monolayers are all thermodynamically, dynamically and thermally
stable, and the aromaticity in each six-membered Si3P3/SizAs3/Si3Sbs ring plays an
important role to their enhanced stability. They are all semiconductors with direct band
gaps of 1.93, 1.57 and 0.95 eV (HSE06) and have comparable carrier mobility to MoS..
Their good stability and exceptional electronic, optical and mechanical properties
endow them promising candidates for applications in solar cells and other
optoelectronics fields. Moreover, the suitable band edge alignments of pSiP and pSiAs

monolayers endow them potential applications as photocatalysts for water-splitting.
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1. Introduction

With unique material characteristics, two-dimensional materials (2D) have
emerged with far-reaching potentials, and are among the most exciting and promising
areas of research. Since the experimental realization of graphene in 2004,'  the family
of 2D materials has greatly expanded,>!! many layered structures such as hexagonal
boron nitride, transition metal dichalcogenides and phosphorene, have been fabricated,
and more 2D materials have been predicted, though not yet synthesized.'*"!>

As semiconductor industry is currently based on silicon (Si), it is not a surprise that
the Si counterpart of graphene, namely silicene,'®!” has attracted increasing interests in
last years. Silicene shares most of the outstanding electronic properties of graphene, eg.
it is also semi-metallic with a Dirac point.'!” However, different from the planar

2021 since silicon prefers to

graphene, silicene has a low buckled honeycomb geometry,
adopt sp> hybridization rather than sp? hybridization.?*>?* So far, the free-standing
silicene has not been achieved, only the substrate supported silicene has been
synthesized.?*>!

Another interesting 2D material that would compete with graphene is black
phosphorene (BP)332-33 BP adopts a puckered structure along the armchair direction
and displays a bilayer-shape along the zigzag direction, thus possessing significant
anisotropic properties.’>*’ The bandgap of phosphorene monolayer is 1.45 eV as
measured by photoluminescence spectra,*? while the bandgap decreases with increasing

the number of layers.*®*° Its suitable bandgap and high carrier mobility®® endow

phosphorene many promising applications, especially in electronics and



optoelectronics. Recently, the monolayers of heavier group 15 elements (arsenene,
antimonene, and bismuthene)*' have been theoretically predicted,**** among which the
antimonene has been experimentally fabricated by mechanical exfoliation, liquid
exfoliation, plasma-assisted process,** and vapor deposition techniques.**” These
monolayers cover a broad range of band gaps and are of superior carrier mobility, thus
are promising candidates for nanoelectronics and optoelectronics.

On the other side, hydrogen generated through photocatalytic water-splitting
reaction is an important key for solving energy crisis and environmental pollution
problems.*®>! Along this line, strain engineered BP monolayer has been designed as a
potential photocatalyst for water-splitting.>2">

Very recently, Scheer and coworkers successfully synthesized the pnictogen-
silicon analogues of benzene, namely [(PhC(NtBu)2)3Si3P3] and [(PhC(NtBu)»)3Si3Ass]
molecules.>* The enhanced stabilities and quasi-planar geometry of SizP3/SizAs; unit
inspired us to employ them as building blocks to design the planar 2D materials
combined silicon and phosphorus/arsenic/antimony atoms.

Herein by means of systematic density functional theory (DFT) computations, we
theoretically designed three planar 2D nanomaterials, namely porous silaphosphorene,
silaarsenene and silaantimonene (denoted as pSiP, pSiAs and pSiSb hereafter). We
verified their stabilities by calculating binding energies, phonon modes and performing
ab initio molecular dynamics (AIMD) simulations, and investigated their electronic and
optical properties, as well as band edge alignments. Our computations revealed that

pSiP, pSiAs, pSiSb monolayers are semiconducting with direct bandgaps (1.93, 1.57



and 0.95 eV, respectively) which can be tuned by external strains, have comparable
carrier mobility to MoS», and have high efficient absorption in visible light region.
These exceptional properties endow them many applications such as in nanoelectronics,
optoelectronics, solar cells and photocatalysis for water-splitting.
2. Computational methods

Our DFT computations were carried out by Vienna ab initio simulation package
(VASP).> The projector-augmented plane wave (PAW)>® was used to model the ion-
electron interactions. The electron exchange-correlation functional was treated using
generalized gradient approximation (GGA) in the form proposed by Perdew, Burke and
Ernzerhof (PBE).”” The 4x4x1 and 9x9x1 Monkhost-Pack k points were used for
geometry optimizations and self-consistent calculations, respectively. The energy
cutoffs of the plane wave for pSiP, pSiAs and pSiSb were 500, 600 and 500 eV,
respectively. The convergence tolerances were set as 10° eV for phonon modes
calculations and 107 eV for other calculations. We placed the 2D monolayers in the xy
plane with the z direction perpendicular to the layer plane, and vacuum spaces of over
12 A in the z direction were adopted so that there is no significant interaction between
adjacent layers. Both spin-polarized and spin-unpolarized computations were
performed, and the computational results showed that pSiP, pSiAs and pSiSb are all
nonmagnetic.

To examine the dynamic stability of pSiP, pSiAs and pSiSb, we computed the
phonon dispersions at the PBE level of theory by CASTEP code®® using 4x4x1

Monkhost-Pack k points and 10 eV convergence tolerances. We also performed ab



initio molecular dynamics (AIMD) simulations to evaluate the thermal stabilities
utilizing DMol® code.”®" In the AIMD simulations, the PBE functional and NVT
canonical ensemble were used, and a 2x2x1 supercell was annealed at various
temperatures, each simulation lasted 10 ps with a time step of 2.0 fs.

The particle-swarm optimization (PSO) method as implemented in CALYPSO
code®! was used to search for low-energy 2D planar SiP, SiAs and SiSb monolayer
sheets. The optimizations were performed by VASP code using PBE functional. In our
calculations, the population size was set to 50, and the number of generation was set to
50. Unit cells containing 6 silicon atoms and 6 phosphorus/arsenic/antimony atoms
were considered. The CALYPSO search helped us to check whether the pSiP, pSiAs
and pSiSb are global minima among corresponding 2D planar structures.

Since the PBE functional trends to underestimate bandgaps of materials,%> we
recomputed the band structures using the Heyd-Scuseria-Ernzerhof (HSE06)%
screened-hybrid functional, which was proven to be a reliable method for the
calculations of electronic and optical properties. We also explored the optical absorption
properties of pSiP, pSiAs and pSiSb by calculating the dielectric functions using HSE
hybrid functional with 21x21x1 k-points mesh for pSiP and 13x13x1 k-points mesh for

pSiAs and pSiSb.
3. Results and discussion

3.1. Geometric structures and chemical bonding analysis
pSiP, pSiAs and pSiSb monolayers are all purely planar porous structures, and the
pore diameters are 7.64, 7.79, 8.09 A, respectively. The optimized structures of

pSiP/pSiAs/pSiSb monolayers possess six-membered rings, or Si3P3/Si3As3/Si3Sbs
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subunits, with alternating Si and P/As/Sb atoms (Figure 1). In all these structures, the
six-membered rings are linked covalently by Si-Si bonds (2.35, 2.34, 2.50 A for pSiP,
pSiAs and pSiSb respectively), so that each Si atom binds to two P/As/Sb atoms and
another adjacent Si atom, and each P/As/Sb atom binds to two Si atoms. In pSiP, the
Si-P bond lengths are uniformly 2.16 A, the P-Si-P and Si-P-Si bond angles are 140.0°
and 100.0°, respectively. Note that the bond lengths and bond angles in the Si3P3 subunit
are very close to the corresponding values in [(PhC(NtBu)2)3Si3P3], the Si-P analogue
of benzene (2.15~2.16 A, 134~135°, 102~103°),>* and well agree with the recent
theoretical study by Wang and coworkers.®* Similarly, in pSiAs, the Si-As bond length
(2.28 A) as well as the As-Si-As and Si-As-Si bond angles (140.3° and 99.7°) of the
SizAss subunit are also very close to those in the [(PhC(NtBu)2)3SizAs3] molecule
(2.16~2.26 A, 135~139°, 101~102°). In pSiSb, the Si-Sb bond lengths (2.33 A) and the
Sb-Si-Sb and Si-Sb-Si bond angles (139.8° and 100.2°) are also close to those in
H3Si3Sbs molecule as we calculated (2.48 A, 141.4°, 98.6°). Moreover, all Si-P (2.16
A), Si-As (2.28 A) and Si-Sb (2.33 A) bonds are shorter than those of their
corresponding silicene-like structures (Figure S1) (2.27,% 2.39 and 2.59 A respectively).
These structural similarities indicate that the Si3P3, SizAss and Si3Sbs subunits also

share aromatic characters of the pnictogen-silicon analogues of benzene (Table S1).>
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Figure 1. Optimized structures of (a) pSiP, (b) pSiAs, and (c) pSiSb. The pink, green,

blue and yellow atoms represent P, As, Sb and Si atoms, respectively. The dashed gray
lines limit a 2 x 2 X 1 supercell. Below the side views are the isosurfaces of electron

location function (ELF) of unit cell plotted with a value of 0.57 au.

To further understand the chemical bonding, we plotted the deformation electronic
density (Figure S2) and total electronic density (Figure 2) of pSiP, pSiAs and pSiSb.
The deformation electron density is the difference of total electron density of
pSiP/SiAs/SiSb and isolated atoms from the monolayers. As shown in the deformation
electronic density plot (Figure S2), some electrons of Si atoms are extracted to P/As/Sb
atoms, P/As/Sb atoms have in-plane lone electron pairs towards the pore centers, which
indicate that the P/As/Sb atom has hybrid sp? orbitals, and the single electron left in
their p, orbital enables the electron delocalization with Si atoms. The electron densities
of the six-membered rings are obviously higher than those of Si-Si bonds for all three
monolayers (Figure 2), which implies strong electron delocalization of the individual
S13P3/S13As3/S13Sbs rings. The above obtained chemical bonding characteristics are also

confirmed by our plots of electron localization functions® (Figure 1).



Figure 2. Total electronic density projected on (a) pSiP, (b) pSiAs and (¢) pSiSb surface.

3.2. Thermodynamic, dynamic and thermal stabilities
To examine the thermodynamic stability of pSiP, pSiAs and pSiSb, we first
calculated their binding energies (Ep) using following equation:

Ey = (naEa + ngEB - EaB) / (na + np) (1)
where A and B stand for two constituent elements, £.4/3 and E 4 are the total energies of
a single atom and material unitcell (One unitcell is composed of 6 silicon atoms and 6
phosphorus/arsenic/antimony atoms). According to this definition, the material with a
more positive binding energy is thermodynamically more stable. The computed binding
energies of pSiP, pSiAs and pSiSb (3.65, 3.35, 3.03 eV/atom, respectively) are

comparable with those of silicene (3.87 eV/atom),%” phosphorene (3.61 eV/atom),>*-3%68

)69 )42,70

arsenene (2.99 eV/atom)®” and antimonene (2.64 eV/atom monolayers at the same
theoretical level. Very recently, the silicene-like SiP monolayer with the same binding
energy as pSiP (3.65 eV/atom) was predicted,% while the silicene-like SiAs and SiSb
monolayer (binding energy of 3.32 and 3.02 eV/atom, repectively, see Supporting

Information, Figure S1) are slightly less favorable than our predicted pSiAs and pSiSb.



Compared with their single-element counterparts and silicene-like SiP/SiAs, pSiP and
pSiAs monolayers have exactly planar structures and fewer interatomic interactions
since P, As and Sb atoms are only two-coordinated in the porous structures. It is the
aromaticity of the individual six-membered Si3P3/Si3Ass/ SizSbs rings that stabilizes the

pSiP, pSiAs and pSiSb monolayers.

Table 1. Binding energies of some homoelemetal monolayers, porous monolayers and

correspounding silicene-like monolayers.

Binding energy (eV/atom)

Silicene®’ 3.87 Silicene-like Porous-

Phosphorene®*3%% 3,61 SiP%®  3.65 pSiP 3.65
Arsenene®” 2.99 SiAs 3.32 pSiAs 3.35
Antimonene*>™"  2.64 SiSb 3.02 pSiSb 3.03

Then, we examined the dynamic stabilities of pSiP, pSiAs and pSiSb monolayers
by computing their phonon dispersions. The absence of imaginary modes (Figure S3)
conforms that these monolayers are dynamically stable.

We also ascertained their thermal stabilities by performing AIMD simulations for
10 ps at 500 K, 800K, 1000 K and 1500 K. Our simulations showed that throughout 10
ps AIMD simulations, both pSiP and pSiAs monolayers can maintain their structural
integrity up to 1000 K, and pSiSb can maintain its geometry up to 800 K, though the
structures are becoming corrugated or distorted with increasing temperature (Figure 3).
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However, at 1500 K, the hexagonal frameworks of pSiP and pSiAs are destroyed, and
at 1000 K, the framework of pSiSb is devastated. These simulations indicate that pSiP,
pSiAs and pSiSb monolayers all have high thermal stabilities, and will not have enough
energy to overcome the barrier and become seriously disordered until the temperature
is higher than 1000 K (800 K for pSiSb) in a 10 ps time frame, thus they may be utilized
under high temperatures. Note that our computational results on the phonon dispersions
and thermal stabilities of the pSiP monolayer are consistent with those by Wang and

coworkers (but the AIMD simulations were performed at 300 K for 5 ps).®*
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Figure 3. Snapshots of (a-c) pSiP and (d-f) pSiAs (g-1) pSiSb equilibrium structures at

(a,d, g) 500K, (b, e, h) 800 K and (c, f, 1) 1000 K at the end of 10 ps AIMD simulations.

Recently, other 2D materials with the stoichiometry of SiP were theoretically

predicted, including the monolayer exfoliated from the bulk (Ev=4.21 eV/atom),”! and

11



the buckled 2D materials predicted by CALYPSO code among which the lowest energy
configuration has two silicene-like SiP monolayers connected by covalent Si-Si bonds
(Ev=4.19 eV/atom).”? Though those structures have larger binding energies, they are
not planar single layer structures as studied in this work. Encouragingly, our PSO search
revealed that the pSiP, pSiAs and pSiSb monolayers as we constructed are the global
minima among corresponding 2D planar structures.

Their good thermodynamic, dynamical and thermal stabilities, combined with the
global minimum nature in the 2D space, strongly indicate the high feasibility to

experimentally realize pSiP, pSiAs and pSiSb.

3.3. Electronic and optical properties

To explore the electronic properties of pSiP, pSiAs and pSiSb, we computed their
band structures and the corresponding total and partial density of states (DOS and
PDOS) at HSEO06 level of theory (Figure 4). Quite different from silicene which is semi-
metallic with a Dirac point, pSiP, pSiAs and pSiSb monolayers are all direct
semiconductors, and their band gaps are 1.93, 1.57 and 0.95 eV, respectively, at HSE06
level of theory (1.41, 1.13 and 0.65 eV, respectively, at PBE level of theory).
Captivatingly, the band gap of pSiP (1.93 eV) is larger than that of phosphorene (1.45
eV),* but pSiAs (1.57 eV) is dramatically smaller than that of arsenene (2.49 eV
indirect band),** and the band gap of pSiSb (0.95 eV) is also much smaller than
antimonene (2.28 eV indirect band at the same theoretical level).*? Different from the

metallic silicene-like SiP monolayer®® and the semiconducting SiP monolayer
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exfoliated from the bulk (with a direct band gap of 2.59 eV),”! our predicted pSiP has a
more suitable band gap for solar cell applications, which is consistent with previous
work done by Wang’s group.®* A careful analysis of the DOSs of pSiP/As/Sb
monolayers (Figure 4) reveals that the states close to the Fermi level are mainly
attributed to the hybrid p orbitals of silicon and phosphorus/arsenic/antimony atoms.
Note that the band gap values of pSiP, pSiAs and pSiSb decrease gradually (Figure 4),
which can be understood by the fact that heavier atoms (Sb > As > P) contribute to the
weakening of covalent characteristics, leading to smaller band gaps (pSiP > pSiAs >

pSiSb). This trend was found in the group 15 monolayers.*?
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Figure 4. Band structures and partial density of states of (a) pSiP, (b) pSiAs and (c)

pSiSb (HSE functional).

Note that we employed both PBE and HSE06 functionals to evaluate the band gaps
of pSiP/SiAs/SiSb monolayers. These two functionals led to the same band gap trend
and similar shapes for the CBM (conduction band minimum) and VBM (valence band

minimum) curves, the major difference is the band gap values (see Supporting
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Information, Figure S6). Considering that PBE can correctly predict the band gap
variation tendency, and well reproduce the experimentally measured carrier mobilites
of various 2D materials, such as graphene,”>’* phosphorene®** and MoS,”>7° this
functional will be employed to investigate the strain effect to the band structures and
the carrier mobilities of our newly predicted monolayers.

We also examined the spin-orbit coupling (SOC) effect for pSiSb at the PBE level
of theory (Figure S7). Though the inclusion of SOC splits the degenerated bands located
in K point, G-M and K-G paths, the change of shapes and positions of CBM and VBM
are insignificant, the band gap including SOC effect (0.64 eV) is nearly the same as that
without SOC effect (0.65 eV). Thus, SOC effect is negligible for calculating the band
gap value and carrier mobility of pSiSb monolayer.

Since applying strain is an effective way for band structure engineering, we
examined the relationship between the bandgaps and the applied in-plane biaxial strains
along the two vectors of the unitcell. The computations of strain effect were performed
under a constant unit cell with volume constraint, and the axial unit cell length / is
determined by the percentage strain 7 (/ =lo (1 + 7)), where /o is the unit cell length of
the optimized, unstrained nanostructure. Figure 5 presents the PBE bandgaps of pSiP,
pSiAs and pSiSb monolayers under different strains in the range of -2% to 4%. All these
three monolayers retain their direct band gap nature under such external strains,
stretching increases bandgaps, while compressing results in smaller bandgaps. Under
the compression of 2% (-2% strain), these monolayers have the minimum gaps (1.37,

1.08, 0.54 eV, respectively, for pSiP, pSiAs and pSiSb). By 4% stretching (4% strain),

14



the bandgaps achieve the maxima (1.48, 1.20 and 0.90 eV, respectively). The bandgaps
of pSiP are about 0.30 eV larger than that of pSiAs, while pSiAs are about 0.54~0.31
eV larger than pSiSb. The differences between the minimum and the maximum band
gaps under the -2 to 4% biaxial strain are only about 0.11 eV for pSiP and pSiAs, while
0.36 eV for pSiSb, which suggest that pSiP and pSiAs monolayers have more robust

bandgaps than pSiSb against external biaxial strains.
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Figure 5. The relationship between the bandgaps (PBE) and the biaxial strains for pSiP
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Carrier mobility is an important parameter for semiconductors and photocatalysts.
Typically, higher mobility enhances device and photocatalysis performances. To
explore the potentials of pSiP, pSiAs and pSiSb monolayers for future applications in
optoelectronics, we computed their carrier mobility (electrons and holes) on the basis
of deformation potential (DP) theory proposed by Bardeen and Shockley,”” which has

been widely used to calculate the carrier mobility of various 2D materials.”>’8-80
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According to our computations, the effective masses (m*) of electrons and holes
for pSiP/pSiAs/pSiSb monolayer along x direction are 0.61/0.54/0.51 and
0.80/0.86/0.76 mo (mo is the free electron mass), while those along y direction are
0.45/0.63/0.56 mo and 1.35/1.26/0.65 mo, respectively. We further studied the elastic
constants (C) and the deformation potentials (£1). The deformation potentials (£1) of
pSiP, pSiAs and pSiSb are small, and those of electrons are roughly 45%~65% of holes.
Based on the above obtained m*, C and E values, we estimated the carrier mobility as
listed in Table 2. The electron mobilities for pSiP/pSiAs/pSiSb along x and y directions
are 271.80/493.96/494.78 and 496.40/401.4/419.41 cm*V-'s™!, while the hole mobilities
along x and y directions are 66.74/62.64/47.34 and 22.86/31.26/67.13 cm?V-'s’!,
respectively. The same as MoS> monolayer, the mobilities of electrons and holes for
pSiP, pSiAs and pSiSb are anisotropic. Different from MoS: whose hole mobilities are
larger than electron mobilities, the mobilities of holes for pSiP/pSiAs/pSiSb are smaller
than those of electrons because of the larger deformation potential (£7). Compared with
the MoS> monolayer, the mobilities of holes for pSiP/pSiAs/pSiSb are smaller, while
the mobilities of electrons for pSiP/pSiAs/pSiSb are more than four times larger.”” The
relatively high mobilities of pSiP, pSiAs and pSiSb enhance the possibilities of using

them in electronics, optoelectronics and photocatalysis.
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Table 2. The effective mass (m*), elastic constant(C), deformation potential (£1) and
carrier mobility (1) of electrons and holes along x and y directions for pSiP/pSiAs/pSiSb.

Carrier m*/mo C(Nm) E1 (eV) u (ecm?V-ish)

type

x-Electron | 0.61/0.54/0.51 | 27.30/24.19/19.70 | 1.96/1.55/1.48 | 271.80/493.96/494.78

x-Hole 0.80/0.86/0.76 | 27.30/24.19/19.70 | 3.02/2.73/3.20 66.74/62.64/47.34

y-Electron | 0.45/0.63/0.56 | 27.30/24.19/19.70 | 1.97/1.47/1.46 | 496.40/401.40/419.41

y-Hole 1.35/1.26/0.65 | 27.30/24.19/19.70 | 3.05/2.63/3.14 22.86/31.26/67.13

We further explored the optical properties of pSiP, pSiAs and pSiSb monolayers
by computing their dielectric functions using HSE06 hybrid functional. The transverse
dielectric function &(w) is used to describe the optical properties of materials.

e(@) = &(@) + i5, (@) 2,
where o is the photon frequency, €1(w) is the real part and e2(w) is the imaginary part
of dielectric function.

As shown in Figure 6, obviously, the absorption along x and y orientations are
dominant. The threshold energies of dielectric function appear at around 1.91, 1.68 and
1.04 eV for pSiP, pSiAs and pSiSb monolayers, respectively. The computed threshold
energies are quite close to the values of direct bandgap we computed by HSE06
functional, which also verifies the accuracy of our calculations. Furthermore, under the
exy(®) curve of pSiP and pSiAs, high value peaks and large range absorptions near 2eV
and in the 3-6 eV region, and for pSiSb, near 1eV and in the 2-5 eV region are evident.

Thus, pSiP and pSiAs monolayers have high efficiency absorption of near ultraviolet

17



and visible light; while pSiSb has efficiency absorption of visible and near infrared light.
Consequently, these newly designed 2D materials are quite promising in solar cell field,

photo-catalysis and other light-emitting devices.
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Figure 6. Imaginary parts of dielectric functions for (a) pSiP, (b) pSiAs and (c) pSiSb

monolayer, respectively.

3.4. Photocatalytic activity for water-splitting

Generally, ideal photocatalysts for water-splitting should fulfill the following
prerequisites,®’"%? (1) a band gap larger than 1.23 eV (potential for water-splitting
reaction)®® and smaller than 3 eV (visible light active); (2) large carrier mobility for the
separation of electron-hole pair; (3) ability to harvesting the visible light; (4) band edges
straddled water redox potentials,3*® i.e. the CBM energy should be higher than the
reduction potential of H"/H,, and the VBM energy should be lower than the oxidation
potential of O»/H>O. Moreover, the photocatalytic efficiency would be higher, if the
band positions of CBM/VBM of the catalyst is closer to the reduction/oxidation
potential in water splitting reaction.

Our above computations clearly demonstrated that our newly predicted pSiP and
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pSiAs monolayers satisfy the first three criteria: pSiP and pSiAs have direct bandgaps
of 1.93 eV and 1.57 eV (HSE06), rather high carrier mobitlies, and quite efficient
absorptions of visible light (since pSiSb possesses a band gap (0.95 eV) smaller than
1.23 eV), pSiSb was not considered here).

To explore the potential of pSiP and pSiAs as photocatalysts for water-splitting,
we examined their band edge positions to see if they also fulfill the last criterion.
Typically, the redox potentials of water-splitting reaction depends on the pH value, and
they are -4.44 eV for the reduction potential (H'/Hz), -5.67 ¢V for the oxidation
potential (O2/H>0), at pH = 0.”>°! Our computations showed that the band edges of
pSiP and pSiAs (blue and red lines) are exactly straddle the water redox potentials
(Figure 7, orange area). Furthermore, their CBM positions are located quite close to the
reduction potential (0.05 and 0.03 eV, respectively). The difference between VBM of
pSiAs and the oxidation potential is also rather small (0.3 eV), while that of pSiP and
the oxidation potential is bigger (0.66 eV), which indicate that pSiP has high
photocatalytic efficiency for hydrogen evolution reaction (HER), and pSiAs has both
high photocatalytic efficiencies for HER and oxygen reduction reaction (ORR). In short,
the computed band gaps, carrier mobility, optical absorptions and band edge positions
suggest that pSiP and pSiAs are promising candidates as photocatalysts for water-

splitting reaction in the visible light region.
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Figure 7. Band edge positions of pSiP and pSiAs monolayers. The energy scale uses
the vacuum level in electron volts as reference. The CBM (blue color), VBM (red color)
of materials and the redox potentials (black color) of water are presented along with the

potentials in electron volts.

4. Conclusion

In summary, we have systematically investigated the stability, and electronic,
optical and mechanical properties of porous silaphosphorene, silaarsenene and
silaantimonene (pSiP, pSiAs and pSiSb) by means of DFT computations. The porous
and planar pSiP/pSiAs/pSiSb monolayer possess aromatic SizP3/SizAs3/SizSbs six -
membered ring, which results in their enhanced stabilities. Different from metallic
silicene, pSiP, pSiAs and pSiSb have direct bandgaps of 1.93, 1.57, 0.95 eV (HSEO06),
respectively. Their electron carrier mobility are higher than MoS., which endow them
great promise as electronic and optoelectronic devices. pSiP, pSiAs and pSiSb all have
high efficiency absorption in visible light region, in addition, band edges of pSiP and
pSiAs straddle the water redox potentials. Thus, pSiP and pSiAs monolayers are

promising water-splitting photocatalysts. In short, our studies demonstrated that pSiP,

20



pSiAs and pSiSb monolayers have excellent stabilities, unique electronic, optical and
mechanical properties, which are favorable for applications in nanoelectronics, solar

cells, photocatalysis for water-splitting and other optoelectronics fields.
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