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Abstract
Growing evidence in recent literature suggests gaze contingent
varifocal Near Eye Displays (NEDs) are mitigating visual discom-
fort caused by the vergence-accommodation conflict (VAC). Such
displays promise improved task performance in Virtual Reality
(VR) and Augmented Reality (AR) applications and demand less
compute and power than light field and holographic display
alternatives. In the context of this paper, we further extend the
evaluation of our gaze contingent wide field of view varifocal AR
NED layout [1] by evaluating optical characteristics of resolution,
brightness, and eye-box. Our most recent prototype dramatically
reduces form-factor, while improving maximum depth switching
time to under 200 ms.

1. Introduction
Generation of realistic visual stimuli plays an important

role towards enabling prolonged usage of Augmented Reality
(AR) Near-Eye Displays (NEDs). Of various challenges to
be addressed in an AR NED, a major challenge in the way of
achieving natural looking scenes, and a key cause of discom-
fort is vergence-accommodation conflict (VAC) [2]. There is
increasing recent evidence that suggests gaze contingent AR
NED designs enhance visual comfort and task performance
[3], [4]. This class of systems which dynamically adjusts the
focus of the synthetic imagery based on the user’s focal state
is widely known as varifocal NEDs. The dramatically less
compute and power demands of varifocal NEDs offer a major
advantage compared to other accommodation supporting
NEDs such as light field [5], [6] and holographic NEDs [7],
[8].

We tackle the challenge of VAC through our novel vari-
focal NED design [1], which brings the idea of hyperbolic
half-silvered mirrors and deformable membrane mirrors to-
gether in a NED. In this paper, we introduce our latest
prototype with faster deformable membranes and improved
control mechanisms and further evaluate our design’s optical
performance. Our latest prototype improves the near eye
form factor of our prototype dramatically, replaces the bulky
air compressor with much smaller loud speakers, replaces
two power hungry cameras for controlling membrane with
low-power pressure sensors, and it does not require pressure
regulators.

2. Related Work
Our design is an accommodation supporting AR NED

design [1] aimed at providing comfortable synthetic visual
stimuli with the least amount of compute and power demand.
Thus, we review a multitude of accommodation supporting
AR NED architectures from recent literature [9], [10].

Early on, Akeley et al. [11] demonstrate the benefits of
fixed-viewpoint volumetric desktop displays using multiple

display planes and generate near-correct focus cues without
tracking eye position. Recently such displays were revisited
with improved scene decomposition, and gaze-contingent
varifocal multi plane capabilities [12], [13]. However, these
displays have large power and computational demands with
a complex hardware that doesn’t lead to a wearable form
factor. The work of Hu et al. [14] demonstrates a time-
multiplexed multi-plane display in the form of a wearable
near eye display. However, such a display layout offers good
resolution, but only with a small field of view (30◦ × 40◦).

Lanman and Luebke [15] introduce a Near-Eye Light Field
Display (NELD) that uses microlenses as the relay optics,
showing a prototype with a resolution of 146 × 78 px
and a FOV of 29.2◦ × 16.0◦, leading to a resolution of
2–3 cycles per degree (cpd). More recently, Huang et al.
[16] improved NELDs for VR applications, demonstrating
a light field stereoscope with a diagonal FOV of 110◦,
an accommodation range of 5.26 to 0.81 diopters, and a
maximum image resolution of 640 × 800 px (3–4 cpd). The
work of Akşit et al. [17] uses a pinhole mask in front of a
display as a NED for VR applications, and demonstrates
images at a diagonal FOV of 83◦ with a resolution of 460 ×
260 px (2–3 cpd). By using a see-through sparse backlight
mechanism, the work of Maimone et al. [18] introduces a
single color prototype with a diagonal FOV of 110◦ and a
resolution of 2–3 cpd. All of the above-mentioned light field
approaches offer limited resolutions.

Researchers have shown a growing interest in the use of
Holographic Optical Elements (HOEs) as a replacement of
bulky optics. HOEs have recently been part of retinal NEDs
[8], [19], enabling almost glasses-like thin form factor, and
a field of view as large as 80◦. For such displays, a small
eyebox, large compute demand, and theoretically limited
resolutions (at most 8–12 cpd) are remaining issues to be
resolved.

A varifocal system by Liu et al. [20] uses a tunable lens
system combined with a spherical mirror, and demonstrates
28◦ of diagonal FOV, 800 × 600 px resolution (10–14 cpd),
and an accommodation range of 0–8 diopters switchable
within 74 ms. A recent study by Konrad et al. [21] again
takes advantage of an electrically tunable lens system as relay
optics and demonstrates 36◦ diagonal FOV. Their solution
switches depth from one extreme to another within 15 ms,
and provides a maximum image resolution of 488 × 488 px
(5–6 cpd) and an accommodation range of 0–9.5 diopters.
Most recently, the work of Akşit et al. [22] proposes HOEs
as a part of a AR varifocal NED system, offering improved
wearable form factor with 60 ◦ field of view, and a resolution







Table 2. Luminace values of display prototype given in
candela per meter squared for different focal depths.

Depth Luminance
10 cm 195 cd/m2

20 cm 135 cd/m2

30 cm 133.875 cd/m2

50 cm 131 cd/m2

100 cm 127.5 cd/m2

800 cm 115 cd/m2

our membrane stretches, the distance between silver particles
increases causing a reduced amount of reflected light.

5. Conclusion
We have presented a new display prototype using de-

formable membrane beamsplitters which demonstrates a
greatly improved form factor and faster depth switching
time. The reported characteristics and performance show
that it performs well in many categories including field of
view and eye box. While the overall performance is robust,
several categories demonstrate room for future work. Our
future endeavors will include improving overall response and
settling time via an improved PID controller, increasing the
angular resolution by utilizing a display panel with a smaller
pixel pitch and increased luminance for possible outdoor
use.
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