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ABSTRACT

In this paper we present DtCraft, a distributed execution engine
that enables a new powerful programming model to streamline
cluster computing. Applications are described in a set of data-
parallel streams, leaving difficult execution details and concurrency
controls handled by our system kernel transparently. Compared
with existing systems, DtCraft is unique in (1) an efficient stream-
oriented programming paradigm using modern C++17, (2) an in-
context resource controller and task executor based on Linux con-
tainer technology, and (3) ease of development from prototyping
machines to production cloud environments. These capabilities
power industry applications and create new research directions in
machine learning, stream processing, and distributed multimedia
systems.
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1 INTRODUCTION

Recent years have seen tremendous success of cluster comput-
ing engines such as Hadoop MapReduce, DryadLINQ, and Apache
Spark [1–3]. These frameworks offer high-level abstraction over
system details and allow users without experience in distributed
computing to quickly utilize the cluster resources to run big-data
analytics. Despite promising advances, many industry experts and
researchers have found these tools not an easy fit to their domains,
in particular, real-time stream computing, distributed multimedia
applications, and large-scale optimizations [4, 5]. Amajor reason is
most existing frameworks target at data-driven applications. Data
are divided into independent pieces followed by parallel MapRe-
duce operations. Depending on applications, data might be highly
connected and cannot be easily partitioned [6, 7]. Also, striving
for higher cluster computing performance involves more complex
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resource managements and irregular compute patterns. The key
challenge is thus to develop an elastic programming system–which
is believed to deliver the next leap of engineering productivity and un-

leash new business model opportunities [4, 8].

Figure 1: Software stack of the DtCraft system [9].

To this end, we have developed a system called DtCraft [9].
DtCraft is a general-purpose distributed programming system
based on data-parallel streams [10]. Figure 1 gives an overview
of DtCraft’s software stack. The main theme is to make parallel
and distributed programming easier to handle through our stream
graph programming model. In order to ensure the best perfor-
mance, we have redesigned many core system components from
the ground up using modern C++17. These include network pro-
gramming libraries, built-in serialization and deserialization inter-
face, event-driven reactor, and so on. Users can make use of ro-
bust C++ standard library along with our parallel framework to
deploy high-performance distributed applications on Linux clus-
ters. In fact, we found most users are able to master DtCraft’s ap-
plication programming interface (API) required for most of the ap-
plications in a couple of days.

To enable an order of magnitude more users to build produc-
tion applications using DtCraft, we developed several libraries on
top to handle new types of workloads. The first library, MLCraft,
implements a set of estimators with high-level API to greatly sim-
plify machine learning programming in common use cases. Each
estimator works seamlessly with the DtCraft core, allowing users
to quickly scale out and create new machine learning algorithms
without wrestling with low-level details. The second library, Cell-
lib, provides a set of predefined stream graphs that can be readily
added to an application graph. This largely simplifies the graph
creation process and helps mitigate buggy implementations due to
immature copy-and-paste mistakes. Users can also add new stream
graphs to the library collections and expose them in other parts

https://doi.org/10.1145/3240508.3243654
https://doi.org/10.1145/3240508.3243654


Figure 2: The system architecture of DtCraft. The kernel consists of a master daemon and one agent daemon per working ma-

chine. User describes an application in terms of a sequential stream graph and submits the executable to the master through

our submission script. The kernel automatically deals with job scheduling, process communication, and work distribution

that are known difficult to program correctly. Data is transferred through either TCP socket streams on inter-edges or shared

memory on intra-edges, depending on the deployment by the scheduler. Application and workload are isolated in Linux con-

tainers.

of DtCraft including streaming and batch applications. These li-
braries can facilitate the developments of new multimedia, AI, and
real-time streaming systems [11].

Our work and user experiences lead us to believe that each sys-
tem has its own reason to exist. The judgement should be left
for users. DtCraft is being actively maintained and has recently
acquired multi-year supports from Defense Advanced Research
Projects Agency (DARPA) to help advance the next generation dis-
tributed computing. This will allow us to provide long term sup-
port for each major release. For more details about DtCraft, please
refer to our official website [9].

2 THE DTCRAFT SYSTEM

In this section we highlight the system architecture of DtCraft and
discuss our stream graph programming model.

2.1 System Architecture

The overview of theDtCraft system architecture is shown in Figure
2. The system kernel contains amaster daemon that manages agent
daemons running on each cluster node. Each job is coordinated by
an executor process that is either invoked upon job submission or
launched on an agent node to run the tasks. A job or an applica-
tion is described in a stream graph formulation. Users can specify
resource requirements (e.g. CPU, memory, disk usage) and define
computation callbacks for each vertex and edge, while the whole
detailed concurrency controls and data transfers are automatically
operated by the system kernel. A job is submitted to the cluster via
a script that sets up the environment variables and the executable
path with arguments passed to its main method. When a new job
is submitted to the master, the scheduler partitions the graph into
several topologies depending on current hardware resources and
CPU loads. Each topology is then sent to the corresponding agent
and is executed in an executor process forked by the agent. For
those edges within the same topology, data is exchanged via effi-
cient shared memory. On the other hand, connections across dif-
ferent topologies run through TCP sockets.

2.2 Stream Graph Programming Model

One of the key inventions of DtCraft is the stream graph pro-
gramming model. The term “stream" is analogous to an assem-
bly pipeline, where one end generates a series of products and
the other end processes these products in a first-in-first-out (FIFO)
manner. Listing 1 shows the gateway classes to create a stream
graph.

c l a s s Ver tex {
any_type any ;
s ha r ed_p t r <OutputStream > os tr eam ( key_type ) ;
s ha r ed_p t r < InputS t r eam > i s t r e am ( key_type ) ;

} ;

c l a s s Stream {
f unc t i on < S i g n a l ( Ver tex & , OutputStream &)> on_os ;
f unc t i on < S i g n a l ( Ver tex & , InputS t r eam &)> on_ i s ;

} ;

c l a s s Graph {
V e r t e xBu i l d e r v e r t e x ( ) ;
S t r e amBu i l d e r s t r eam ( key_type , key_type ) ;
C on t a i n e r Bu i l d e r c on t a i n e r ( ) ;

} ;

Listing 1: Gateway classes to create a stream graph.

A stream graph consists of three major components, vertex,
stream, and container. A vertex is a place to store computation re-
sults and a stream represents a directed channel to send or receive
data. Each stream is associated with two computation callbacks,
one on input side and one on output side. These computation call-
backs occur whenever data is available on the underlying device
which can be a file, a socket, or a pipe. Multiple streams are inde-
pendent of each other and can run in parallel. A container repre-
sents one unique partition of a stream graph. Unlike existing clus-
ter computing frameworks, DtCraft delegates the scheduler con-
trol to users. Gaining valuable hints from users instead of blind
graph partitions can guide the scheduler toward the best job de-
ployment.



3 APPLICATIONS AND EXAMPLES

In this section, we give several concrete examples to help readers
better understand DtCraft.

3.1 A Vanilla Stream Graph

Listing 2 presents a simple yet representative stream graph exam-
ple. The stream graph consists of two vertices, A and B, and two
streams. Each vertex sends a greeting message to the other end and
closes the underlying stream channel. Closing one end of a stream
will subsequently force the other end to close. The program termi-
nates when no active stream events exist. Finally we create two
containers each of 1 GB memory and 1 CPU to distribute A and B

to two machines.

Graph G ;
au to A = G . v e r t e x ( ) ;
au to B = G . v e r t e x ( ) ;
au to lambda = [ ] ( Ver tex& v , InputS t r eam& i s ) {

i f ( s t r i n g s ; i s ( s ) != −1) {
cou t << " Re c e i v ed : " << s << ' \ n ' ;
r e tu r n Event : : REMOVE;

}
r e tu r n Event : : DEFAULT ;

} ;
au to AB = G . s t r eam (A , B ) . on ( lambda ) ;
au to BA = G . s t r eam (B , A ) . on ( lambda ) ;

A . on ([&AB] ( Ver tex& v ) {
( ∗ v . os t r eam (AB ) ) ( " h e l l o wor ld from A" s ) ;

} ) ;
B . on ([&BA] ( Ver tex& v ) {

( ∗ v . os t r eam (BA ) ) ( " h e l l o wor ld from B " s ) ;
} ) ;

G . c o n t a i n e r ( ) . add (A ) . memory ( 1 _GB ) . cpu ( 1 ) ;
G . c o n t a i n e r ( ) . add ( B ) . memory ( 1 _GB ) . cpu ( 1 ) ;

Execu tor (G ) . run ( ) ;

Listing 2: A distributed hello-world stream graph.

There are three important aspects. First, data streams are paral-
lel. The program might print A’s message before B or B’s message
before A, whichever arrives first. Second, even though the stream
graph contains a cycle, developers should be aware of the fact that
computation occurs asynchronously. There is no explicit synchro-
nization or loop linearization to break the cycle. Third, distributing
A and B to different nodes takes only two lines of code. The same
code running on a local machine can easily scale out to multiple
machines. These advantages allow DtCraft to create more general
and faster dataflow graphs compared to [2, 3, 12].

3.2 Online Machine Learning

The second example is a online image classifier using our built-in
deep neural network (DNN) library. Implementing a production
distributed or online machine learning algorithm is a notoriously
difficult task not because of the learning algorithm but the complex
peripheral works such as streaming, model exposure, and data col-
lection [8]. DtCraft’s machine learning library aims to reduce this
barrier. Figure 3 shows the stream graph to train a DNN classifier
through a sequence of images from the MNIST database [13]. The
stream feeder is a cell of a predefined stream graph that is read-
ily useable to create image streams. The other vertex takes a DNN
classifier and performs online training on each image stream.

Figure 3: A online image classifier stream graph.

Graph G ;
au to s r c = G . i n s e r t < c e l l : : Mni s tS t r eamFeeder > (

mn i s t _ image_ f i l e , m n i s t _ l a b e l _ f i l e
) ;
au to dnn = G . v e r t e x ( ) ;
au to d2s = s r c . in ( dnn ) ;

dnn . on ( [& ] ( Ver tex& v ) {
au to& c = v . any . emplace <DnnC l a s s i f i e r > ( ) ;
p r i n t f ( "DNN c l a s s i f i e r [ 7 8 4 x30x10 ] \ n " ) ;
c . l a y e r < Fu l lyConnec tedLaye r > ( 7 8 4 , 3 0 , RELU ) ;
c . l a y e r < Fu l lyConnec tedLaye r > ( 3 0 , 1 0 ) ;
( ∗ v . os t r eam ( d2s ) ) ( 1 0 0 0 0 ) ;

} ) ;

G . s t r eam ( s r c . ou t ( ) , dnn ) . on (
[&] ( Ver tex& v , InputS t r eam& i s ) mutab le {

au to& c = any_ca s t < DnnC l a s s i f i e r &>(v . any ) ;
E igen : : Ma tr i xXf M;
Eigen : : Vec torXi L ;
whi le ( i s (M, L ) != −1) {

au to cnt = ( ( L − c . i n f e r (M) ) == 0 ) . count ( ) ;
au to acc = cnt / s t a t i c _ c a s t < f l o a t > (M. rows ( ) ) ;
p r i n t f ( " Accuracy : %f \ n " , a cc ) ;
c . t r a i n (M, L , 1 , 6 4 , 0 . 0 1 f , [ ] ( ) { } ) ;
( ∗ v . os t r eam ( d2s ) ) ( a cc < 0 . 9 5 f ? 10000 : −1 ) ;

}
r e tu r n Event : : DEFAULT ;

}
) ;

G . c o n t a i n e r ( ) . add ( dnn ) ;
G . c o n t a i n e r ( ) . add ( s r c ) ;

Execu tor (G ) . run ( ) ;

Listing 3: Implementation of the online image classifier.

The implementation is shown in Listing 3. In a rough view, there
are only a couple lines of code to implement a distributed online
machine learning algorithm. This sequential code is capable of run-
ning distributively on two nodes, one for dnn and another for src.
At each time step, the DNN classifier dnn requests 10000 images
from the stream feeder src and performs training until the accu-
racy reaches 95%. It is observed that the feeder cell simplifies the
graph creation process. By calling src.in(dnn), a stream d2s con-
necting dnn to src is automatically added to the graph. In short, the
cell interface introduces a new way to develop “reusable" software
at cluster scale. Users can create new cells to encapsulate certain
applications, thereby allowing better reuse of design efforts.

3.3 External Program

DtCraft supports the execution of external programs. This is par-
ticularly useful when users want to create new streaming applica-
tions on top of existing or 3rd-party programs. When a vertex is
specified as an external program, the kernel spawns a new program
supplied by the given command. Connections will be passed to the



program through the environment variable DTC_BRIDGES, where
key is the stream name and value is the associated file descriptor.
Users can retrieve these handles and establish stream channels us-
ing their own libraries or our I/O stream API. As shown in Figure
4, the demo contains two vertices and one stream to emulate real-
time image processing via external programs.
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Figure 4: Image stream processing via external programs.

Graph G ;
au to A = G . v e r t e x ( ) . program ( " c i f a r −10 _s t r eam " ) ;
au to B = G . v e r t e x ( ) . program ( " p r o c e s s i n g . py " ) ;
G . s t r eam (A , B ) . t a g ( "AB" ) ;
G . c o n t a i n e r ( ) . add (A ) ;
G . c o n t a i n e r ( ) . add ( B ) ;
d t c : : Execu tor (G ) . run ( ) ;

Listing 4: The top-level graph implementation.

au to fd = g e t _ b r i d g e _ f d ( "AB " ) ;
au to c i f a r = CIFARHandle ( " c i f a r _ d a t a . b in " ) ;
R e a c to r r e a c t o r ;
r e a c t o r . i n s e r t < Pe r i od i cEven t > (1 s , t rue , [&] ( au to &) {

c i f a r . wr i te_one_ image ( fd , b a t c h _ s i z e ) ;
i f ( c i f a r . empty ( ) ) {

r e tu r n Event : : REMOVE;
}
r e tu r n Event : : DEFAULT ;

} ) ;
r e a c t o r . d i s p a t c h ( ) ;

Listing 5: CIFAR-10 image stream generator.

fd = g e t _ b r i d g e _ f d ( "AB" )
whi le t r u e :

da t a = read_one_ image ( fd , s i z e _pe r _ image ) ;
# p r o c e s s image from data
# . . .

Listing 6: Python-based image stream consumer.

There are three programs, a top-level stream graph description
in Listing 4, an image stream generator based on CIFAR data-
base [14] in Listing 5, and a python-based image stream consumer
in Listing 6. The stream generator employs DtCraft’s event reac-
tor to create a sequence of image streams for every one second.
The image stream goes to a python program of a pre-define kernel
for image processing. Please be mindful these two external pro-
grams are for demonstration purpose only. One can replace them
with other applications. The top-level graph description is the key
contribution of DtCraft. It is extremely simple to distribute a set
of external programs and let them talk to each other. Currently,
we are leveraging the existing container technologies to enhance

this functionality. For example, with Docker containers [15] we
can bring up different software to a DtCraft cloud. These contain-
ers can communicate with one another through our streamming
interface, allowing users to create new software on top of exsiting
ones at cluster scale.

4 AVAILABILITY

The source of DtCraft is published on GitHub under MIT li-
cense [16]. Project details, step-by-step tutorials, and cookbook are
available on the project homepage [9].
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6 CONCLUSION

This paper presents a new distributed system DtCraft to stream-
line the programming for computer clusters. DtCraft introduces
a powerful stream-oriented programming model and can power
large-scale industry applications in machine learning, multimedia,
and cloud computing. Since the first public release in December
2017, DtCraft has been used in multiple research projects at the
University of Illinois at Urbana-Champaign. At the same time, we
are collaborating with our industry partners to obtain state-of-the-
art results.We alsoworkwith startups to prototypenewworkloads
and business models. Future work will focus on both application-
and system-level improvements on DtCraft.
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