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Abstract—This paper deals with the unavailability of full CSI
in ultra-dense user-centric TDD C-RAN. To reduce the channel
training overhead, we consider the incomplete CSI case, where
only large-scale inter-cluster CSI is available. Channel estimation
for intra-cluster CSI is also considered, where we formulate a
joint pilot allocation and user equipment (UE) selection problem
to maximize the number of admitted UEs with fixed number
of pilots. A novel pilot allocation algorithm is proposed by
considering the multi-UE pilot interference. Then, we consider
robust beam-vector optimization problem subject to UEs’ data
rate requirements and fronthaul capacity constraints, where the
channel estimation error and incomplete inter-cluster CSI are
considered. Simulation results demonstrate its superiority over
the existing algorithms.

I. INTRODUCTION

C-RAN is a promising network architecture that can provide

high spectral efficiency and good coverage [1]. The key feature

of C-RAN is that the baseband signal processing can be

migrated to the baseband unit (BBU) pool so that radio remote

heads (RRHs) are only responsible for simple transmission

and reception. Due to their simple functionalities, RRHs can

be densely deployed to provide ubiquitous service access for

a large number of UEs in hot spots. Unlike the conventional

ultra-dense small-cell networks where cochannel interference

(CCI) is a limiting factor [2], centralized signal processing

such as CoMP technique can be adopted in ultra-dense C-

RAN to effectively mitigate the CCI.

Recently, transmission design has been extensively studied

to deal with various technical issues in conventional C-RAN

[3]–[5]. However, the most troublesome challenge is that

dense C-RAN requires large amount of CSI that is needed

by dense C-RAN to facilitate centralized signal processing.

The acquisition of these CSI requires large amount of training

overhead that increases with the network size. Results in [6]

showed that the network performance may even decrease with

increasing number of RRHs when taking into account the cost

of acquiring CSI. One promising way to reduce the training

overhead is to consider the incomplete CSI case, where each

UE only measures its CSI from the RRHs in its serving

cluster (named intra-cluster CSI) and only tracks the large-

scale fading (path loss and shadowing) for the CSI outside

its cluster (named inter-cluster CSI). Recently, transmission

design considering the incomplete CSI has attracted research

interests [7]–[9].

However, intra-cluster CSI was assumed to be perfectly

known in [7]–[9], which is impractical for dense C-RAN.

To estimate the intra-cluster CSI in TDD C-RAN, the uplink

training pilot sequences sent from the UEs that share at least

one serving RRH should be mutually orthogonal so that the

BBU pool can differentiate the CSI of the shared RRH to

the corresponding UEs. One naive method is to assign all

the UEs with mutually orthogonal pilot sequences. However,

the number of time slots required for training will increase

linearly with the number of UEs, which is unaffordable for

ultra-dense C-RAN. Hence, one should allow some UEs to

reuse the same pilots. The pilot reuse scheme will incur the

pilot contamination issue, which results in sizeable channel

estimation error that should be taken into account when

designing beam-vectors. Hence, in this paper, we consider both

the channel estimation procedure of intra-cluster CSI and the

robust beam-vector design.

Hence, in this paper, we consider a two-stage optimization

problem for dense C-RAN, i.e., channel estimation for intra-

cluster CSI in Stage I and robust beam-vector design in

Stage II. Specifically, In Stage I, we formulate a joint UE

selection and pilot allocation problem to maximize the number

of admitted UEs with fixed number of available pilots. A novel

pilot allocation algorithm is proposed by considering the multi-

UE pilot interference; Based on the results from Stage I, in

Stage II beam-vectors are designed to minimize the transmit

power based on the imperfect intra-cluster CSI and incomplete

inter-cluster CSI. Both UEs’ data rate and fronthaul capacity

constraints are considered.

Notations: For a set 𝒜, ∣𝒜∣ is the cardinality of 𝒜. The

complex Gaussian distribution is denoted as 𝒞𝒩 (⋅, ⋅) and ℂ is

used to represent the complex set. The lower-case bold letters

means vectors and upper-case bold letters denote matrices.

II. SYSTEM MODEL

A. Signal Transmission Model

Consider a downlink dense TDD C-RAN with 𝐼 RRHs and

𝐾 UEs in Fig. 1. Each RRH and each UE have 𝑀 antennas

and a single antenna, respectively. Denote the set of RRHs

and UEs as ℐ and 𝒰 , respectively. Each RRH is connected to

the BBU pool through the fronthaul links. The BBU pool is

assumed to have all UEs’ data and send each UE’s data to a

carefully selected set of RRHs through the fronthaul links.

The set of UEs that are admitted is denoted by 𝒰 ⊆ 𝒰 .

The user-centric cluster is adopted to reduce the computational

complexity where each UE is only served by its nearby RRHs.
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Fig. 1. Illustration of a user-centric C-RAN where each UE is served by the
RRHs within the dashed circle centered at itself.

Denote ℐ𝑘 ⊆ ℐ and 𝒰𝑖 ⊆ 𝒰 as the set of RRHs that potentially

serve UE 𝑘 and the set of UEs that are potentially served by

RRH 𝑖, respectively. The clusters are assumed to be fixed as

they are formed based on long term CSI [9].

Denote h𝑖,𝑘 ∈ ℂ
𝑀×1 and w𝑖,𝑘 ∈ ℂ

𝑀×1 as the channel

vector and the beam-vector from RRH 𝑖 to UE 𝑘, respectively.

Then, the baseband received signal at UE 𝑘 is given by

𝑦𝑘 =
∑

𝑖∈ℐ𝑘

hH
𝑖,𝑘w𝑖,𝑘𝑠𝑘

︸ ︷︷ ︸

desired signal

+
∑

𝑙 ∕=𝑘,𝑙∈𝒰

∑

𝑖∈ℐ𝑙

hH
𝑖,𝑘w𝑖,𝑙𝑠𝑙

︸ ︷︷ ︸

interference

+𝑧𝑘,

(1)

where 𝑠𝑘 is the data symbol for UE 𝑘, 𝑧𝑘 is the additive

complex white Gaussian noise following the distribution of

𝒞𝒩 (0, 𝜎2
𝑘). It is assumed that 𝔼{∣𝑠𝑘∣2} = 1 and 𝔼{𝑠𝑘1

𝑠𝑘2
} =

0 for 𝑘1 ∕= 𝑘2, ∀𝑘1, 𝑘2 ∈ 𝒰 . The channel vector h𝑖,𝑘 can

be decomposed as h𝑖,𝑘 =
√
𝛼𝑖,𝑘h̄𝑖,𝑘, where 𝛼𝑖,𝑘 denotes

the large-scale channel gain that includes the path loss and

shadowing, and h̄𝑖,𝑘 denotes the small-scale fading following

the distribution of 𝒞𝒩 (0, I).

B. Channel Estimation for Intra-cluster CSI

We assume that each UE 𝑘 only measures the CSI to the

RRHs in its cluster ℐ𝑘, while the BBU pool only knows the

large-scale channel gains for the inter-cluster CSI.

In this paper, we assume that 𝜏 time slots are used for

channel training that satisfies 𝜏 < 𝐾. Denote the available

pilot set as 𝒬 = {1, 2, ⋅ ⋅ ⋅ , 𝜏}, and the orthogonal pilot

sequences as Q = [q1, ⋅ ⋅ ⋅ ,q𝜏 ] ∈ ℂ
𝜏×𝜏 . Denote an arbitrary

pilot reuse scheme as 𝒫(𝒰 ,𝒬) = {(𝑘, 𝜋𝑘) : 𝑘 ∈ 𝒰 , 𝜋𝑘 ∈ 𝒬},

where (𝑘, 𝜋𝑘) denotes that UE 𝑘 is allocated with pilot

sequence q𝜋𝑘
. In addition, define 𝒦𝜋 = {𝑘 : 𝜋𝑘 = 𝜋} as

the set of UEs that reuse the 𝜋th pilot sequences.

Given the pilot reuse scheme 𝒫(𝒰 ,𝒬), the MMSE estimate

of channel h𝑖,𝑘 is given by

ĥ𝑖,𝑘 =
𝛼𝑖,𝑘

∑

𝑙∈𝒦𝜋𝑘

𝛼𝑖,𝑙 + �̂�2

⎛

⎝
∑

𝑙∈𝒦𝜋𝑘

h𝑖,𝑙 + n𝑖

⎞

⎠ , (2)

where n𝑖 ∈ ℂ
𝑀×1 is the noise vector whose elements

are independently generated and follow the distributions of

Fig. 2. (a) Construction of the undirected graph for the network in Fig. 1,
where any two UEs sharing at least one RRH should be connected; (b)
The colored graph after applying the Dsatur algorithm with 𝑛max = 2, the
minimum number of pilots required is 𝑛∗

= 3. (c) The UE selection and pilot
reallocation result after applying Algorithm 1 when 𝜏 = 2 and 𝑛max = 2,
the number of selected UEs is four; (d) The pilot reallocation result after
applying Algorithm 2 when 𝜏 = 4 and 𝑛max = 2. In this colored graph,
UE 1 and UE 2 use different pilots to avoid the pilot interference, and the
same holds for UE 5 and UE6. In addition, UE 3 and UE 4 are allocated with
different pilots, which additionally reduces the pilot interference.

𝒞𝒩 (0, 𝜎2), �̂�2 = 𝜎2/𝑝𝑡 and 𝑝𝑡 is the pilot transmit power. The

channel estimation error h̃𝑖,𝑘 = h𝑖,𝑘 − ĥ𝑖,𝑘 is independently

distributed as 𝒞𝒩 (0, 𝛿𝑖,𝑘I), where 𝛿𝑖,𝑘 is

𝛿𝑖,𝑘 =
𝛼𝑖,𝑘

(
∑

𝑙∈𝒦𝜋𝑘
∖{𝑘} 𝛼𝑖,𝑙 + �̂�2

)

∑

𝑙∈𝒦𝜋𝑘

𝛼𝑖,𝑙 + �̂�2
. (3)

III. STAGE I: PILOT ALLOCATION AND UE SELECTION

In dense C-RAN, the UEs served by the same RRH should

be allocated with orthogonal training sequences:

C1 : qH
𝜋𝑘
q𝜋′

𝑘
= 0, for 𝑘, 𝑘′ ∈ 𝒰𝑖, 𝑘 ∕= 𝑘′, ∀𝑖 ∈ ℐ.

Second, to reduce the channel estimation error, the reuse

times for each pilot sequence should be restricted under a

predefined value. Denote the number of UEs that share pilot

𝑙 as 𝑛𝑙, then the constraints can be expressed as

C2 : 𝑛𝑙 ≤ 𝑛max, ∀𝑙 ∈ 𝒬.
In Stage I, we aim to find the maximum number of admitted

UEs with a fixed number of pilots, which is formulated as

𝒫1 : max
𝒰⊆𝒰 ,𝒫(𝒰,𝒬)

∣𝒰∣

s.t. C1,C2.

The optimal solution of Problem 𝒫1 can be obtained by

the exhaustive search method, and its complexity increases

exponentially with 𝐾, which is not practical for dense C-RAN.

In the following, we provide one low-complexity scheme.

Constraints C1 can be represented by a 𝐾×𝐾 binary matrix

B, where each element is

𝑏𝑘,𝑘′ =

{
1, if ℐ𝑘 ∩ ℐ𝑘′ ∕= ∅ and 𝑘 ∕= 𝑘′

0, otherwise,
(5)

where 𝑏𝑘,𝑘′ denotes the (𝑘, 𝑘′)th element of matrix B. Based

on matrix B, we can construct an undirected graph to describe

the relationship between any two UEs for constraint C1. For

the network in Fig. 1, the graph is constructed in Fig. 2 (a).

The graph coloring algorithm such as the Dsatur algorithm



[10], which aims for coloring the vertexes of a graph with

the minimum number of different colors under the same

constraints in C1 and C2 for a given set of UEs, has been

used in [11] to design the pilot allocation. For the graph in

Fig. 2 (a), the final colored graph is shown in Fig. 2 (b) after

using the algorithm. However, given the set of pilots, how to

design the pilot allocation scheme to maximize the number of

admitted UEs needs further investigation.

To resolve this issue, we first adopt the Dsatur algorithm to

find the minimum number of colors that are required. If the

number is larger than the number of available pilots, some UEs

should be removed. Otherwise, all UEs can be admitted. For

the latter case, the pilot allocation results may be that some

pilots have not been allocated while some pilots are reused

by many users, which wastes the pilot resources. In this case,

we can reallocate all of the available pilots to the UEs to

reduce the pilot contamination. The details of each case will

be discussed in the following.

Denote the minimum number of pilots required as 𝑛∗. In

the following, we discuss two cases: 1) 𝑛∗ > 𝜏 ; 2) 𝑛∗ < 𝜏 1.

Case I: 𝑛∗ > 𝜏 . In this case, some UEs should be removed.

Define 𝜃𝑘
Δ
=
∑

𝑘′ ∕=𝑘,𝑘′∈𝒰 𝑏𝑘,𝑘′ as the total number of different

UEs to which UE 𝑘 is connected to. In general, the UE with

the largest 𝜃𝑘 should be removed since many UEs should use

different pilots from that used by the UE. However, there are

some cases that different UEs has the same largest 𝜃𝑘, and

randomly removing one UE may incur inferior performance.

Intuitively, the UE that incurs the highest pilot contamination

should be removed. To this end, we first define a metric 𝜂𝑘,𝑘′

to measure the level of pilot contamination between any two

unconnected UEs when they are allocated with the same pilot,

𝜂𝑘,𝑘′ =log

(

1 +

∑

𝑖∈ℐ𝑘′
𝛼𝑖,𝑘

∑

𝑖∈ℐ𝑘
𝛼𝑖,𝑘

)

+log

(

1+

∑

𝑖∈ℐ𝑘
𝛼𝑖,𝑘′

∑

𝑖∈ℐ𝑘′
𝛼𝑖,𝑘′

)

. (6)

Obviously, larger 𝜂𝑘,𝑘′ means more severe pilot contam-

ination between UE 𝑘 and UE 𝑘′. Then, define 𝜉𝑘 =
∑

𝑘′∈𝒦𝜋𝑘
∖{𝑘} 𝜂𝑘,𝑘′ as the value to measure the level of pilot

contamination when keeping UE 𝑘. Then, the UE with the

largest value of 𝜉𝑘 should be removed.

Based on this idea, we provide a UE selection and pilot

reallocation algorithm in Algorithm 1. By using this algorithm

to the network in Fig. 1, the result is shown in Fig. 2 c).

Algorithm 1 UE selection and pilot reallocation for Case I

1: Initialize the matrix B, the UE set 𝒰 = 𝒰 = {1, ⋅ ⋅ ⋅ ,𝐾},

the initial number of required pilots 𝑛∗ from the Dsatur

algorithm;

2: While 𝑛∗ > 𝜏
3: Find 𝑘∗ = argmax

𝑘∈𝒰
𝜃𝑘. If there are two UEs with the

same values of 𝜃𝑘, remove the UE with the largest 𝜉𝑘;

4: Remove UE 𝑘∗ from 𝒰 , i.e., 𝒰=𝒰/𝑘∗, and update

matrix B with current 𝒰 ;

5: Use Dsatur algorithm to calculate 𝑛∗ with B and 𝒰 ;

1No operation is required for 𝑛∗
= 𝜏 .

Case II: 𝑛∗ < 𝜏 . In this case, only part of the pilots are

allocated. To reduce the pilot contamination, all the available

pilots should be allocated to UEs. For example, in Fig. 2 b)

with three allocated pilots, there may exist measurable pilot

interference between UE 1 and UE 2 since they are not so

far. When there are four available pilots, the pilots can be

reallocated to resolve this issue. For example, in Fig. 2 d),

UE 1 and UE 2 are able to be allocated with different pilots.

Hence, the pilot contamination can be additionally mitigated.

According to the definition of 𝜂𝑘,𝑘′ in (6), the pair of UEs

with larger 𝜂𝑘,𝑘′ should be allocated with different pilots,

while for the pair with smaller 𝜂𝑘,𝑘′ , they can be allocated

with the same pilot. Hence, a threshold 𝜂th is introduced to re-

construct the undirected graph. Specifically, when 𝜂𝑘,𝑘′ > 𝜂th,

no reuse is allowed. Otherwise, they can reuse the same pilot.

Hence, the binary matrix B can be reconstructed as follows

𝑏𝑘,𝑘′ =

⎧

⎨

⎩

1, if ℐ𝑘 ∩ ℐ𝑘′ ∕= ∅ and 𝑘 ∕= 𝑘′,
1, if 𝜂𝑘,𝑘′ > 𝜂th, ℐ𝑘 ∩ ℐ𝑘′ = ∅ 𝑘 ∕= 𝑘′,
0, otherwise.

(7)

Obviously, when 𝜂th is small, more UEs will be connected

and more pilots are required. In the extreme case when 𝜂th <
min{𝜂𝑘,𝑘′}, all UEs will be connected with each other and the

number of required pilots is equal to 𝐾. On the other hand,

when 𝜂th ≥ max{𝜂𝑘,𝑘′}, the reconstructed binary matrix B in

(7) reduces to the conventional binary matrix B in (5), and the

number of required pilots is equal to 𝑛∗. As it is assumed that

𝜏 < 𝐾, there must exist at least one 𝜂th between min{𝜂𝑘,𝑘′}
and max{𝜂𝑘,𝑘′} that the number of required pilots is equal to

𝜏 . As a result, the bisection search method can be adopted to

find the 𝜂th such that the required number of pilots is equal

to 𝜏 . The details are given in Algorithm 2. Fig. 2 d) shows

the pilot allocation results after using Algorithm 2.

Algorithm 2 Pilot reallocation algorithm for Case II

1: Initialize 𝜂th,L = min{𝑏𝑘,𝑘′}, 𝜂th,U = max{𝑏𝑘,𝑘′}, the

initial number 𝑛∗ from the Dsatur algorithm;

2: While 𝑛∗ ∕= 𝜏
3: Set 𝜂th = (𝜂th,L + 𝜂th,U)/2, update the binary matrix

B in (7). Use the Dsatur algorithm to calculate 𝑛∗.

4: If 𝑛∗ > 𝜏 , set 𝜂th,L = 𝜂th; If 𝑛∗ < 𝜏 , set 𝜂th,U = 𝜂th;

IV. STAGE II: ROBUST BEAMFORMING DESIGN

Denote the set of UEs selected from Stage I as 𝒰 . The beam-

vectors for each UE are merged into a single large-dimension

vector w𝑘 = [wH
𝑖,𝑘, ∀𝑖 ∈ ℐ𝑘]H. Similarly, define a set of

new channel vectors g𝑙,𝑘 = [hH
𝑖,𝑘, ∀𝑖 ∈ ℐ𝑙]H, representing the

aggregated perfect CSI from the RRHs in ℐ𝑙 to UE 𝑘. Also,

define g̃𝑘,𝑘 = [h̃H
𝑖,𝑘, ∀𝑖 ∈ ℐ𝑘]H and ĝ𝑘,𝑘 = [ĥH

𝑖,𝑘, ∀𝑖 ∈ ℐ𝑘]H as

the aggregated CSI error and estimated CSI from the RRHs

in ℐ𝑘 to UE 𝑘, respectively. Since channel estimation error is

expressed as g̃𝑘,𝑘 = g𝑘,𝑘 − ĝ𝑘,𝑘, the received signal model in

(1) can be rewritten as

𝑦𝑘= ĝH
𝑘,𝑘w𝑘𝑠𝑘 + g̃H

𝑘,𝑘w𝑘𝑠𝑘 +
∑

𝑙 ∕=𝑘,𝑙∈𝒰
gH
𝑙,𝑘w𝑙𝑠𝑙+𝑧𝑘. (8)

As in [12], we consider the achievable data rate where the

term corresponding to the channel estimation error in (8) is



regarded as Gaussian noise. Specifically, the achievable data

rate for UE 𝑘 ∈ 𝒰 is written as

𝑟𝑘=
𝑇 − 𝜏

𝑇
𝔼

⎧

⎨

⎩

log2

⎛

⎜
⎜
⎝
1+

∣
∣
∣ĝH

𝑘,𝑘w𝑘

∣
∣
∣

2

∣
∣
∣g̃H

𝑘,𝑘w𝑘

∣
∣
∣

2

+
∑

𝑙 ∕=𝑘,𝑙∈𝒰

∣
∣
∣gH

𝑙,𝑘w𝑙

∣
∣
∣

2

+𝜎2
𝑘

⎞

⎟
⎟
⎠

⎫

⎬

⎭

,

where 𝑇 denotes the coherence time of the channel in terms

of time slots, the expectation is taken with respect to the

unknown channel estimation errors
{

h̃𝑖,𝑘, 𝑖 ∈ ℐ𝑘, ∀𝑘 ∈ 𝒰
}

,

and the small-scale inter-cluster CSI {h𝑖,𝑘, 𝑖 ∈ ℐ∖ℐ𝑘}. Each

UE should have its own rate target 𝑅𝑘,min:

C3 : 𝑟𝑘 ≥ 𝑅𝑘,min, ∀𝑘 ∈ 𝒰 .
Also, each fronthaul link should have its capacity limit:

C4 :
∑

𝑘∈𝒰𝑖

𝜀
(

∥w𝑖,𝑘∥2
)

𝑟𝑘 ≤ 𝐶𝑖,max, ∀𝑖 ∈ ℐ,
where 𝜀 (⋅) is an indicator function, defined as 𝜀 (𝑥) = 1 if

𝑥 ∕= 0, otherwise, 𝜀 (𝑥) = 0. 𝐶𝑖,max is the maximum data rate

that can be supported by the 𝑖th fronthaul link.

Finally, each RRH has its own power constraint, given by

C5 :
∑

𝑘∈𝒰𝑖

∥w𝑖,𝑘∥2 ≤ 𝑃𝑖,max, 𝑖 ∈ ℐ,
where 𝑃𝑖,max is the power constraint of RRH 𝑖.

In Stage II, we aim to jointly optimize the UE-RRH associ-

ations and beam-vectors to minimize the total transmit power

of the dense C-RAN network, while satisfying constraints in

C3-C5. Hence, this problem can be formulated as

𝒫2 : min
w

∑

𝑘∈𝒰

∑

𝑖∈ℐ ∥w𝑖,𝑘∥2

s.t. C3,C4,C5,

where w denotes the collection of all beam-vectors.

The imperfect intra-cluster CSI and incomplete inter-cluster

CSI make the accurate closed-form expression of the data rate

difficult to obtain. In the following, we first obtain the lower-

bound of the data rate and replace it with its lower bound

to make the optimization problem more tractable. By using

Jensen’s inequality, the lower bound of the data rate can be

derived as

𝑟𝑘 ≥ 𝑇 − 𝜏

𝑇
log2

⎛

⎜
⎝1 +

∣
∣
∣ĝH

𝑘,𝑘w𝑘

∣
∣
∣

2

𝐽𝑘 + 𝜎2
𝑘

⎞

⎟
⎠

=
𝑇−𝜏
𝑇

log2

⎛

⎜
⎝1+

∣
∣
∣ĝH

𝑘,𝑘w𝑘

∣
∣
∣

2

wH
𝑘 E𝑘,𝑘w𝑘+

∑

𝑙 ∕=𝑘,𝑙∈𝒰

wH
𝑙 A𝑙,𝑘w𝑙+𝜎2

𝑘

⎞

⎟
⎠

Δ
= 𝑟𝑘 (9)

where 𝐽𝑘 = 𝔼

{∣
∣
∣g̃H

𝑘,𝑘w𝑘

∣
∣
∣

2
}

+
∑

𝑙 ∕=𝑘,𝑙∈𝒰 𝔼

{∣
∣
∣gH

𝑙,𝑘w𝑙

∣
∣
∣

2
}

,

E𝑘,𝑘 = blkdiag {𝜀𝑖,𝑘I𝑀×𝑀 , 𝑖 ∈ ℐ𝑘}, and A𝑙,𝑘 =

𝔼

{

gH
𝑙,𝑘g𝑙,𝑘

}

∈ ℂ
𝑀 ∣ℐ𝑙∣×𝑀 ∣ℐ𝑙∣. To obtain the expression

of A𝑙,𝑘, we define the indices of ℐ𝑙 as ℐ𝑙 = {𝑠𝑙1, ⋅ ⋅ ⋅ , 𝑠𝑙∣ℐ𝑙∣
}.

Then, we have

A𝑙,𝑘 =

⎡

⎢
⎣

(A𝑙,𝑘)1,1 ⋅ ⋅ ⋅ (A𝑙,𝑘)1,∣ℐ𝑙∣

...
. . .

...

(A𝑙,𝑘)∣ℐ𝑙∣,1
⋅ ⋅ ⋅ (A𝑙,𝑘)∣ℐ𝑙∣,∣ℐ𝑙∣

⎤

⎥
⎦ , 𝑙 ∕= 𝑘,

where (A𝑙,𝑘)𝑖,𝑗 ∈ ℂ
𝑀×𝑀 , 𝑖, 𝑗 ∈ 1, ⋅ ⋅ ⋅ , ∣ℐ𝑙∣ is the block

matrix of A𝑙,𝑘 at the 𝑖th row and 𝑗th column, given by

(A𝑙,𝑘)𝑖,𝑗=

⎧

⎨

⎩

ĥ𝑠𝑙
𝑖
,𝑘ĥ

H
𝑠𝑙
𝑗
,𝑘
, if 𝑠𝑙𝑖, 𝑠

𝑙
𝑗 ∈ ℐ𝑘, 𝑖 ∕= 𝑗,

ĥ𝑠𝑙
𝑖
,𝑘ĥ

H
𝑠𝑙
𝑗
,𝑘
+𝜀𝑠𝑙

𝑖
,𝑘I𝑀×𝑀 , if 𝑠𝑙𝑖, 𝑠

𝑙
𝑗 ∈ ℐ𝑘, 𝑖 = 𝑗,

𝛼𝑠𝑙
𝑖
,𝑘I𝑀×𝑀 , if 𝑠𝑙𝑖, 𝑠

𝑙
𝑗 /∈ ℐ𝑘, 𝑖 = 𝑗,

0𝑀×𝑀, otherwise.

It can be easily verified that A𝑙,𝑘 is a positive definite matrix.

We then plug the lower bound of the rate into the optimization

problem, which can be solved efficiently.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the pro-

posed algorithms. The dense C-RAN network is assumed

to be deployed in a 2 km × 2 km for large C-RAN. The

channel gains are composed of: 1) the path loss is modeled

as 𝑃𝐿𝑖,𝑘 = 148.1 + 37.6log10𝑑𝑖,𝑘 (dB) [13], where 𝑑𝑖,𝑘(km)

is the distance; 2) the log-normal shadowing fading with zero

mean and 8 dB standard derivation; 3) Rayleigh fading with

zero mean and unit variance. All UEs are assumed to have

the same rate requirements, i.e., 𝑅min = 𝑅𝑘,min, ∀𝑘, and all

fronthaul links have the same fronthaul capacity constraints,

i.e., 𝐶max = 𝐶𝑖,max, ∀𝑖. For ease of exposition, the normalized

fronthaul capacity is considered, i.e., 𝐶max = 𝐶max/𝑅min.

It is assumed that each UE chooses its nearest 𝐿 RRHs

as its serving cluster, i.e., ∣ℐ𝑘∣ = 𝐿, ∀𝑘. the other system

parameters are set as follows: the number of transmit antennas

at each RRH 𝑀 = 2, 𝐾 = 18, 𝐼 = 30, system bandwidth

𝐵 = 20 MHz, error tolerance 𝛿 = 10−5, noise power

spectral density is -174 dBm/Hz, each RRH’s maximum power

𝑃𝑖,max = 2 W, ∀𝑖, large constant Γ = 105, the pilot power

at each UE is 𝑝𝑡 = 4 W, the parameter 𝜃 in the fractional

function is 𝜃 = 10−5, the minimum rate requirement for

each UE 𝑅min = 4 bit/s/Hz, 𝐶max = 3, the cluster size

for each UE 𝐿 = 3, the proportion of pilots for training in

one coherence time is 1% [14].

We compared our proposed algorithms (with legend “Pro-

posed”) with the following algorithms:

1) Orthogonal pilot allocation (with legend “Ortho”): In

this approach, 𝜏 pilots are allocated to 𝜏 UEs that are

randomly selected from 𝐾 UEs.

2) No reallocation operations for Case II in Stage I (with

legend “NoCaseII”): This approach is similar to the

proposed pilot allocation method in Stage I, except when

Case II happens, no additional operation is applied to

reallocate the pilots.

3) Conventional pilot allocation method (with legend

“Con”): This approach is similar to the above approach,

except when Case I happens, UEs are randomly removed

until the minimum number of pilots is equal to 𝜏 .

4) Perfect CSI estimation (with legend “Perfect”): In this

approach, we assume that the CSI within each UE’s

serving cluster can be perfectly known.

5) Exhaustive search method (with legend “Exhau”): In this

approach, exhaustive search method is adopted to find

the maximum number of UEs that can be admitted in
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Fig. 3. Number of admitted UEs in Stage I versus the candidate size 𝐿. The
left subplot corresponds to the case when the number of available pilots is
𝜏 = 4 while the right one is 𝜏 = 8.
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Fig. 4. Number of admitted UEs in Stage II versus the candidate size 𝐿.
The left subplot corresponds to the case when the number of available pilots
is 𝜏 = 4 while the right one is 𝜏 = 8.

Stage I. In Stage II, exhaustive search method is used

to find the maximum number of admitted UEs.

Figs. 3 and 4 illustrate the number of admitted UEs versus

the candidate size 𝐿 in Stage I and Stage II 2, respectively. It is

seen from Fig. 3 that the numbers of admitted UEs achieved by

all the algorithms in Stage I decrease with the candidate size.

The reason is that with the increase of candidate size, more and

more UEs will be connected with each other when constructing

the undirected graph. In this case, more UEs will be removed

in this stage to satisfy conditions C1 and C2. Fig. 3 also shows

that our proposed algorithm achieve superior performance over

the “Con” algorithm, highlighting the importance of carefully

considering pilot interference when removing UEs.

It is interesting to observe from Fig. 4 that the number of

admitted UEs in Stage II obtained by all the algorithms (except

the “Ortho” algorithm) first increase with the candidate size,

and then decrease with it. The reason for the former part is due

to the increased spatial degrees of freedom with the increased

candidate size. However, when the candidate size becomes

large, many UEs have been prohibited to be admitted due

to the pilot allocation in Stage I as seen in Fig. 3. Hence,

2The algorithm in Stage II is given in [15].

in Stage II, even all the selected UEs from Stage I can be

admitted, the number is small. This trend is different from

most of the existing papers [5], [7], [8], where the system

performance always increases with the candidate size. This is

because the pilot allocation stage was not considered in these

papers. Hence, the cluster size should be properly optimized

and larger cluster size may deteriorate the system performance

if channel estimation process is taken into account. More

interesting and insightful observations can be found in [15].

VI. CONCLUSIONS

In this paper, we considered a two-stage problem for ultra-

dense C-RAN: the channel estimation for intra-cluster CSI in

Stage I and robust beam-vector design in Stage II. Simulation

results verify the effectiveness of the proposed algorithm

in terms of the number of admitted UEs compared with

the existing naive pilot allocation method. Some interesting

observations have been found in the simulations. For example,

increasing the cluster/candidate size may not lead to the

increased performance when taking the channel estimation into

account. Hence, the cluster size should be carefully decided

when designing the transmission scheme.
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