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Fig. 8: Temporal design. Operands a−h are 2-bit.
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Fig. 9: Spatial fusion. Operands a−h are 2-bit.

Area (µm^2) BitBricks
Shift-

Add
Register

Total 

Area

Temporal 463 2989 1454 4905

Fusion Unit 369 934 91 1394

Area reduction 

over Temporal
1.3x 3.2x 16.0x 3.5x

Power (nW) BitBricks
Shift-

Add
Register

Total 

Power

Temporal 60 550 1103 1712

Fusion Unit 46 424 69 538

Power reduction 

over Temporal
1.3x 1.3x 16.0x 3.2x

Synthesized using a commercial 45 nm technology

Fig. 10: Area and Power comparison of the Fusion

Unit. Temporal design provided as reference.

BitBricks. For a multiplication between 2n-bit operands A2n and B2n,

the recursion can be expressed mathematically as follows.

A2n=2n
×(A2n)hi+20

×(A2n)lo

B2n=2n
×(B2n)hi+20

×(B2n)lo (1)

A2n×B2n=22n
×(A2n)hi×(B2n)hi+2n

×(A2n)hi×(B2n)lo

+2n
×(A2n)lo×(B2n)hi+20

×(A2n)lo×(B2n)lo (2)

(A2n)hi and (A2n)lo refer to the n most significant and n least

significant bits of A, respectively. By applying the above equation

recursively, Bit Fusion supports up to 16-bit operands. When one of

the operand’s bitwidths is larger, we use the formulation below.

A2n×Bn=2n
×(A2n)hi×Bn+20

×(A2n)lo×Bn (3)

Each level of recursion, from 16-bits to 8-bits, 8-bits to 4-bits, and

4-bits to 2-bits, requires additional shift-add logic. The overhead from

the shift-add logic represents the hardware cost of bit-level flexibility.

The next subsection details the design of a Fusion Unit that uses Bit-

Bricks to execute multiply-adds with variable bitwidths, up to 16-bit.

C. Fusion Unit Micro-Architecture

To enable bit-level composability, Bit Fusion introduces spatial

fusion, a paradigm that spatially combines the decomposed

products generated by multiple BitBricks over a single cycle. Prior

works [2, 38], on the other hand, devise a temporal design that use

single-bit multiply-add units independently over the span of multiple

cycles. The following elaborates on these two approaches. To offer

a fair comparison, we assume that even the temporal design uses

2-bit multipliers, a configuration that provides a better area, delay,

and power as opposed to a fully bit-serial design.

Temporal design. Figure 8 shows a temporal design that can support

variable bitwidths. The variable-bitwidth multiply operation for

the temporal design consists of three steps: (1) 2-bit multiplication

to generate a partial product, (2) shift operation to multiply with

the appropriate power of 2, and (3) accumulation in a register.

The temporal design requires 4 cycles to execute a 4-bit × 4-bit

multiplication. The shift operation is simply a 4-input multiplexer

(mux). Compared to a fixed 4-bit multiplier, the temporal design

uses much smaller multiply units for 2-bit operands, which require

significantly less area. However, the number of gates required for the

shifter and the accumulator depend on the highest supported bitwidth

(16-bit for Bit Fusion). For instance, to support up to 16-bits using

a temporal design, the shifter and the accumulator use up around

90% of the area, which limits the benefits provided by this approach.

Nevertheless, the temporal design reduces area consumption over

a fixed-bitwidth multiplier for the highest required bitwidth.

Spatial fusion. In contrast, our spatial multiplier spatially combines

(or fuses) the results from four BitBricks over a single cycle to

execute either one 4-bit × 4-bit multiplication, two 4-bit × 2-

bit multiplications, or four 2-bit × 2-bit multiplications. Figure 9

illustrates the design of a spatial multiplier that supports up to 4 bits

for either of the two operands using BitBricks. Similar to the temporal

design, the spatial multiplier requires three steps: (1) multiplication

using BitBricks, (2) shift-add using the shift-add tree, and (3)

accumulation of results in a register. The spatial multiplier improves

upon the temporal design by using a shift-add tree and a single shared

accumulator to reduce the number of gates required. Each level of the

shift-add tree consists of three shift-units and a four-input adder that

represent the multiplication with power of 2 in Equations (2) and (3).

Compared to a 4-bit fixed bitwidth multiplier the spatial multiplier

requires more area but delivers 4× higher performance for 2-bit oper-

ations. Overall, spatial fusion provides higher
per formance

area
compared

to temporal design by packing more BitBricks in the same area.

Fusion Unit using spatio-temporal fusion. As discussed, a Fusion

Unit can execute variable-bitwidth multiply-add operations and sup-

ports 2-bit to 16-bit operands. Using Equations (2) and (3) recursively,

we can realize a Fusion Unit using either the temporal design, spatial

fusion, or a combination of both. For a fixed area budget, using

spatial fusion with 64 BitBrick would pack the highest number of

BitBricks. At the same time, feeding the 64 BitBricks for spatial fusion

would require 128-bit wide accesses to the SRAM buffers (IBUF and

WBUF in Figure 3) per Fusion Unit. Increasing the width of SRAMs

increases the area required by the IBUF and WBUF. Therefore,

we make a tradeoff wherein we use spatial fusion to combine 16

BitBricks spatially to realize support up to 8-bit operands, and then

combine it with temporal design to support up to 16-bit operands over

four cycles. This hybrid approach balances both bit-level flexibility

and the corresponding area overhead due to increased SRAM sizes.

Figure 10 compares the area and the power requirements for a Fusion

Unit with 16 BitBricks that uses the hybrid approach with a temporal

design using 16 BitBricks. As shown, for 16 BitBricks, the hybrid

Fusion Unit has 3.5× less area and 3.2× less power compared to

temporal design with the same number of 2-bit multipliers.

Comparison to bit-serial temporal execution. Prior works in

Stripes [2], UNPU [39], and Loom [38] devise bit-serial computation

as a means to support flexible bitwidths for DNN operations. Of the

three, Loom is a fully-temporal architecture, similar to the temporal

design discussed above (Figure 8). Stripes and UNPU are hybrid

designs that fix the bitwidth of one operand and support variable



TABLE I: Bit Fusion Instruction Set.

X

5-bits 6-bits 5-bits 16-bits

scratchpad-

type X

mem.bitwidth

X

OpCode Operand	Specification Loop	Identifier

block-end

setup op0.bitwidth op1.bitwidth

loop

ld/st

st-mem

ld-mem

rd-buf

wr-buf

compute

gen-addr

fn

Immediate

X

num-words

X

num-iterations

Address	of	next	instruction

loop-level

stride

loop-id

X

bitwidths for the other. We provide a head-to-head comparison to

Stripes in Section V-B4 and provide a qualitative comparison to

Loom below. As the results from Figure 10 indicate, for the same

throughput, a fully-temporal design, such as the one used in Loom,

would consume significantly larger area and power compared to

our spatially composable Fusion Unit. Furthermore, a fully-temporal

design iterates in the form of a nested loop over the bits the two

operands; hence, requiring more number of accesses to the SRAM.

The next section discusses the Bit Fusion-ISA, that exposes the

bit-level flexibility of Bit Fusion to software.

IV. INSTRUCTION SET ARCHITECTURE

To leverage the unique bit-level flexibility of Bit Fusion, we need

to design a new hardware-software interface that exposes those

capabilities in an abstract manner. Furthermore, the abstraction must

be flexible to enable a wide range of DNN models so as to exploit

bit-level fusion. The following lists the requirements for an ISA that

provides this abstraction and enables efficient use of Bit Fusion for

various categories of DNNs.

1) Amortize the cost of bit-level fusion by grouping operations.

The operations in a DNN are organized into groups, called layers,

wherein the same mathematical operation repeats a large number

of times (often hundreds of thousands). To avoid the overhead

of fine-grained control over the operations at such a scale, the

abstraction needs to amortize the cost of bit-level fusion across

blocks of instruction that implement the layers.

2) Enable a flexible data-path for Bit Fusion. Both the number

of words and the bitwidth of each word that feeds the Fused-PEs

varies depending on how the BitBricks are composed as discussed

in Section II. Thus, the semantics of instructions for data accesses

must vary according to the fusion configuration to enable a

flexible data-path.

3) Provide a concise expression for a wide range of DNN layers.

As research in DNNs is still volatile, it is necessary to devise

an ISA that is general enough to express a wide range of DNN

operations/layers. Yet, minimizes the von Neumann overhead

of instruction handling and require a small footprint.

A. Fusion-ISA for Bit-Flexible Acceleration

Table I summarizes the Bit Fusion-ISA that aims to satisfy these

requirements. The rest of this section discusses the instruction

formats and provides the insight that drives them.

Block-structured ISA for DNN layers. To leverage the

commonalities in the operations of a layer, the Bit Fusion ISA is

block structured. As such, the fusion configuration of the BitBricks

is fixed across each block of instructions that implement a specific

layer. In this work, we did not explore within layer bitwidth

variations. Nevertheless, the Bit Fusion ISA and this incarnation of its

microarchitecture can readily support it by using multiple instruction

blocks for an individual layer. The setup instruction marks the

beginning of an instruction block and configures the Fusion Units

and its data delivery logic to the specified bitwidth for the operands.

This instruction effectively defines the logical fusion of the BitBricks

into Fused-PEs for all the instructions in the block. The block-end

instruction signifies the end of a block and provides the address to

the next instruction in the next-inst field.

Concise expression of DNN layers. DNNs consist of a large

number of simple operations like multiply-accumulate and max,

repeated over a large number of neurons (over 2600 million

multiply-adds in AlexNet. See Table II). Thus, the von Neumann

overhead of instruction fetch and decode can limit performance

due to the large number of operations required by a DNN. To

minimize the number of instruction fetches/decodes required, we

leverage the following insight. Each layer in a DNN is a series

of simple mathematical operations over hyper-dimensional arrays.

How the operations walk through the array elements and the type

of mathematical operation (multiply-add/max) uniquely defines a

layer. As such, the ISA provides loop instructions that enable a

concise way of defining the walks and operations in a DNN layer.

Each loop instruction has a unique ID in the block. As shown

in Table I, the num-iterations field in the loop instruction

defines iteration count. The compute instruction specifies the type

of operation, while the gen-addr instruction dictates how to walk

through the elements of the input/output hyper-dimensional arrays.

The stride field in the gen-addr instruction specifies how to

walk through the array elements in the loop, which is identified by

the loop-id field. The words after the setup instruction define

the memory base address for the data that fills the three buffers of

input, output, and weights. The gen-addr instruction generates the

addresses that walk through the memory data and fill the buffers.

Address=base+∑
id

(loop_iterator[id]×stride[id]) (4)

In Equation (4), id is the loop-id field of all the gen-addr in-

struction in the block and the loop_iterator is the current iteration of

the corresponding loops and their strides. The fundamental assump-

tion is that multiple gen-addr instructions repeated by correspond-

ing loop instructions define the complex multi-dimensional walks

that expresses various kinds of DNN layers from LSTM to CNN. In

the evaluated benchmarks, blocks with 30-86 instructions are enough

to cover LSTM, CNN, pooling, and fully connected. These blocks

use a combination of loop, compute, and gen-addr instructions

to define these DNN layers nested loops. These statistics show that

our ISA can concisely express various DNN layers while providing

bit-level fusion capabilities. Note that these instructions are fetched

and decoded once at the beginning of an instruction block, amortizing

the von Neumann overhead over the entire execution of the block.

Managing memory accesses for Fused-PEs. The ld-mem/st-

mem instructions exchange data between the on-chip buffers (IBUF,

OBUF, and WBUF) in Figure 3–and the off-chip memory. Similarly,

the rd-buf/wr-buf instructions read/write data from the on-chip

buffers specified by the scratchpad-type field as shown in

Table I. In these four instructions, the size of the operands, which are

variable-bitwidth arrays, depends on the number of array elements

and their bitwidths. These parameters, which control the logic

that feeds the Fused-PEs, are dependent on the bit-level fusion



configuration (number of Fused-PEs in each Fusion Unit) and the

type of data (input/weights). To capture this variation in the size

of data, the semantics of rd-buf/wr-buf and ld-mem/st-mem

instructions for accessing on-chip and off-chip memory vary

according to the fusion configuration of their instruction block, set

apriori. In particular, the sizes of memory accesses by ld-mem/st-

mem instructions depend on both its num-words field and the fusion

configuration defined by the corresponding setup instruction.

Decoupling on-chip and off-chip memory accesses. The data

required by DNNs, and subsequently, the number of memory

accesses are large. Hence, the latency due to off-chip memory

accesses can be a performance bottleneck. To hide the latency of

off-chip accesses, the ISA decouples the on-chip memory accesses

with off-chip. Furthermore, decoupling the two types of memory

accesses allows the accelerator to reuse on-chip data using simple

scratchpad buffers, instead of hardware-managed caches.

B. Code Optimizations

As discussed in Section IV, the Fusion-ISA uses simple instructions

combined with explicit loop instructions to express neural networks.

The use of simpler instructions makes the ISA flexible to express

a large range of DNNs. Nonetheless, the flexibility in the ISA

enables incorporating layer-specific optimizations to improve the

performance and energy gains. For brevity, we use an example fully-

connected layer to discuss the code optimizations. Figure 11 shows

the matrix-matrix multiplication associated with this example. We

perform the following three optimizations as depicted in Figure 12.

Loop ordering. Loop-ordering optimizes the order of the outer

loops and memory instructions to further reduce off-chip accesses.

Recall that Bit Fusion-ISA uses loop indices to generate memory

addresses (Section IV). When the address for a memory instruction

does not depend on the index of the previous loop instruction,

their order can be exchanged. The optimized code in Figure 12(b)

uses Output-Stationary for executing the fully-connected layer,

to reduce read/write accesses to the output buffer. Changing the

order allows Bit Fusion to switch between Input-Stationary,

Output-Stationary, and Weight-Stationary to minimize

off-chip and on-chip accesses.

Loop tiling. Loop-tiling partitions a loop instruction in the Bit Fusion-

ISA into smaller tiles such that the data required by a loop operation

fits inside the on-chip scratchpads. The smaller tiles are accessed

using a single LD/ST instruction and are reused in the inner-loop

to reduce off-chip accesses. Compared to the original code in Fig-

ure 12(a), the tiled version in Figure 12(b) reduces off-chip accesses

for output buffer by a factor of IC×, and on-chip accesses for output

buffer by a factor of tileic. Note that IC is a dimension in the

matrix multiplication operation as depicted in Figure 11. Convolution

layers typically require six loop instructions, which increases to 12

after tiling optimizations. The overhead of increasing the number of

instructions on performance is negligible since the cost of fetch and

decode is amortized throughout the execution of the layer.

Layer fusion. As discussed, the Bit Fusion architecture consists of a

2-D systolic array of multipliers, along with a 1-D array of pooling/ac-

tivation units. When two or more consecutive layers use mutually

exclusive on-chip resources, the instructions for the two layers are

combined such that the data produced by the first layer is directly

fed into the subsequent layer, avoiding costly off-chip accesses. For

example, the fully-connected layer in Figure 11 uses the 2-D systolic

OC

IC

IC

B
B

OC

Fig. 11: A single Fully-Connected Layer. The × represents matrix multiplication.

loop: oc -> (OC)

loop: ic -> (IC)

out += in * wgt

ld-mem, IBUF, 1

ld-mem, WBUF, 1

ld-mem, OBUF, 1

st-mem: OBUF, 1

rd-buf, IBUF -> in

rd-buf, WBUF -> wgt

rd-buf, OBUF -> out

wr-buf: out -> OBUF

Compute

Buffer

Memory

Loop

rd-buf, IBUF -> in

out += in * wgt

st-mem, OBUF, tileoc

rd-buf, WBUF -> wgt

wr-buf: out -> OBUF

loop: oc -> (1, tileoc)

loop: ic -> (1, tileic)

ld-mem, IBUF, tileic
ld-mem, WBUF, tilewgt

loop: toc -> (1, #tileoc)

ld-mem, OBUF, tileoc

rd-buf, OBUF -> out

(a)	Ini5al	code (b)	Op5mized	code

loop: tic -> (1, #tileic)

Fig. 12: (a) Code for the Fully-Connected Layer. (b) Optimized code using loop

tiling and ordering. setup and gen-addr instructions omitted for clarity.

array. If the next layer is activation, then we can fuse the layers and

create one block of instruction for computing both the layers.

V. EVALUATION

A. Methodology

Benchmarks. Table II shows the list of 8 CNN and RNN

benchmarks from diverse domains including image classification,

object and optical character recognition, and language modeling. The

selected DNN benchmarks use a diverse size of input data, which

allows us to evaluate the effect of input data size on the Bit Fusion

architecture. AlexNet [36, 40], SVHN [35, 41], CIFAR10 [35, 42],

LeNet-5 [34, 43], VGG-7 [34, 44], ResNet-18 [36, 45] are popular

and widely-used CNN models. Among them, AlexNet and ResNet-18

benchmarks are image classification applications that have different

network topologies that use the ImageNet dataset. The SVHN and

LeNet-5 benchmarks are optical character recognition applications

that recognize the house numbers from the house view photos and

handwritten/machine-printed characters, respectively. CIFAR10 and

VGG-7 are object recognition applications based on the CIFAR-10

and ImageNet dataset, respectively. The RNN [35] and LSTM [35, 46]

are recurrent networks that perform language modeling on the Penn

TreeBank dataset [47]. In Table II, the “Multiply-Add Operations”

column shows the required number of Multiply-Add operations

for each model and the “Model Weights” column shows the size of

model parameter. Note that the multiply-add operations and model

weights have variable bitwidths as presented in Figure 1.

Reduced bitwidth DNN models. Bit Fusion aims to accelerate

the inference of a wide range of DNN models with varying

bitwidth requirements, with no loss in classification accuracy.

The benchmarks, listed in Table II, employ the model topologies

proposed in prior work [32, 34–36] that train low bitwidth DNNs

and achieve the same accuracy as the 32-bit floating-point models.

We did not engineer these quantized DNNs and merely took them

from the existing deep learning literature [32, 34–36]. Benchmarks

Cifar-10, SVHN, LSTM, and RNN use the quantized models presented

in [35]. Benchmarks LeNet-5 and VGG-7 use ternary (+1,0,-1)

networks [34]. AlexNet and ResNet-18 use the 4-bit 2× wide

models presented in [36] that double the number of channels for









independent processors can fuse and form a more capable CPU. In

contrast to these inspiring works, Bit Fusion performs the composition

in the bit level rather than at the level of full-fledged cores.

VII. CONCLUSION

Deep neural networks use abundant computation, but can

withstand very low bitwidth operations without any loss in accuracy.

Leveraging this property of DNNs, we develop Bit Fusion, a bit-level

dynamically composable architecture, for their efficient acceleration.

The architecture comes with an ISA that enables the software to

utilize this bit-level fusion capability to maximize the parallelism in

computations and minimize the data transfer in the finest granularity

possible. We evaluate the benefits of Bit Fusion by synthesizing the

Verilog implementation of the proposed microarchitecture in 45 nm

technology node and using cycle accurate simulations with eight

real-world DNNs that require different bitwidths in their layers. Bit

Fusion achieves significant speedup and energy benefits compared

to state-of-the-art accelerators.
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