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One of the most tantalizing and long-standing open problems in mechanism design is profit maximization
in multi-item, multi-buyer settings. Much of the literature surrounding this problem rests on the strong
assumption that the mechanism designer knows the distribution over buyers’ values. In reality, this information
is rarely available. The support of the distribution alone is often doubly exponential, so obtaining and storing
the distribution is impractical. We relax this assumption and instead assume that the mechanism designer
only has a set of samples from the distribution. We develop learning-theoretic foundations of sample-based
mechanism design. In particular, we provide generalization guarantees which bound the difference between
the empirical profit of a mechanism over a set of samples and its expected profit on the unknown distribution.
In this paper, we present a general theory for deriving worst-case generalization bounds in multi-item
settings, as well as data-dependent guarantees when the distribution over buyers’ values is well-behaved. We
analyze mechanism classes that have not yet been studied in the sample-based mechanism design literature
and match or improve over the best-known guarantees for many of the special classes that have been studied.
The classes we study include randomized mechanisms, pricing mechanisms, multi-part tariffs, and generalized
VCG auctions such as affine maximizer auctions. In the following, we enumerate our main contributions.

A general theory of worst-case generalization guarantees for profit maximization. We uncover a key structural
property shared by many mechanisms which allows us to prove strong generalization guarantees: for any
fixed set of bids, profit is a piecewise linear function of the mechanism’s parameters. Our main theorem
provides generalization guarantees for any class exhibiting this structure. To prove this theorem, we relate
the complexity of the partition splitting the parameter space into linear portions to the intrinsic complexity
of the mechanism class, which we quantify via pseudo-dimension. In turn, pseudo-dimension bounds imply
generalization bounds. We prove that many mechanisms throughout economics, artificial intelligence, and
theoretical computer science share this structure, and thus our main theorem yields strong guarantees.

We prove that our main theorem applies to randomized mechanisms, making us the first to provide
generalization bounds for these mechanisms. Our guarantees apply to lotteries, a general representation of
randomized mechanisms. Our results imply, for example, that if the mechanism designer plans to offer a menu
of £ lotteries over m items to an additive or unit-demand buyer, then O(U?tm/e?) samples are sufficient to
ensure that every menu’s expected profit is e-close to its empirical profit, where U is the maximum profit
achievable over the support of the buyer’s valuation distribution.

We also provide guarantees for pricing mechanisms using our main theorem. These include item-pricing
mechanisms, also known as posted-price mechanisms, where each item has a price and buyers buy their
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utility-maximizing bundles. Additionally, we study multi-part tariffs, where there is an upfront fee and a
price per unit. We are the first to provide generalization bounds for these tariffs and other non-linear pricing
mechanisms, which have been studied in economics for decades. For instance, our main theorem guarantees
that if there are x units of a single good for sale, then O(U?%k/e?) samples are sufficient to learn a nearly
optimal two-part tariff.

Our main theorem implies generalization bounds for many auction classes, including second price auctions
and generalized VCG auctions, such as affine maximizer auctions, virtual valuations combinatorial auctions,
and mixed-bundling auctions, which have been studied in artificial intelligence and economics.

A key challenge which differentiates our generalization guarantees from those typically found in machine
learning is the sensitivity of these mechanisms to small changes in their parameters. For example, changing
the price of a good can cause a steep drop in profit if the buyer no longer wants to buy it. Meanwhile, for
many well-understood function classes in machine learning, there is a close connection between the distance
in parameter space between two parameter vectors and the distance in function space between the two
corresponding functions. Understanding this connection is often the key to quantifying the class’s intrinsic
complexity. Intrinsic complexity typically translates to pseudo-dimension or another metric which allows us to
derive learnability guarantees. Since profit functions do not exhibit this predictable behavior, we must carefully
analyze the structure of the mechanisms we study in order to derive strong generalization guarantees.

Data-dependent generalization guarantees for profit maximization. We provide several data-dependent
tools that strengthen our main theorem when the distribution over buyers’ values is “well-behaved.” We
prove generalization guarantees that, surprisingly, are independent of the number of items for item-pricing
mechanisms, second price auctions with reserves, and a subset of lottery mechanisms. Under anonymous
prices, our bounds do not depend on the number of bidders either. These guarantees hold when the bidders
are additive with values drawn from item-independent distributions (bidder i;’s value for item j is independent
from her value for item j’, but her value for item j may be correlated with bidder iy’s value for item j).

We also provide data-dependent generalization guarantees that, at a high level, are robust to outliers.
Worst-case generalization guarantees typically grow linearly with the maximum profit achievable over the
support of the distribution. They are thus pessimistic when the highest valuations have a low probability
mass. We show how to obtain stronger guarantees in this setting.

Structural profit maximization. Many of the mechanism classes we study exhibit a hierarchical structure.
For example, when designing a pricing mechanism, the designer can segment the population into k groups
and charge each group a different price. This is prevalent throughout daily life: movie theaters and amusement
parks have different admission prices per market segment, with groups such as Child, Student, Adult, and
Senior Citizen. In the simplest case, k = 1 and the prices are anonymous. If k equals the number of buyers, the
prices are non-anonymous. In general, the designer should not choose the simplest class to optimize over
simply to guarantee good generalization because more complex classes are more likely to contain nearly
optimal mechanisms. We show how the mechanism designer can determine the precise level in the hierarchy
assuring him the optimal tradeoff between profit maximization and generalization.

In summary, by uncovering structure shared by a myriad of pricing, auction, and lottery mechanisms, we
prove strong sample complexity bounds for mechanism classes not yet studied in the sample-based mechanism
design literature and match or improve over the best known guarantees for many classes. We strengthen our
main results with data-dependent bounds when the distribution over buyers’ values is “well-behaved” Finally,
we investigate a fundamental tradeoff in sample-based mechanism design: complex mechanisms often have
higher profit than simple mechanisms, but more samples are required to ensure that empirical and expected
profit are close. We provide techniques for optimizing this tradeoff.
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