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Abstract. The discovery of two-dimensional (2D) materials comes at a time
when computational methods are mature and can predict novel 2D materials,
characterize their properties, and guide the design of 2D materials for applications.
This article reviews the recent progress in computational approaches for 2D
materials research. We discuss the computational techniques and provide an
overview of the ongoing research in the field. We begin with an overview
of known 2D materials, common computational methods, and available cyber
infrastructures. We then move onto the discovery of novel 2D materials, discussing
the stability criteria for 2D materials, computational methods for structure
prediction, and interactions of monolayers with electrochemical and gaseous
environments. Next, we describe the computational characterization of the 2D
materials’ electronic, optical, magnetic, and superconducting properties and the
response of the properties under applied mechanical strain and electrical fields.
From there, we move on to discuss the structure and properties of defects in 2D
materials describe methods for 2D materials device simulations. We conclude by
providing an outlook on the needs and challenges for future developments in the
field of computational research for 2D materials.
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1. Introduction

Since the discovery of graphene,1 the field of two-
dimensional (2D) materials and research on the
discovery, characterization, and application of novel 2D
materials has grown exponentially. This excitement
was initially due to the extraction of a 2D crystal
whose existence was ruled out by earlier harmonic
approximation theories of Mermin and Wagner2 but
later proven to be stable due to coupling between
bending and stretching modes.3,4 The remarkable
properties of graphene, such as the presence of a Dirac
cone, and thus high conductivity in the monolayer,
further motivated the investigation of other potential
2D materials. The next several 2D materials to
be discovered were hexagonal boron nitride (h-BN),
with a wide band gap,5,6 MoS2, which displays an
indirect to direct band gap transition between the
bulk and monolayer forms,7 and other members of the
2D transition metal dichalcogenide (TMDC) class of
materials with predominantly semiconducting nature
and band gaps larger than their bulk counterparts.8

More recently, III-V semiconductors,9 metal ox-
ides,10,11 MXenes,12,13 II-VI semiconductors,14,15 and
many other compositionally diverse 2D materials16–20

have been predicted and in some cases synthesized.
While the first 2D materials – graphene and h-BN –
are atomically thin, most 2D materials possess a fi-
nite thickness. They are still commonly categorized
as 2D materials, and they typically possess signifi-
cantly different properties than their bulk counter-
parts.7,8, 13,17,21,22

2D materials can be difficult to synthesize due
to their extremely thin nature, and the fact that
they are not the thermodynamic ground state of a
given materials system. Novel experimental techniques
have been developed to synthesize and characterize 2D
materials, freestanding and supported on substrates.
2D monolayers can be obtained from certain layered
bulk precursors by means of mechanical23–26 or
chemical27 exfoliation. Deposition on a substrate is
another popular method for creating 2D materials.28–30

Predicting the structure and composition of a 2D
material on a given substrate is the subject of intensive
ongoing research.22,31–34 Computational approaches
provide a valuable guide for experimental efforts
toward the synthesis of 2D materials with specific
structures and properties. Such approaches can
discover novel monolayers,9,17,21,35,36 identify suitable

substrates for their synthesis and growth, characterize
their properties, and predict their performance when
used in devices.

So far close to one hundred 2D materials have
been synthesized, several hundred more are predicted
to be stable, and many more are likely awaiting
discovery. The rapid growth of the family of 2D
materials, with a broad range of properties suitable for
many applications, presents an exciting opportunity
for researchers to explore an entirely new class of
materials. This opportunity has come at a time when
mature computational methods provide the predictive
capability to enable the computational discovery,
characterization, and design of 2D materials as well as
provide the needed input and guidance to experimental
studies.

Several reviews have been written on the topic
of 2D materials,37–39 on specific 2D materials, includ-
ing graphene,40–43 h-BN,44 transition metal dichalco-
genides,45,46 MXenes,47 metal oxides,48 and phospho-
rene,49 and for van der Waals (vdW) heterostruc-
tures.50,51 These articles focus on experimental works
and methods, but provide some discussion on compu-
tational methods. Review articles with a focus on com-
putational methods have been written on the discovery
and characterization of 2D materials,32 the design of
2D materials for specific applications, such as photo-
catalysis,52 and multiscale methods for graphene-based
materials.53

In this work, we review the state of modern
computational methods available for studying 2D
materials. In Sec. 2, we generalize the structure
classification of bulk materials to provide definitions
that include the classification of two-dimensional
materials structures. We then continue to provide a
brief overview of density-functional theory approaches
and cyber infrastructures for 2D materials in Sec. 3,
discuss the general criteria for thermodynamic stability
and computational methods to assess the stability of
2D materials in Sec. 4, and describe approaches for
the discovery of novel 2D materials in Sec. 5. We
then consider computational methods to assess the
environmental stability of 2D materials in Sec. 6.
We next move on to computational methods for
the characterization of the various properties of 2D
materials in Secs. 7 to 10. We continue by discussing
defects and their role in 2D materials in Sec. 11,
and following a short foray into synthesis methods for
monolayers and heterostructures in Sec. 12 we describe
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C (Graphene) P (Phosphorene) 2H-MoS2

1T-MoS2 Litharge SnO Ti2CO2 (MXene)

a) Crystalline 2D Materials c) Amorphous 2D SiO2b) Quasicrystalline 2D BaTiO3

Figure 1. The three classes of 2D material structures. Structures of (a) well-known periodic crystalline 2D materials, (b) 2D
quasicrystalline structure of BaTiO3 (reprinted from Ref. 54 Copyright 2016 by the American Physical Society), and (c) amorphous
2D structure of SiO2 (reprinted from Ref. 55).

modeling approaches for heterostructures devices in
Sec. 13. We conclude in Sec. 14 by looking towards
the future of 2D materials and discuss where novel
computational tools and research is needed. The
breadth of computational methods for 2D materials
and the comprehensive coverage of this broad field
in our review requires that we will refer the reader
to the literature for some more in-depth discussions
throughout this work.

2. Structure of 2D Materials

2D structure definition and classification. We begin
by extending the classification of bulk materials’
structures to 2D materials. We define a 2D material
as a material with a finite thickness in one dimension
and an essentially infinite extent in the other two
dimensions. In practice, the thickness of 2D materials
ranges up to about a nanometer, a scale below which
the thickness strongly affects the materials’ properties.
The extent in the other dimension should be sufficiently
large such that the edges should not affect the overall
properties. Otherwise, the material should be classified
as a one-dimensional material, e.g. a wire or ribbon,
or as a zero-dimensional material, e.g. a nanoparticle,
cluster, or molecule.

Similar to 3D materials,56 we can further classify
2D materials into crystalline and amorphous materials.
Crystalline 2D materials are 2D materials with
long-range order in only two dimensions that leads
to essentially discrete diffraction patterns, and a
finite extent in the third dimension. The class
of crystalline materials includes periodic crystals
that exhibit translational symmetry and aperiodic
crystals. Based on their point group symmetry, we
further classify aperiodic crystals into incommensurate
crystals and quasicrystals. Aperiodic crystals exhibit
translational order but not translational symmetry;
they display symmetries in their diffraction patterns,

e.g. five or twelve-fold,57 which are incompatible with
periodic symmetry and, hence, not possible in periodic
crystalline solids. Amorphous 2D materials lack long-
range order and do not display discrete diffraction
patterns.
Examples of 2D structures. Figure 1 shows examples
of crystalline, quasicrystalline and amorphous 2D
materials. Most 2D materials, such as graphene, h-
BN, and TMDCs belong to the family of periodic
2D crystals. The first quasicrystalline 2D material
is BaTiO3 grown on Pd, which exhibits a twelve-
fold symmetry that is incompatible with translational
symmetry.54,58 The first amorphous 2D material
is SiO2, the world’s thinnest glass, with a bilayer
structure of silica tetrahedra that form a continuous
network of mostly 5, 6, and 7-membered rings.55,59

Several of the crystal structures shown in
Figure 1(a) correspond to single layers in naturally
occurring vdW layered solids. This is true for many
stable 2D materials. The vdW interlayer forces in
layered solids are quite weak and responsible for
only a small part of the material’s overall Gibbs
free energy.17,60,61 As a result, the existence of a
naturally occurring vdW layered solid often indicates
the existence of a viable 2D crystal structure. This
is why, as will be discussed in Sec. 5.1, systematic
searches for layered materials among bulk materials
databases have been able to predict such a large
number of stable 2D materials.

There are certain stable 2D materials, however,
which have no naturally occurring layered bulk parent
structure. The bi-tetrahedral crystal structure of 2D
SiO2, shown in Figure 1(c), is one such example. The
lowest energy crystal structures of these “orphan” 2D
materials are harder to predict, but computational
methods exist to uncover them as well. We discuss
these methods in some detail in Secs. 5.2 to 5.5.
Polymorphism in 2D materials. Some 2D materials
can occur in different polymorphs that are either
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sufficiently close in energy to be experimentally
observable or stabilized through substrates or by
doping. For these 2D materials, the structural
difference between the polymorphs can significantly
impact the properties of the compound.62–71 For
example, 2D MoS2 is most stable in the semiconducting
2H phase, but also displays a metallic 1T and a small
band gap topological insulator 1T ′ polymorph.62,63

For 2D phosphorene, several polymorphs have been
predicted, including blue phosphorene with an indirect
band gap of 2 eV, which is energetically nearly
degenerate with black phosphorene with a direct band
gap of about 1 eV.64–66 2D antimonene exhibits two
polymorphs, α and β, which are both dynamically
stable and have significantly different band structures,
though the α phase is lower in energy.67

3. Computational Methods and Cyber
Infrastructure

Brief history of DFT. The properties of 2D mate-
rials are usually computed using the framework of
density functional theory (DFT).9,17,22,35,72,73 Even
though the idea of describing quantum systems in
terms of their density dates back to the Thomas-Fermi
model74,75 and the Weizsäcker kinetic energy func-
tional,76 Hohenberg and Kohn were the first to show
that the ground-state electronic density indeed deter-
mines all properties of an interacting many-body quan-
tum,77 thereby putting these ideas on a firm footing.
While Hohenberg and Kohn established that knowl-
edge of the ground state electron density in principle
determines the ground state energy, they provided no
direct way of calculating it. Kohn and Sham78 pro-
posed to construct an auxiliary non-interacting system
with a single particle potential whose electron density
agrees with that of the interacting system. The ex-
act ground state energy is then formally written as a
functional of the density, and since a single particle
problem is a numerically tractable problem, given this
single-particle Kohn-Sham potential, the energy can be
calculated. Aside from the external potential, which
determines the system, the Hartree potential contri-
bution is treated exactly. The remainder, originating
from exchange and correlation (xc) contributions has
to be approximated.
Exchange-correlation functionals. Kohn-Sham in their
work on the auxiliary system already proposed the
local density approximation (LDA) for exchange and
correlation, which replaces the xc potential locally at
each point in the unit cell with the xc potential of
the interacting electron gas with the same density.78

The exchange part is calculated analytically; however,
the correlation cannot, and LDA functionals79–81 are
usually based on parameterizations of quantum Monte

Carlo calculations.82 One of the most widely used LDA
functionals is that of Perdew and Wang.81 The LDA
leads to good total energies for metals but is known to
underestimate bond lengths.83

More accurate functionals rely on similar ideas but
also include additional information about the electron
density, such as its gradients in the generalized gradient
approximation (GGA), and additionally the curvature
or kinetic energy density in meta-GGA functionals.
Several flavors of GGAs exist, with two of the most
widely used ones being the Perdew-Burke-Ernzerhof
functional (PBE)84 and the Becke-88 functional.85

GGA type functionals usually further improve total
energy predictions for solids and molecules and
predict lattice parameters very accurately as compared
to experiment. The outstanding accuracy and
computational efficiency of these semi-local functionals
makes DFT the standard method in computational
materials science and chemistry, and condensed-matter
theory.
Hybrid functionals for accurate band gaps. A
common shortcoming of semi-local functionals is the
underestimation of a possible band gap in the system.
This effect is ultimately related to the derivative
discontinuity of the exact exchange and correlation
potential with respect to the particle number, which
the LDA and GGA type approximations are missing.86

The PBE087 and Heyd-Scuseria-Ernzerhof (HSE)88

functionals include, e.g., 25% of the exact exchange
contribution, which improves the agreement of the
Kohn-Sham band gap with experiment,86 as well as
the defect formation energies89,90 and phase transition
pressures for metal-insulator transitions.91 Because
they contain both DFT and Hartree-Fock contributions
these functionals are referred to as hybrid functionals.
Note that the explicit dependence of the functional,
now not only on the density but also on the Kohn-
Sham wavefunctions, leads to a significant increase
in computational cost. Meta-GGAs also improve
band gaps to some extent while being in general
less expensive.86 Both in computational cost and
accuracy, they range in between GGAs and the hybrid
functionals.
DFT+U method. DFT with semi-local and hybrid
exchange-correlation functionals accurately describes
the structural and electronic properties of bulk ma-
terials. However, in some materials, strong electronic
correlation present additional challenges and require
special treatment. In a broad sense, correlations are ef-
fects that cannot be incorporated into an effective non-
interacting system which naturally makes them hard to
describe in a Kohn-Sham single-particle system. Espe-
cially for strongly localized states with a small overlap
between neighboring lattice sites, the correlation en-
ergy can dominate and behave very differently from
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the homogeneous electron gas that provides the start-
ing point for the functional construction. It is possi-
ble to correct for the shortcomings of these function-
als by selecting these localized states and describing
them with an independent Hubbard model of electrons
interacting with an effective screened Coulomb inter-
action U . In practice, this Hubbard interaction, U ,
in this DFT+U treatment is an adjustable parameter
with common values for various materials classes.92–94

Many-body methods. The most accurate method to
compute band gaps is based on the Dyson equation
for the single particle Green’s function, G. Hedin
reformulated the exact solution of the Schrödinger
equation in terms of five coupled integral equations
and suggested an approximation that neglects the
screening of the electron vertex function.95 The result
is a system of equations where the screening of the
Coulomb interaction, W , is treated within the random
phase approximation (RPA), which then enters the
equation for the Green’s function via the self-energy
G ·W , hence the name GW approximation.

In practice, DFT is used to obtain a starting
system, and different levels of self-consistency are
imposed to arrive at a final solution. The
G0W0 approximation computes the screening in the
Kohn-Sham system, W0, and the self-energy is
constructed with the Kohn-Sham Green’s function,
G0, to update the Kohn-Sham energies. The
partially self-consistent GW0 approximation imposes
self-consistency at the level of the Green’s function
but keeps the screening fixed. Finally, the fully
self-consistent GW approximation treats both the
Green’s function and the screening it provides self-
consistently.96 It is observed that the GW0 matches
the experimental data well and that the significantly
more computationally expensive fully self-consistent
GW method provides similar results.

While GW -type methods yield accurate single
electron excitations, computing neutral two particle
interactions such as electron-hole pair or exciton
interactions requires a more accurate calculation
of the polarizability at the level of the Bethe-
Salpeter equations (BSE).97 Interactions of this
kind are important in the calculation of optical
absorption spectra, but are numerically very expensive.
Alternatively, time dependent DFT (TDDFT) can be
applied to compute optical spectra of solids, which
is numerically much more efficient while usually less
accurate.98–100

Van der Waals interactions. Another intrinsically non-
local effect that semi-local DFT functionals fail to de-
scribe are vdW interactions. Especially for layered ma-
terials, the neglect of this effect can lead to significant
underestimation of the bonding energy and interlayer
distance. Common methods to account for this effect

range from empirical corrections,101,102 to non-local
exchange correlation functionals,103,104 to full many-
body treatment of vdW interactions.105,106 Compari-
son with more accurate and computationally demand-
ing random-phase approximation (RPA) calculations
show that these non-local functionals and the many-
body treatment of vdW interactions reproduce rela-
tive trends in exfoliation energy and predict the inter-
layer interactions within 30% of the RPA.17,107,108 The
vdW interactions are of particular importance for 2D
materials, where energies are to be compared to bulk
references. If the bulk material is layered, semi-local
functionals will underestimate the binding energy. As
discussed in the previous section, layered bulk materi-
als provide an important set of candidate materials for
exfoliation of 2D materials.
Software packages. DFT methods have mostly been
developed on and for bulk 3D materials. However,
functionals show very accurate performance also in
reduced dimensions109 for many materials systems.
Similarly, most Kohn-Sham DFT software packages are
designed for 3D systems and employ periodic boundary
conditions. The standard method for calculations of
2D materials is to approximate the 2D material by
a slab embedded in a 3D simulation cell. Periodic
images of the slab must be separated by a sufficiently
large region of vacuum. Especially for layers which
lack inversion symmetry or exhibits an electric dipole
moment, this setup has to be treated with care
since periodic replicas will be present in the third
dimension which can lead to spurious interactions if the
vacuum is not sufficiently large. Widely used software
packages that can perform DFT calculations for 2D
materials include VASP,110–112 Quantum Espresso,113

ABINIT,114 and CASTEP.115

High-throughput frameworks. Bahn and Jacobsen were
among the first to realize the potential of a highly
automatic framework to systematically setup, run,
and analyze DFT calculations when they developed
the Atomic Simulation Environment (ASE).116 The
package prepares, runs, manipulates, and analyzes
results from a wide array of simulation packages.

A decade later, Python Materials Genomics
(Pymatgen) was developed.117 This tool manipulates
input and analyzes output files of various DFT
software packages and interfaces with the Materials
Project database of materials. Recently, the package
MPInterfaces has been developed to aid the study
of nanoparticles and interfaces.118 In addition, it
provides a framework for high throughput submission
and screening of simulations for DFT software
packages. These tools make the acquisition and
analysis of material data far more efficient, increasing
the speed of computational research.
Materials databases. It has become increasingly



Computational Methods for 2D Materials: Discovery, Property Characterization, and Application Design 6

common to make calculated materials data available
through online databases. Databases which host data
specifically for 2D materials include the Computational
Materials Repository,119 the Midwest Nano Infrastruc-
ture Corridor 2D Database,120 and the MaterialsWeb
database.17 In order to facilitate large scale analysis,
some of these databases provide high-throughput ap-
plication programming interfaces (APIs) to their data.
MaterialsWeb, for example, uses the Materials API de-
veloped for the Materials Project and Pymatgen. With
this API, users can systematically access the DFT data
on the Materials Project or MaterialsWeb databases
using programs written in python.

4. Thermodynamic Stability

Materials are stable when they are in thermodynamic
equilibrium. The second law of thermodynamics
commands that for a material to be in equilibrium at
constant pressure, p, and temperature, T , its Gibbs
free energy must be a minimum. The Gibbs free energy,
G(p, T ) = E + pV − TS, has three contributions: the
internal energy, E, the volume, V , and the entropy, S.
For condensed phases, the pV contribution is usually
negligible. The entropy contribution, TS, becomes
increasingly important at higher temperatures. For
solid materials, there are three main contributions to
entropy: (i) the vibrational entropy due to phonons,
(ii) the configurational entropy due to site disorder in
alloys and point defects, and (iii) the electronic entropy
due to excitations of the electrons across the Fermi
level.

DFT-based methods can calculate the various
contributions to the Gibbs free energy of a material.
DFT is a ground state method and directly computes
the internal energy, E, and the volume, V , given an
external pressure, p. The contributions to the entropy
are commonly calculated using separate methods.

(i) The vibrational entropy is determined by
integrating the phonon spectrum for crystalline
materials. The phonons can be accurately computed
with DFT using either a finite displacement method121

or using density functional perturbation theory (see
Ref. 122 for a review). As non-interacting bosonic
particles, the phonon contribution to the entropy is
then easily computed according to the Bose-Einstein
statistic. The Python code Phonopy123 assists in
setting up and analyzing these calculations.

(ii) The configurational entropy can be obtained
from Monte Carlo calculations, which require the
energy of site disorder and defect formation. DFT can
in principle provide these energies. In practice, the vast
number of possible configurations makes it unfeasible
to directly determine all the energies using DFT, and
surrogate models such as cluster expansions fit to

DFT are used instead. Several software tools, such as
ATAT124,125 and UNCLE,126 can set up and submit
the required DFT calculations, optimize the cluster
expansion, and perform the Monte Carlo simulations
to obtain the configurational entropy.

(iii) For the electronic contribution to the entropy
at low to moderate temperatures where crystalline
solids exist, it is a reasonable approximation to use
the zero temperature band structure and populate it
according to the Fermi-Dirac statistic.

The vibrational and configurational entropy
contributions of a material are bound from above
by the Dulong-Petit law at 3/2kT per atom. The
electronic entropy is negligible in semiconductors and
insulators but can be significant in metals with a high
electronic density of states at the Fermi level. Since it
is the differences in the Gibbs free energy of materials
that determines the thermodynamic stability, part of
the entropy of materials cancels. For materials with
similar Debye temperatures, site disorder, and band
gaps or electronic density of states at the Fermi level,
most of the entropy cancels and it is therefore a good
approximation to neglect the entropy contribution to
the Gibbs free energy.127,128

2D materials are not in thermodynamic equilib-
rium, and hence are inherently metastable since the
stacking of monolayers always lowers the energy due
to vdW attraction between the layers. Hence, when
a 2D material is colloquially referred to as stable, it
is understood that the monolayer is in fact thermody-
namically metastable. For the synthesis, growth, and
application of 2D materials, it is required that the 2D
materials be sufficiently stable such that any processes
that drive the transformation or decomposition of the
2D material are kinetically slow. For the computa-
tional study of the stability of 2D materials, we need
to identify suitable criteria sufficiently stability. We
will discuss the two complementary criteria of hull dis-
tance and surface energy in the following Secs. 4.1 and
4.2, respectively.

4.1. Hull Distance

Early work on 2D materials presented negative en-
thalpies of formation as an indicator of thermodynamic
stability in predicted 2D materials. However, since the
enthalpy of formation is the energy difference between
a material and its pure elemental constituents, it is a
necessary but insufficient piece of evidence for materi-
als stability. For a material to be thermodynamically
stable, it must have a negative enthalpy of formation
not only with respect to the pure constituents but rel-
ative to all possible competing phases.

Mathematically, the ground state phases for a
multi-component materials system are those that lie
on the convex hull of the Gibbs free energy as a
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Figure 2. The phase diagram for the Fe-Cl system, derived from
data at MaterialsProject.org.129–131 The most stable phases are
represented by blue circles, and the thermodynamic/convex hull
is outlined in blue. Compounds above the hull are represented
by red circles.

function of composition, sometimes also referred to
as the thermodynamic hull. Figure 2 illustrates the
convex hull for the Fe-Cl system. Any phase not on
the hull is thermodynamically unstable and can lower
its energy by decomposing into one or more phases
that do lie on the hull. Therefore, when evaluating the
stability of a 2D material, the relevant thermodynamic
measure is its distance above the convex hull of the
ground state (bulk) phases.

A review of already existing 2D materials reveals
that only those with hull distances < 200 meV/atom
were synthesized as free-standing monolayers.22,52

In light of this finding, we recommend using a
threshold of 200 meV/atom for the hull distances of
potential 2D materials as an upper bound on sufficient
thermodynamic stability for the synthesis and growth
of free-standing monolayers.

We note that the hull distance should not be
confused with the exfoliation energy, which is the
energy needed to exfoliate a monolayer from a layered
bulk material. For 2D materials that correspond to
monolayers exfoliated from a ground state layered
bulk material, the hull distance and exfoliation energy
are indeed the same. However, some layered bulk
compounds are not thermodynamic ground states and
several 2D materials lack any layered bulk structure
from which they can be exfoliated. In the former case,
the hull distance is in fact larger than the exfoliation
energy and the exfoliation energy may overestimate
the stability of the monolayer. In the latter case, no
exfoliation energy exists. For thermodynamic reasons
and consistency, we recommend the hull distance as
the criterion for thermodynamic stability, and not the
exfoliation energy nor the enthalpy of formation.

4.2. Surface Energy

The surface energy, γ, provides an alternative measure
of the thermodynamic stability of a 2D material,22

γ =
N2D

2A
∆Ef , (1)

where ∆Ef is the formation energy relative to the
bulk ground state(s), i.e. the hull distance, N2D is
the number of atoms in the cell of the 2D structure,
and A is the in-plane area of the 2D material. The
surface energy can be especially useful for evaluating
the stability of 2D materials whose structures differ
from those of their bulk counterparts. Also, in contrast
to the distance from the convex hull, the surface energy
is not as strongly affected by the number of layers
in multilayer 2D materials, whereas the distance from
the convex hull approaches that of the layered bulk
compound.22 Hence, the surface energy criteria for
the stability of 2D materials may be advantageous for
computational methods predicting novel 2D materials
as will be discussed in Sec. 5.

4.3. Difference Between Standards

We compare the two stability criteria – hull distance
and surface energy – using the MaterialsWeb database
of over 600 2D materials.17,134 Note that most of the
over 600 compounds in MaterialsWeb are exfoliated
from ground state layered materials and a few from
layered bulk materials with hull distances of up to
50 meV/atom. Hence, their exfoliation energy equals
or is very similar to their hull distance.

Figure 3 shows the histograms for the two criteria
and compares the criteria with the values for common
2D materials, h-BN, MoS2, phosphorene, and SnSe.
Although phosphorene and h-BN have significantly
different exfoliation energies, their surface energies are
very similar. SnSe, the most unstable 2D material that
has been synthesized as a freestanding layer,135 has the
highest energy in both standards.136

Figure 4 compares the two criteria across the over
600 2D materials of the MaterialsWeb database.17,134

Applying the exfoliation and surface energy of SnSe
as the threshold for defining stability, we find that
the surface energy criterion is stricter, resulting
in approximately 10% fewer structures than the
exfoliation energy threshold. However, the surface
energy threshold also captures several monolayers,
about 1%, that do not pass the exfoliation energy
cutoff. In conclusion, both criteria are empirical and
provide insight for evaluating monolayer stability.

4.4. Dynamic Stability

Metastable materials, such as 2D materials, can exhibit
another type of instability that originates from a lack
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MoS2,107 phosphorene,132 and SnSe133 respectively. The
shaded region shows the energy ranges containing monolayers
that are considered the most feasible to synthesize as free-
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of restoring forces when the structure is perturbed.
Such instabilities are reflected in the phonon spectra
of materials, where imaginary modes indicate unstable
perturbations, which can lead to reconstructive or
martensitic phase transformations. A classical example
is the low-temperature instability of the bcc phase of
Ti, which leads to martensitic phase transformations
to either an hcp or ω phase.137–139

When considering the stability of 2D materials,
it is important to include the dynamic instability to
identify possible reconstructions to lower-energy 2D
structures. Empirically, 2D materials with larger
exfoliation energy or convex hull distances are more
likely to exhibit unstable modes since the energy of the
structure is bound from below by the energy of the bulk
phase. Figure 5 illustrates a dynamic instability in one
of the polymorphs of 2D MoS2. The imaginary modes
in the higher energy 1T phase indicate a reconstruction
of the structure and the formation of a charge-density
wave at low temperatures.

DFT methods can compute the phonon spec-
trum of a material using either a finite displace-
ment method121 or density functional perturbation
theory.122 The unstable modes indicate the structural
distortions that lead to the reconstructed structure.
Creating appropriate supercells of unstable structures
and perturbing the atom positions using the eigenvec-
tors of the imaginary modes, followed by structural
relaxations, can provide candidate structures for low-
temperature reconstruction.

It is important to note that structures that
display unstable phonon modes at zero temperature,
as determined by DFT simulations, may still be
thermodynamically stable at elevated temperatures.
The calculation of the Gibbs free energy of such phases
is, however, exacerbated by the unstable phonon modes
and requires sampling methods such as thermodynamic
integration140 or self-consistent phonons.139,141

5. 2D Materials Discovery

The first step in successfully synthesizing novel
2D materials is identifying 2D structures that are



Computational Methods for 2D Materials: Discovery, Property Characterization, and Application Design 8

N
um

be
r o

f M
on

ol
ay

er
s

0

10

20

60

50

40

30

0 50 100 150 200
Exfoliation Energy (meV/atom)

(a) (b)

0

10

30

20

40

50

60

70

80

Surface Energy (meV/Å2)
0 10 20 30 40

SnSe
P
MoS2

h-BN

SnSe

P

MoS2

h-BN

Figure 3. Histograms of (a) the hull distance and (b) surface energy criteria for evaluating the thermodynamic stability of 2D
materials. The orange, green, purple, and red lines represent the energies of the monolayers h-BN,107 MoS2,107 phosphorene,132

and SnSe,133 respectively, which have all been synthesized as free-standing layers.

0 100 200 300 400 500
Exfoliation Energy (meV/atom)

0

20

40

60

80

100
SnSe
P
MoS2

h-BN

Su
rf

ac
e 

En
er

gy
 (m

eV
/Å

2 )

Figure 4. Comparison of the stability criteria for 2D materials
– exfoliation energy vs. surface energy for each of the 2D
materials in the MaterialsWeb database discovered by Ashton
et al. The orange, green, purple, and red squares represent the
experimentally synthesized free-standing monolayers h-BN,107
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that are considered the most feasible to synthesize as free-
standing monolayers.

of restoring forces when the structure is perturbed.
Such instabilities are reflected in the phonon spectra
of materials, where imaginary modes indicate unstable
perturbations, which can lead to reconstructive or
martensitic phase transformations. A classical example
is the low-temperature instability of the bcc phase of
Ti, which leads to martensitic phase transformations
to either an hcp or ω phase.137–139

When considering the stability of 2D materials,
it is important to include the dynamic instability to
identify possible reconstructions to lower-energy 2D
structures. Empirically, 2D materials with larger
exfoliation energy or convex hull distances are more
likely to exhibit unstable modes since the energy of the
structure is bound from below by the energy of the bulk
phase. Figure 5 illustrates a dynamic instability in one
of the polymorphs of 2D MoS2. The imaginary modes
in the higher energy 1T phase indicate a reconstruction
of the structure and the formation of a charge-density
wave at low temperatures.

DFT methods can compute the phonon spec-
trum of a material using either a finite displace-
ment method121 or density functional perturbation
theory.122 The unstable modes indicate the structural
distortions that lead to the reconstructed structure.
Creating appropriate supercells of unstable structures
and perturbing the atom positions using the eigenvec-
tors of the imaginary modes, followed by structural
relaxations, can provide candidate structures for low-
temperature reconstruction.

It is important to note that structures that
display unstable phonon modes at zero temperature,
as determined by DFT simulations, may still be
thermodynamically stable at elevated temperatures.
The calculation of the Gibbs free energy of such phases
is, however, exacerbated by the unstable phonon modes
and requires sampling methods such as thermodynamic
integration140 or self-consistent phonons.139,141

5. 2D Materials Discovery

The first step in successfully synthesizing novel
2D materials is identifying 2D structures that are
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thermodynamically metastable, as discussed in Sec. 4.
Several approaches to predicting 2D structures have
been reported in the literature, and they may be
broadly categorized into two classes. The first class
includes methods that rely on the structures of already
known materials, whether 2D or bulk, to identify
candidate 2D structures. Detailed descriptions of these
approaches can be found in Secs. 5.1 and 5.4.

The second class of methods are algorithms that
treat structure prediction as a global optimization
problem. These optimization algorithms do not nec-
essarily require knowledge of existing 2D or bulk crys-
tal structures, and are therefore capable of performing
unbiased searches for low-energy structures. However,
global optimization algorithms generally require hun-
dreds or thousands of objective function evaluations to
achieve convergence. If DFT is used to relax candi-
date structures and compute their total energies, the
computational cost of these structure searches can be
considerable. Two such algorithms for structure pre-
diction are described in Secs. 5.2 and 5.3.

5.1. Data Mining

Graphene was originally obtained by mechanical
exfoliation of graphite. This exfoliation is possible
because graphite is composed of several stacked
graphene layers, held together by weak vdW forces.
There are many other vdW layered solids like graphite.
As a result, efforts have been made to identify other
layered bulk materials from which single layers could
be isolated to form feasible 2D materials.

During these searches, databases of bulk crystal
structures are screened to identify materials with
layered features. To find new transition metal
dichalcognide 2D materials, Ding et al. considered
materials that are chemically similar to MoS2, which
is known to form a layered vdW structure.73 The bulk

structures of these chemically similar compounds were
identified in a database and found to display layered
features, leading to several promising candidate 2D
materials.

A more thorough search of crystal struc-
ture databases was performed later by Lebègue et
al.21 They screened the Inorganic Crystal Structure
Database (ICSD)142 for materials with vdW bonded

a) Co2NiO6 (mp-765906) b) V2O5 (mp-25643)

c) Ge2Te5As2 (mp-14791) d) Li-WCl6 (mp-570512)

c

b

c

b

c

b

c

a

Figure 6. Example of structures that the topological scaling
algorithm can find. This algorithm improves database searching
by finding structures regardless of the gap direction (a), if the
layers are intercalated (b), if the layers are very thick (c), and
molecular structures that appear layered (d). Reproduced with
permission from [17]. Copyright 2017 by American Physical
Society. https://doi.org/10.1103/PhysRevLett.118.106101

https://doi.org/10.1103/PhysRevLett.118.106101
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layers. They used the following criteria to determine
whether a material was layered: packing fraction be-
tween 0.15 and 0.5, gaps along the c lattice vector be-
tween crystallographic planes greater than 2.4 Å, and
absence of covalent bonds spanning these gaps. In ad-
dition, only structures yielding high symmetry square
or hexagonal monolayers were considered. This filter
was applied to all the structures in the ICSD to identify
92 single layer compounds.

Ashton et al. recently developed another
algorithm to identify layered structures.17 This
algorithm identifies networks of bonded atoms within
the unit cell based on overlapping atomic radii. A
2×2×2 supercell is then created, and the atoms are
again grouped into bonded networks.

By comparing the number of atoms in the bonded
network before and after forming the supercell, the
dimensionality of the network can be determined. 2D
layers display periodicity in only two dimensions, so if
the the cell is doubled in each dimension, the network
size in a layered structure will increase by a factor of 4,
while in a conventional bulk structure it will increase
by a factor of 8.

This algorithm correctly identifies several unusual
layered materials, shown in Figure 6, such as layered
crystals in which the gap between adjacent layers
is undulated instead of planar. In addition, this
algorithm does not rely on a particular crystallographic
representation of layered structures (e.g., layers
oriented normal to the c lattice vector) to be successful,
can identify very thick layers, and discerns between
2D layered materials and those composed of 1D chains
or 0D molecules. Over 800 layered materials with
reasonable thermodynamic stability were identified
by applying this algorithm to the structures in the
Materials Project database. Monolayers from these
materials can be found in the 2D materials database
at materialsweb.org.

5.2. Genetic Algorithms

In recent years, genetic algorithms have proven to be
a useful approach to solving the global optimization

Figure 7. Illustration of the mating operator.22 Sections
are sliced from each parent structure, shown on the left,
and combined to form an offspring structure. Supercells are
shown for clarity. Reprinted figure with permission from [22].
Copyright 2016 by the American Physical Society. https:

//doi.org/10.1103/PhysRevB.93.054117

problem. Genetic algorithms are inspired by the idea
of biological evolution, as they evolve a population of
candidate solutions over time. In the course of the
algorithm, each structure is assigned a fitness. This is
a measure of how low a structure’s formation energy
is relative to the other structures in the population.
Structures with higher fitnesses are preferentially
selected to create offspring, who are then evaluated
and added to the population.

Offspring structures are primarily generated with
a mating operator, which essentially slices a chunk
from each of two parent structures and combines them
together to form an offspring structure, as illustrated in
Figure 7. The mating operator is successful because it
passes local structural traits from parents to offspring,
and formation energy is largely a function of local
structure. Over time, this causes structural traits
correlated with low formation energy to propagate in
the population, and traits causing high energy to die
out.

At least two modifications are usually required
in order to apply genetic algorithms to search for
2D structures. The first involves constraining the
search to the 2D regime, which is usually accomplished
by enforcing a constraint on the thickness of the
2D structures considered by the algorithm. The
second modification is needed because most codes
for computing a structure’s total energy assume
periodicity in all three dimensions. Therefore, vertical
vacuum padding must be added to 2D structures
before their energies are computed to prevent them
from interacting with their periodic images. It should
be noted that the first modification can prevent the
discovery of some monolayers if the thickness of that
monolayer is greater than the imposed restriction.

Unlike some other methods for crystal structure
prediction, genetic algorithms are not necessarily
limited to searching spaces of fixed dimensionality.
This is important because the number of atoms in the
lowest energy structure is not usually known a priori,
and even the compositions of the thermodynamic
ground states cannot necessarily be assumed.

The key to a successful genetic algorithm
optimization is maintaining diversity in the population.
Deep local minima in the energy landscape have the
chance to trap the algorithm and imply the global
minimum has been reached. Thus, most algorithms
have ways to perturb a population so that local minima
can be escaped. These methods include swapping
positions of atoms in unit cells, increasing/decreasing
the lattice vector magnitudes, translating atoms in the
unit cell, and adding randomly generated structures to
the population.

Several authors have applied genetic algorithms
to search for 2D structures of boron,143–146 carbon,147

https://doi.org/10.1103/PhysRevB.93.054117
https://doi.org/10.1103/PhysRevB.93.054117
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CnO compounds,148 InP and the C-Si and Sn-S 2D
phase diagrams, 22 and group IV dioxides.72 Publicly
available codes that implement genetic algorithms for
2D crystal structure prediction include USPEX,149

EVO,143 and GASP.150 A more in depth review of
the genetic algorithm method has been conducted by
Revard et al.151

5.3. Particle Swarm Optimization

Particle swarm optimization (PSO) is another heuristic
approach that has been successfully applied to predict
2D crystal structures. The algorithm starts with
a group (swarm) of randomly generated structures
(particles) and then moves the particles in the swarm
through the solution space. Specifically, a particle
is shifted by a vector that is the weighted sum of
three components: the particle’s previous shift, the
difference between the particle’s current position and
the best position previously seen by the particle, and
the difference between the particle’s current position
and best position seen by the entire swarm of particles,
where the weights on the latter two terms are drawn
from a uniform distribution. Once a structure has
been shifted, its energy is recomputed. In this way,
the swarm of particles gradually converges toward the
global minimum of the potential energy surface.

A PSO algorithm for 3D crystal structure
prediction152 was initially modified to search for
completely planar structures.153 The algorithm was
later modified further to search for 2D structures
with non-zero thicknesses.154,155 Note that the
modifications needed to enable 2D structure searches
are essentially the same as those made to genetic
algorithms: a constraint on the thickness of the
2D structures and the addition of vertical vacuum
padding.

The modified PSO algorithm has been applied
to several 2D systems containing boron and car-
bon.148,153,156–159 However, most the these searches
were restricted to completely planar structures, and
the formation energies of the predicted 2D materials
relative to the competing bulk phase(s) were not re-
ported. As a result, one should determine their hull
distance or surface energy before pursuing further re-
search on these materials.

5.4. Chemical Substitution

Chemical substitution is perhaps the most straightfor-
ward way to find novel 2D materials. The method en-
tails taking known 2D structures, discovered from the
previously described methods, and substituting differ-
ent species at the atomic sites. This approach is sim-
ple and computationally inexpensive, making it a good
first step to identify promising structures in a 2D sys-

tem. It should be noted that chemical substitution
does not usually lead to new structures (unless signif-
icant changes occur during structural relaxation), but
rather to new site decorations of known lattices. As the
collection of known 2D structures grows, this method
becomes increasingly useful.

There are several methods to increase the accuracy
of chemical substitution searches. First, one can use
chemical intuition in order to decide what structures
and elements to use in the substitution. If the elements
substituted into a structure are likely to exist in
uncommon oxidation states, they can often be screened
out. Second, one can increase the number of structures
used in the substitution for a given set of elements.
Using 2D material databases, one can obtain a list of
of structural templates based on known structures for a
given ratio of elements. This allows for more certainty
that the lowest energy structure has been discovered.
Third, one can simulate supercells of a given structure
rather than a single unit cell. While this increases
the computational cost, using supercells enables the
study of structural distortions and different magnetic
configurations, which are not accessible with a single
unit cell and may lower the system’s energy.

Ciraci et al. and Şahin et al. used this
method to discover group IV and group III-V binary
monolayers.9,160 2D transition metal dichalcogenides
and dioxides with the 1T and 2H structures have also
been identified with chemical substitution,161 as well
as group III-V single layer materials with a tetragonal
structure.35

5.5. Etching

Bulk materials databases can also be screened for
materials that can be chemically etched to form
2D materials. This can be done by looking for

C

Al

V

Figure 8. The V2AlC MAX phase. The Al atoms can be etched
away with an appropriate acid, leaving behind V2C monolayers.
The surfaces of these monolayers can then be passivated to
obtain stable 2D materials. Reprinted figure with permission
from [162]. Copyright 2016 by the American Physical Society.
https://doi.org/10.1103/PhysRevB.94.054116

https://doi.org/10.1103/PhysRevB.94.054116
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bulk structures with repeating layers composed of
galvanically active elements (e.g. Al) that can be
dissolved by an acid. The details of a typical etching
reaction are discussed in greater detail in Sec. 12, but
one can approach discovering these precursors from
a computational perspective. By taking a known
precursor phase and replacing some of its elements,
one can sometimes discover novel bulk phases with
the potential to yield novel 2D materials after selected
layers of the crystal are dissolved.

One example of such a precursor phase is the MAX
phase structure, shown in Figure 8. HF can be used
to selectively etch layers from these materials, leaving
behind transition metal carbide/nitride monolayers
known as MXenes. The majority of successful etchings
have had Al as the dissolved layer.47,162–168 The
newly exposed transition metal surfaces can then be
passivated with anions such as oxygen.13

Obtaining insight into an etching process from a
computational framework is challenging, and requires
an accurate understanding of the relevant competing
phases for the original bulk material, as well as for the
desired 2D material, as a function of pH and choice
of acid. A possible route to obtain this information is
briefly described in the next section.

6. Environmental Interactions

6.1. Stability in Water

A 2D material’s stability in an aqueous environment
is quite different from its dry stability. The most
straightforward reaction pathway for a 2D material to
decompose in water generally involves the formation
of ions and molecules in solution that would not form
in air. Consequently, understanding a 2D material’s
stability in water requires considering these ions and
molecules as competing phases when constructing its
aqueous phase diagram.

To construct these phase diagrams computation-
ally, it is expedient to use experimentally obtained for-
mation energies of solvated ions and molecules that are
difficult to calculate accurately in DFT. These exper-
imental formation energies can be used in the same
framework as the DFT-calculated formation energy of
a 2D material after they are shifted based on the dif-
ference in experimental and DFT formation energies of
a known reference material.169

The free energy of each species in an aqueous
environment is a function of concentration, pH, and
applied potential in the solution, according to

Gi(ci, pH, φ) = G0
i + 0.0591 log ci − nOµH2O +

+ pH(nH − 2nO) +

+ φ(−nH + 2nO + qi) (2)
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Figure 9. Pourbaix diagram for 2D SnO2. The region between
the dashed red lines represent the range of stability for H2O. The
light blue region is the range of pH and applied voltage in which
SnO2 is most stable. Derived from materialsweb.org.17

where ci is the concentration, nO and nH are the
respective numbers of oxygen and hydrogen atoms in
the species, µH2O is set to the formation energy of
water of −2.46 eV, φ is the electric potential, and qi is
the species’ charge. The variable nature of Gi enables
the construction of Pourbaix diagrams, which plot a
material system’s stable phases as a function of pH and
voltage. Therefore, these diagrams show what values
of pH and voltage (if any) one can expect a given 2D
material to remain stable and not dissolve.

As an example, the Pourbaix diagram generated
for 2D SnO2, where all ionic concentrations are set to
10−3 M, is provided in Figure 9. SnO2 has a large
region of stability, indicating this material is likely to
remain undissolved in water under normal conditions.

6.2. Sensitivity of Properties to Gaseous Molecules

2D materials, when used in applications, are not
isolated in vacuum. Thus, finding the impact of
gaseous molecules on 2D materials is an ongoing area
of research. The majority of research has been on
graphene and TMDCs, especially MoS2, and so the
following section focuses on these classes of monolayers.

Determining adsorption energies of molecules on
2D materials is not unlike the process for bulk
material surfaces, and requires the careful selection
of adsorption sites and orientations of the gaseous
molecules.

One also needs to decide what environment to
calculate the adsorption energy in. Adsorption in
vacuum is often a sensible choice and is the default
in most DFT codes. To investigate adsorption in
an aqueous environment, it is necessary to include
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a solvent either implicitly170 or explicitly by adding
the solvent molecules in the DFT calculation. If the
adsorbate is charged, such as OH− or H+, then explicit
solvation is required.

6.2.1. Graphene The primary motive for inves-
tigating interaction between graphene and gaseous
molecules has been for sensor detection. This de-
tection usually relies on measuring any changes to
graphene’s conductivity upon the introduction of ad-
sorbates.171–174

There are three primary sites of adsorption, as
shown in Figure 10: on top of a carbon atom (T),
between two carbon atoms (B), or in the center of
the hexagon ring (C). For atoms and simple molecules,
there are only a few possible orientations relative to the
surface.175 Additional orientations must be considered
for more complex molecules.

Leenaerts et al. used DFT to investigate the
interaction between pristine graphene and 5 gaseous
molecules: H2O, NH3, CO, NO2, and NO.171 The
adsorption energy, distance from the graphene surface,
orientation, and charge transfer was calculated for each
molecule. They found that H2O and NO2 act as p-
type dopants, with NO2 showing the greatest charge
transfer from the surface. NH3, CO, and NO act as
n-type dopants.

Zhang et al. investigated graphene for sensing
many of the above molecules.176 They computed the
adsorption energy and charge transfer of each molecule
on graphene doped with P, B and N, and on graphene
containing vacancies. They found that graphene with
vacancies had the greatest adsorption energy for all
molecules except NH3, which bound tightest to B-
doped graphene.

NH3 and NO2 have been found to remain as n-
type and p-type dopants, respectively, regardless of the
condition of the graphene sheet. CO is shown to have
very little interaction with doped graphene, but acts

Figure 10. The adsorption sites of gases on graphene. The
three potential sites of adsorption on graphene are above a
carbon (T), between two carbons (B), and in the center of
a carbon ring (C). Reproduced from [171]. Copyright 2008
by the American Physical Society. https://doi.org/10.1103/

PhysRevB.77.125416

as an n-type dopant on graphene with vacancies. NO
acts as a slight to moderate n-type dopant for doped
graphene, matching its behavior in pristine graphene,
but behaves as a significant p-type dopant on graphene
with vacancies.176

6.2.2. Transition Metal Dichalcogenides The major-
ity of research into how gaseous molecules affect the
properties of transition metal dichalcogenides has been
in the context of photo-luminescent devices. In a recent
paper by Liu et al., the impact of oxygen on MoX2 and
WX2 monolayers was simulated using DFT.177 They
found that pristine monolayers were unaffected by the
presence of oxygen. However, oxygen molecules have
significant interaction with single chacolgenide vacancy
defects, which is a very common defect in MoS2 mono-
layers.178–180

Their results show that for MoX2 and WX2

(X=S, Se), O2 molecules adsorb onto vacancy sites,
flattening the highest valence band and increasing the
effective mass of the holes compared to the pristine
monolayers.177 In MoTe2 and WTe2, O2 was found to
dissociate across the monolayer with one oxygen filling
the vacancy and another bonding with a chalcogen
atom. The resulting band structure shows that the
electronic properties of these two monolayers is largely
unaffected by oxidation, making them ideal for device
fabrication. The band structures of MoS2 under all
these scenarios are illustrated in Figure11.

Oxygen can also dissociate across the other
TMDCs, resulting in only slightly influenced electronic
properties. However, thermal annealing is required to
overcome the energetic barrier in most cases.177 In
both adsorbed and dissociated cases, the defect state
introduced by the chacolgen vacancy disappears.

Tongay et al. found that nitrogen gas impacted
the band structure of MoS2 during photoluminescence
experiments and investigated further using DFT
simulations.181 They found that, similar to Liu et
al., N2 physisorbs only onto defect sites in MoS2 at
sulfur vacancies and di-vacancies, and that the defect
states introduced by the vacancies disappeared when
the N2 interacts with the defects. In addition, the
defect sites screened excitons when in vacuum, but
after introducing N2 to the system the free and bound
neutral excitons were stabilized and contributed to the
photoluminescence spectrum.

Interaction between monolayers and H2O has
been considered in Sec. 6.1. However, the context
of that interaction is in regard to electrochemistry.
Molecules of H2O are present in air, and thus
should be considered when determining monolayer
behavior. As has been the trend so far, the molecule
is found to interact strongly with sulfur defects in
MoS2.180 The charge transfer from the monolayer to

https://doi.org/10.1103/PhysRevB.77.125416
https://doi.org/10.1103/PhysRevB.77.125416
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Figure 11. The band structure of MoS2 under varying
conditions. (a) represents the band structure of pristine MoS2.
(b) is the band structure when a S vacancy is present. (c) is
the band structure when an O2 molecule is adsorbed to the
defect. (d) is when the O2 is separated into 2 oxygen atoms
that adsorb to the monolayer surface. The defect states that
decrease the band gap in (b) are disappear when O2 adsorbs.
Adapted from [177] with permission from The Royal Society of
Chemistry. https://doi.org/10.1039/C4RA17320A

the molecule increases by a factor of 5 when comparing
the adsorption to a pristine monolayer and a sulfur
vacancy. The exact impact on the band structure was
not explored, but it was found to improve the photo-
luminescent intensity of MoS2 by a factor of 10.

7. Electronic Properties

7.1. Band Structure

In a semi-infinite system where atoms are isolated
from each other, all electrons have the same atomic
energies. As the interaction among atoms increases
and the atomic orbitals overlap, the energy levels
hybridize and form continuous bands. However, the
dimension of the material has an impact on the energy
levels. When confining the system in any given
direction, band energies are generally separated by
quantized energy separations in a phenomenon known
as quantum confinement. As a result, band gaps can
appear in 2D materials derived from bulk metals, and
band gaps can increase in 2D materials derived from
bulk semiconductors or insulators.

These bands can be calculated using ab initio
methods. The three most common methods are DFT
with PBE functionals,84 HSE hybrid functionals88 as
introduced in Sec. 3, and the GW approximation. A
comparison of the band gaps and edges calculated with
these methods can be seen in Figure 12 for SnS2.

As discussed in Sec. 3, semi-local DFT functionals
typically underestimate the band gap. Consequently,
of the above methods, PBE yields the least accurate
band gaps with an, on average, 50% underestimation
as compare to experiment.182,183

The HSE06 hybrid functional offers significant
improvement compared to PBE. HSE06 includes a

percentage of the short-range Hartree-Fock nonlocal
exchange energy of Kohn-Sham orbitals and potential
energy of exchange-correlation, while long range
Hartree-Fock exchange energy is derived from the
exchange-hole formalism of PBE. HSE06 functional
still, on average, underestimates bandgap energy, but
is significantly closer than the PBE functional.

The GW methods predicts a band gap very close
to experiment. In this method, starting from a
converged Kohn-Sham DFT band structure, the RPA
screened Coulomb interaction W is used to construct
the exchange self-energy diagram G·W, giving rise to
a dynamical potential for the single electron Green’s
function G. The method approximates the Hedin
equations by replacing the interacting electron vertex
with the bare one and, in some flavors, omitting self-
consistence.

There are three flavors to computer implementa-
tion of GW method: G0W0, GW0 and pure GW.96

The G0W0 approach holds the Green’s function G
and screened Coulomb’s potential fixed across itera-
tions, leading to a non-self-consistent solution. On the
other hand, GW0 iterates over G while it keeps W con-
stant, which gives the partially self-consistent solution
that matches the experimental data the best. Pure
GW method iterates over both G and W, which yields
completely self-consistent solutions. This method gives
similar results to GW0, but is significantly more com-
putationally expensive.

The effective mass of electrons can be approxi-
mated in the same way as in a bulk geometry. In the
general case, the electron accelerate according to the
mass tensor

M∗i,j0 = h̄2(d2E/dkidkj)
−1, (3)

while in some cases where the band structure
is isotropic, the above simplifies to the relation
m∗0 = h̄2/(d2E/dk2). Knowing the effective mass
of an electron and hole in a 2D material is useful
for numerous applications, especially when building
electronic devices. Having a lower effective mass
allows for faster electron transport, and thus improved
functionality from the device. The accuracy of the
effective mass is dependent on the accuracy of the
methods used to calculate the bands. For example,
GW is able to include dynamic Coulomb interaction
effects not captured in PBE or HSE functionals,
potentially changing the curvature of the bands.

7.2. Optical Absorption and Excitations

7.2.1. Fundamentals of Light Absorption Light ab-
sorption and emission by a material requires conser-
vation of energy, momentum, angular momentum, and
spin. In the optical range of the spectrum, transitions

https://doi.org/10.1039/C4RA17320A
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Figure 12. The calculated band edges of SnS2 using PBE,
HSE, and GW methods. The more accurate the method
the larger the predicted band gap. The HSE band gap is
60% larger than the PBE, while the G0W0 band gap is 14%
larger than the HSE. Reproduced from [184]. Copyright 2013
by the American Physical Society. https://doi.org/10.1103/

PhysRevB.88.115314

must conserve energy in the eV range, i.e. typical op-
tical transitions involve electronic excitations between
filled and empty states. Since the photons carry very
little momentum, the change in momentum of the elec-
tron is negligible unless phonons are involved in the
transition. This means optical transitions occur verti-
cally between occupied and empty states in the band
structure, else they require the emission or absorption
of a phonon. During an optical transition, the electron
spin must be preserved when spin-orbit interactions are
negligible. The magnetic quantum number must either
remain the same or change by one, and the angular mo-
mentum quantum number must change by one. With
these rules, which optical transitions are allowed can
be calculated and be used to characterize the optical
properties in materials.185

Following the excitation of an electron from a
filled valence band state into an empty conduction
band state by absorption of a photon, the electron
will eventually relax to lower energy states. This
relaxation can occur in two ways: radiatively or non-
radiatively. The former results in light emittance and
is often independent of phonons. The latter requires
phonon emission to dissipate the energy and change
the momentum. Radiative processes can also involve
phonons, though the rate of these processes is typically
smaller than for direct transitions.

When an electron is optically excited across the
band gap of a material, the resulting hole state in
the conduction band interacts with the electron in
the valence band state. The bound state between the
electron and hole is called an exciton. These excitons
can either be localized at crystallographic sites, so-
called Frenkel excitons,186 or freely move through
the material as so-called Wannier-Mott excitons.187

Furthermore, excitons can exhibit a net positive or
negative charge, which occurs when an additional
hole or electron, respectively, binds with the original
electron-hole pair to form a trion.188,189
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Figure 13. Calculation of the exciton binding energy in 2D
SnS2 using the Bethe-Salpeter equation (BSE). The inset shows
a close-up of the imaginary part of the permittivity, ε2 with three
exciton peaks. To compensate for the bandgap underestimation
using the PBE functional in the RPA calculation, the spectra
are shifted by 1.0 eV, which is the difference between the HSE06
and PBE bandgaps. Reprinted with permission from Ref. [184].
Copyright (2013) by the American Physical Society.

Since the Kohn-Sham equations of DFT map the
electronic system onto a system of non-interacting elec-
trons, other computational methods and corrections
are necessary to accurately calculate the properties of
excitons, which are inherently interacting two-particle
excitations. Thus, GW methods and Bethe-Salpeter
equation (BSE) calculations are often used to deter-
mine optical absorption and emission properties and
exciton binding energies. As an example, Fig. 13 shows
that the binding energy for the exciton in 2D SnS2 cal-
culated with the BSE is 0.4 eV.184

The computational expense of the BSE makes
routine calculations of the exciton binding energy
difficult. To estimate the exciton binding energy,
the Mott-Wannier model190 can be applied to 2D
materials.184,191 This model approximates the
exciton binding energy as the binding energy between
an electron and a hole embedded in a dielectric
continuum. In two dimensions, the first excitonic
binding energy is

E0 = 4
mr

m0

R∞
ε22D

, (4)

where mr is the reduced effective electron mass,
m0, the rest mass of the electron, ε2D the effective
permittivity, and R∞ the Rydberg constant.190 For
2D systems, care must be taken in the calculation
of the permittivity tensor to account for the size
of the simulation cell, i.e. the thickness of the
vacuum layer.184 The contribution of the vacuum
to the computed permittivity tensor elements can be
corrected using the linear law, εcalc = fε2D + (1f)εvac,
where f is the volume fraction of the 2D structures
in the simulation cell, εvac = 1 is the permittivity

https://doi.org/10.1103/PhysRevB.88.115314
https://doi.org/10.1103/PhysRevB.88.115314
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of vacuum, and ε2D is the permittivity of the 2D
material.184

For SnS2, the exciton binding energy predicted
from the Mott-Wannier model is identical to the
binding energy calculated by solving the BSE. While
such perfect agreement is probably fortuitous, it
nevertheless indicates that the simple approximation
can provide insight into the excitonic properties of 2D
materials.72

7.2.2. Photonic Devices Graphene absorbs 2.3% of
visible light,193 which is surprisingly high considering
its only one atom thick. TMDCs have shown
even higher amounts of absorption, ranging from 5-
10% depending on the wavelength.194 Combined
with the flexibility of 2D materials, this has led to
investigations into their potential in photovoltaic195,196

and luminescent devices.181,192,197 These behaviors
are intrinsically linked due to the above transition rules
dictating both processes. At present, these materials
do not outperform those in commercially available
devices.

It has been found that excitons dictate the
optical emission spectra of 2D materials. For
photoluminescence (PL) based electronics using 2D
materials, both WS2

192 and MoS2
181 have had their

photo-luminescent spectra measured before and after
the introduction of point defects. Prior to defect
introduction, the spectra are largely dominated by a
peak corresponding to a negative trion in MoS2 and
a mixture of trion and neutral exciton contributions

Figure 14. The spectral contribution of excitons to the emission
spectra of monolayer WS2 as plasma time, the source of defect
generation in the monolayer, increases. As plasma time increases
and more defects are present, the contributions by the negative
trion contribution (XT ) decreases, by the neutral exciton (X0)
fluctuates somewhat, and by the defect bound excitons (XD)
increases significantly. Adapted with permission from [192].
Copyright 2015 American Chemical Society. https://doi.org/

10.1021/nn5073495

in WS2. As point defects are introduced to the
monolayers, a lower energy peak associated with defect
bound excitons arises. A higher energy peak associated
with neutral excitons appears to envelop the trion
peak, and the overall PL increased as more defects were
introduced. In WS2, the trion contribution is found to
disappear almost entirely. The spectral contribution
of each exciton after different plasma times, i.e. with
increasing defect density, can be seen in Figure 14.

Electroluminescence (EL) is also feasible through
heterostructure design. Withers et al. devel-
oped graphene|h-BN|MS2|h-BN|graphene (M=Mo,W)
heterostructures which displayed EL spectra nearly
matching the PL spectra of the isolated monolayers.197

These devices operate by electrons and holes tunneling
from the metallic leads (graphene) through a thin tun-
neling junction (h-BN) into a semiconductor with a
band gap in the visible range (MS2). Like in the PL
device, it is found that the trion and bound neutral
defects dominated the emission spectra of the device.

In summary, excitons are crucial to the optical
behavior of 2D materials. However, accurately
predicting how monolayers will respond to optical
excitation is difficult at this time due to the
computational costs. Simulating excitons and point
defects both have increased computational expenses,
which is compounded when both are simulated at
once. These calculations are within the realm of
possibility on an individual basis, but high throughput
simulations of this nature are difficult at this time.

7.3. Work Function/Ionization Potential

The work function of a solid is the energy it takes to
move a single electron from the surface to a point far
outside the solid. “Far” means here that the distance
is large enough to suppress the local interaction with
the surface but small enough to feel the macroscopic
electro-magnetic fields of the solid. This definition is
to make the work function a property of the surface
only.198 For 2D materials, the work function can be
easily calculated. After converging the size of the
vacuum, the local potential will reach a maximum in-
between periodic replica which represents the vacuum
according to the above definition. One can then find
the difference between the Fermi level and the vacuum
level to resolve the work function of the material.

7.4. Photocatalysis

One of the applications where two-dimensional mate-
rials have demonstrated the potential to outperform
bulk materials is that of photocatalytic water splitting
to derive hydrogen as a fuel.52 Solar energy fuel gener-
ation provides a route to clean, environment friendly,
and renewable energy production, but its practical ap-

https://doi.org/10.1021/nn5073495
https://doi.org/10.1021/nn5073495
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Figure 15. Schematic mechanism of photocatalytic water
splitting. The minimum criteria for potential photocatalysts
to show activity towards water splitting are (a) presence of a
band gap larger than free energy of water splitting, 1.23 eV, (b)
stability in water, and (c) the band edges of the photocatalyst
should straddle the redox potentials of hydrogen and oxygen
evolution. Adapted with permission from [52]. Copyright 2015
American Chemical Society.

plication has been largely limited by poor efficiency of
solar energy conversion.199,200 2D materials present
two intrinsic advantages in comparison to other nanos-
tructures and bulk materials which enhance their pho-
tocatalytic efficiency. First, they exhibit high specific
surface area for the redox reactions. Second, the pho-
togenerated electrons and holes migrate to the surface
more quickly due to the reduced dimensionality in the
third direction, potentially reducing electron-hole re-
combination, thus increasing efficiency. In addition,
2D materials represent a large exploratory space of ma-
terials with tunable electronic, mechanical, and optical
properties.17,37

There have been several experimental validations
of enhancement in photocatalytic water splitting
efficiency with the reduction in dimensionality in the
vertical direction. For instance, freestanding single-
layer SnS2 is observed to provide high photocurrent
density of 2.75 mA/cm2 , over 70 times higher than
that of bulk SnS2. In addition, it has an incident
photon to converted electron ratio (IPCE) of 38.7%
at an irradiation wavelength of 420 nm, in contrast to
only 2.33% for bulk SnS2.201

In another example, ZnSe with four atomic layers
exhibits a photocurrent density of 2.14 mA/cm2, about
200 times higher than the value for bulk ZnSe and
an IPCE of 42.5% compared to 0.25% of the bulk
counterpart.202 Similar photocatalytic enhancements
through the reduction of the dimensionality have been
observed for other single and few-layer 2D materials
such as SnO, SnS, SnSe, CdS, and WS2.201–206

Theoretical investigations have been successful
in identifying several potential photocatalysts by
searching for 2D materials which have properties

Table 1. First-principles simulations have been used to predict
several 2D photocatalysts.

2D Material Ref.

CrS2 36
HfS2 207
(N2H4)2Mn3Sb4S8(µ3-OH)2 208
MS2 (M = Mo, W, Pt) and PtSe2 209
MX (M = Ga, In; X = S, Se, Te) 210
MX (M = Ge, Sn, Pb; X = O, S, Se, Te) 136,211
CdX (X = S, Se, Te) 212
TcX2 (X = S, Se) 213
MPX3 (M = Zn, Mg, Ag0.5Sc0.5, Ag0.5In0.5; 214

X = S, Se)
MPSe3 (M = Fe, Mn) 215
AlSiTe3, InSiTe3, Al2Te3, B2S3, As2X3 19

(X = S, Se, Te)
β-MNX (M = Zr, Hf; X = Cl, Br) 216
α-MNX (M = Zr, Hf; X = Cl, Br, I) 216
TiNM (M = Cl, Br) 217
BiOX (X = Cl, Br, I) 218,219
Zr2Co2, Hf2Co2 220

suitable for photocataytic water splitting. More
than 50 2D materials have been predicted to show
photocatalytic activity for water splitting, Table 1.
The intrinsic properties which are desirable in a
potential photocatalyst include, but are not limited to,
a) high thermodynamic stability, b) a band gap larger
than the free energy of water splitting, c) large visible
light absorbance efficiency, d) suitable band edge
alignment with respect to redox potentials of hydrogen
and oxygen evolution reactions, and e) stability in
water;52,221 see Figure 15. In addition, application of
strain, chemical bias, and doping have been shown to
enable the engineering of key photocatalyst properties
such as band edge locations, band gap sizes, and optical
spectra.

While several studies have explored the use of
2D materials as catalysts for hydrogen production,
similar investigations focused on reduction of CO2 for
fuel generation have been limited. Recently, Liang
et al. have shown that single unit-cell Bi2WO6

layers can reduce CO2 to produce 75 µmolg−1h−1

of methanol, which is 125 times higher than that
of bulk Bi2WO6. Apart from identifying potential
photocatalysts, challenges in the generation of carbon-
based fuels include the mitigation of low efficiencies
due to loss of excitons to hydrogen generation and low
product selectivity due to comparable redox potentials
of the closely competing final reduction products.

7.5. Magnetic Insulators

As outlined in Sec. 8, some 2D materials display a net
magnetic moment. When such monolayers also have a
band gap, the band structure differs from non-magnetic
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insulators. The magnetism results in two sets of bands
in the monolayer’s electronic structure: one for up spin
electrons, and one for down spin electrons. As stated in
Sec. 7.2, electron spin must be preserved as an electron
transitions from one band to another. This results in
one band gap for up spin electrons, and different gap
for down spin electrons.

One can use such materials in spintronic applica-
tions. Since there are two different band gaps, electrons
in one spin channel often have a higher chance of excit-
ing across the gap than electrons of the opposite spin.
As a result, it is theoretically possible to build a tran-
sistor that improves its on/off current ratio by using a
magnetic insulator. Combined with the small size of
monolayers, this technology has the potential to signif-
icantly increase the performance of electronic devices
and such materials are of great interest to spintronic
research.

7.6. Half-Metals

Naturally, magnetism can also affect the bands in 2D
metals. A standard ferromagnetic 2D material is one
in which the two spin channels are metallic but not
energetically degenerate. In some cases, however, one
spin develops a band gap while the other remains
metallic. Such materials are called half-metals, and
an example of such a band structure is shown in
Figure 16. The band structure shown in Figure 16
was calculated with the PBE functional, however,
it has been demonstrated that HSE or other more
accurate functionals are required to adequately assert
the presence of a half-metallic band structure.222

Half-metallic behavior has recently been discov-
ered in pristine 2D FeCl2, FeBr2, and FeI2, all in the 1T
structure.222,223 It is understood that the half-metallic
behavior in these materials strictly depends on their re-
duced dimensionality, since their multilayer forms have
an interlayer antiferromagnetic (AFM) order.224 Their
half-metallic nature makes these materials very promis-
ing for spintronic applications. Designing a magnetic
tunnel junction with half-metallic leads, in principle,
enables the use of 100% spin-polarized currents, and in
turn creates a very high ratio between the junction’s
on and off states.

8. Intrinsic Magnetism

8.1. Computational Treatment of Magnetism

Spin-polarized DFT can be employed to compute
various magnetic properties of a 2D magnetic material.
An initial guess at each atom’s magnetic moment is
required, and can typically be estimated using Hund’s
rule. During a self-consistent DFT calculation, the

magnetic moment on each atom is optimized as the
wavefunctions are determined.

For a ferromagnetic (FM) 2D material, a single
unit cell is sufficient to describe the magnetic config-
uration. In contrast, calculations of antiferromagnetic
(AFM) materials often require supercells. This is to
allow for various distributions of up and down spins
across the material. For example, Sivadas et al. con-
sidered three types of AFM structures in 2D CrSiTe3:
Néel, zigzag, and striped.225 This is an example of
how a complete assessment of antiferromagnetism in
a material is more complicated and computationally
expensive than that of ferromagnetism.

Having obtained the ground state magnetic struc-
ture, it is worthwhile understanding the underlying
mechanism that causes the magnetic ordering. De-
pending on whether the system is metallic or semicon-
ducting, the Stoner and Heisenberg exchange models
are respectively useful for understanding the exchange
interactions.

The magnetocrystalline anisotropy energy (MAE)
is an important parameter that should be calculated.
This is because a significant MAE is required for a
2D system to exhibit a long-range order, which is
deemed impossible according to Mermin and Wagner.2

That said, there exist two notable exceptions to the
applicability of the Mermin-Wagner theorem: the Ising
and the Berezinsky-Kosterlitz-Thouless systems,226

both of which exhibit sizable MAEs. The MAE can be
calculated by the torque method227 via non-collinear
calculations including spin-orbit coupling. In these
calculations, the spin directions are fixed while the
magnetic moments are optimized. This allows one
to plot the energetic stability of the material as the
magnetic moment points in various directions, and
thus find which direction is the ground state. If the
magnetic moment is equally stable in every direction
in the plane of the monolayer, it is considered an “easy
plane”. If the most stable position is perpendicular to
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Figure 16. The PBE band structure and density of states of
the FeCl2 half metal. The solid blue lines represent the majority
spin component and the dashed red lines the minory one. The
minority spin electron bands cross the Fermi level and thus
behave metallically, whereas the majority spin electrons exhibit
a band gap. Reproduced with permission from [17]. Copyright
(2017) by the American Physical Society.
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the plane, it is considered an “easy axis” monolayer.

8.2. Ferromagnetism, Anti-ferromagnetism,
Ferrimagnetism

Existence of magnetic order offers an additional degree
of freedom for controlling electrical properties of 2D
materials. As such, magnetic 2D materials hold
great promise for applications in novel electronic
devices. Recently, a number of 2D materials have
been predicted via DFT calculations to exhibit
ferromagnetic and antiferromagnetic order. These 2D
materials are often binary compounds consisting of
transition-metal and chalcogen elements such as VS2,
MnS2, MnSe2, and FeS2.228–230 Ternary compounds
form a separate group of magnetic 2D materials with
a general chemical formula of ABX3 (A=V, Cr, Mn,
Fe, Co, Ni, Cu, Zn, B=P, Si, Ge, Sn, and X=S, Se,
Te).231–234 It is worth emphasizing that most of the
above mentioned 2D materials possess an interesting
combination of magnetic order and semiconducting
properties. The critical temperature (Curie or Néel)
of the predicted magnetic 2D materials can range from
a low temperature (e.g. 90 K for 2D CrSiTe3

233) to
several hundred Kelvin (e.g. 675 K for 2D CrN235),
computed based on Monte Carlo simulations.

The interest in magnetic 2D materials is not only
reflected by emerging theoretical studies. Experimen-
tal groups have also provided evidence of magnetic
order in 2D materials. For example, Gong et al.
confirmed the intrinsic long-range ferromagnetic order
in 2D CrGeTe3 via scanning magneto-optic Kerr mi-
croscopy.236 Another recent experiment performed on
monolayer chromium triiodide CrI3 reported intriguing
magnetic properties that are strongly dependent on the
number of monolayers.237

8.3. Anisotropic Magnetism

In addition to magnetic order, magnetocrystalline
anisotropy (mainly due to spin-orbit coupling) is an-
other critical property that could widen the applica-
tions of magnetic 2D materials. Here, DFT simulations
play similarly important roles in computationally iden-
tifying potential magnetic 2D materials with strong
magnetocrystalline anisotropy. For instance, Zhuang et
al. have shown that single-layer FeGeTe3 exhibits a sig-
nificant magnetocrystalline anisotropy energy (MAE,
see Fig. 17), which make this single-layer material po-
tentially useful for magnetic recording applications.238

It is natural to expect that more theoretical efforts will
be spent searching for new 2D materials with strong
magnetocrystalline anisotropy capable of withstanding
thermal fluctuations at high temperatures.
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Figure 17. Magnetic anisotropy energy in FeGeTe3. As can
be seen, the z direction is most stable for the direction of
the magnetic moment in the monolayer, while in-plane rotation
has no barrier. Reprinted figure with permission from [238].
Copyright 2016 by the American Physical Society. https:
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9. Superconductivity

According to the Mermin-Wagner theorem2 a 2D
system cannot become superconducting because the
long range fluctuations of the spontaneously broken
symmetry prevent the system from ordering. The
symmetry in question for a superconductor is the
electromagnetic gauge field which is reflected in the
phase of the superconducting order parameter such
that the response to such perturbations is expected to
be come strong in reduced dimensions and eventually
suppress Tc completely.

Real 2D systems have a finite, albeit small,
thickness and can undergo a quasi long range ordering,
the Berezinsky-Kosterlitz-Thouless transition, and still
superconduct. The question arises to what extent
the increased susceptibility to fluctuations of the order
parameter translates into an effective Tc reduction. To
the best of our knowledge, first-principles calculations
of phase and amplitude fluctuations have not been
attempted so far. The calculation of Tc using
the standard mean field Eliashberg equations while
accurately treating the underlying electronic and
phononic structure in a 2D geometry, however,
indirectly also sheds light on the importance of
fluctuation effects. The changes in the electronic and
phononic structure can be important and in some cases
are known to even increase Tc beyond the bulk value.

Here, we focus on a computational approach to
the problem and, since the methods are by far more
accurate, on electron-phonon driven superconductivity.

Phonon calculations are O(Natoms) more expen-
sive than electronic structure calculations and thus

https://doi.org/10.1103/PhysRevB.93.134407
https://doi.org/10.1103/PhysRevB.93.134407
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free standing slabs and interfaces are not easy to com-
pute accurately. Otherwise the approach is similar to
other 2D material calculations. Most electronic struc-
ture codes work in 3D, so for a surface geometry the
amount of vacuum between two slabs must be suffi-
cient to reduce spurious interactions. This is of par-
ticular importance when unsymmetrical slabs are used
where one has to make sure no artificial dipole interac-
tion between periodic replica obscures the result. The
slab size has to be large enough that the local chemical
environment of the interface is converged, which can
easily lead to unit cells with several dozens of atoms.
Possible dangling bonds can be saturated with specif-
ically designed H-like atoms to speed up the conver-
gence with slab size. In spite of these challenges, there
have been a number of first-principles calculations of
electron-phonon driven superconductivity of systems in
a surface and free standing layer geometry.

9.1. Pb monolayer on Si(111)

In an effort to study the approaching 2D limit of
superconductivity by controlling the number of Pb
layers on Si(111), Guo et al.239 found an oscillating
behavior of Tc as a function of number of layers. This is
attributed to the effect of quantum confinement of the
electronic wavefunction, which creates oscillations in
the density of states and the electron-phonon coupling
with the vertical dimension. Yu et al.240 have
studied a system of 4 to 10 free standing layers
of lead, also finding an oscillating behavior of the
coupling constant and density of states. Note that
while in bulk systems the effective screened Coulomb
interaction µ∗ is well approximated within the range
0.1 − 0.15, the screening in a 2D geometry is more
difficult to compute.240 Özer et al. found a further
reduction of Tc from 6.5 K at a thickness of 18 layers
to 5 K upon decreasing the number of layers to 5
which excludes a final wetting layer.241 This is also
supported by DFT calculations,240,242 even though
the details of the interface with Si(111) are neglected
in these studies. A single layer of Pb on a Si(111)
substrate has been fabricated by Zhang et al.243 and
is superconducting with a Tc = 1.86 K for Pb in
the striped incommensurate phase (SIC). Modeling
the SIC phase by a

√
3 ×

√
3 assembly, this Tc is

well reproduced by a first-principles calculation by
Noffsinger and Cohen.244

9.2. Graphene related compounds

There have been a number of first-principles investi-
gations of electron-phonon superconductivity in doped
graphene.245–248 The doping was achieved by including
a Li coating in the calculations.245,246 Using parame-
ters for the Coulomb screening from well studied bulk

graphene intercalated materials, Ref. 246 predicted
a transition temperature of 8.1 K; the experimental
Tc = 5.9 K249 was later discovered to be in fairly good
agreement with this result.

9.3. FeSe on SrTiO3

FeSe is a very interesting material with a bulk
Tc of 8 K.250 The discovery of superconductivity
in a FeSe monolayer on SrTiO3

251 has caused
enormous excitement in the community owed to the
large Tc of 65 K in ARPES.252 The hope is that
understanding the origin of the greatly increased
transition temperature could enable the construction
of similar superconductors of even higher Tc and
improved properties for technological applications.
While bulk FeSe is generally considered a sign-changing
s± superconductor driven by repulsive electronic
interactions (see Ref. 253 for a review), measurements
of the ARPES gap of FeSe on SrTiO3 reveals a
very isotropic s-wave gap.252 Consequently, attractive
interactions originating from electron-phonon coupling
were investigated in the material.254 So-called replica
bands in ARPES suggest a strong coupling of the
modes at q = 0,252 which has the particular
feature that the electron-phonon coupling is supporting
superconductivity in all pairing channels, including
unconventional d and s±channels.

While FeSe appears to be only weakly bound to
the substrate, an explanation for the strong electron-
phonon coupling at small momentum involves the
motion of the polar oxygen mode in SrTiO3. The
energy of this mode and the observed energy offset
of the replica band are similar. First principles
calculations have found this large coupling at q = 0255

in agreement with the original model. That said,
DFT calculations are not without problems. In many
different types of DFT functionals, it is difficult to
promote the charge transfer from SrTiO3 to FeSe
in a similar way as observed in experiment.256–258

Moreover, and most importantly, the DFT bands at the
Fermi level are in disagreement with experiment. This
very interesting material is still not fully understood.

10. Responses to Stimuli

Certain properties in 2D materials are only accessible
in the presence of external stimuli. This section
focuses on the responses of 2D materials to mechanical
and electrical stimuli, and how to understand these
responses computationally. Methods to calculate
relevant properties are discussed in their individual
sections.
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Figure 18. The change in band gap with applied strain
of MoSe2. Black represents isotropic strain, red and green
represent uniaxial strain in perpendicular directions, and blue
represents shear strain. Reprinted from [259]. Copyright 2016,
with permission from Elsevier. https://doi.org/10.1016/j.

ssc.2015.11.017

10.1. Mechanical Stimuli

Strain engineering and response in 2D materials has
been heavily studied.67,259–267 Properly understanding
2D materials’ behavior under mechanical stresses
requires a slightly different treatment than bulk
materials. Stress and strain along the z direction
in monolayers is rarely considered, which reduces the
dimensionality of the resulting property tensors. Thus,
there are only three kinds of stress in 2D materials:
normal stress in the x direction, normal stress in the y
direction, and shear stress in the x-y plane.

10.1.1. Band Structure Strain typically shifts the
electronic bands in materials, most notably growing
or shrinking band gaps. Graphene is well known for
developing a band gap upon large enough applied
strain,260–262 and suffering a resulting decrease in
conductivity.263 Similarly, MX2 (M=Mo, W, X =S, Se,
Te) monolayers have been observed to undergo changes
in conduction band minimum (CBm) and valence band
maximum (VBM) locations under strain.259,264–266

This behavior is a result of the orbitals contributing to
the band structure responding to the strain. Electronic
bands do not always uniformly change with applied
strain, nor is their response necessarily isotropic with
regard to the direction of applied strain. The response
of the MoSe2 band gap to strain is shown in Figure 18.

10.1.2. Elasticity Elasticity is a material property
that relates a mechanical stress to a strain response,
and vice versa. Elastic constants can be estimated for
2D materials using a variety of computational methods.

A common approach is to use the finite differences
method,272 which measures changes in stress due to
small changes in applied strain on a unit cell. The
relaxed ion elastic constants, which include ionic and
electronic contributions, are then reported in a tensor.

All elastic constants for 2D materials have
different units than those for 3D materials. Due to
the reduced dimensionality, a force or displacement is
applied along a unit of length rather than a unit of
area. Elasticity or stiffness coefficients have units of
N/m as a result. In VASP, 2D constants can be derived
by normalizing the calculated 3D constants with the c
lattice parameter. Elastic constants typically converge
within at least 1% at a z spacing of 15 Å.269

Graphene is known for its high elastic coefficient of
350 N/m,273 though 2D materials have a wide range of
elastic constants. The elastic constants typically range
between 30 and 300 N/m, and shear constants are
between 10 and 70 N/m.269 The elastic coefficient of
h-BN is also large at 297 N/m. 2D materials with low
elastic coefficients include tetragonal PbO (34 N/m)
and buckled hexagonal InSb (28 N/m).

10.1.3. Piezoelectricity Piezoelectricity is a prop-
erty that quantifies the interaction between mechan-
ical stress or strain and electric fields generated by
the material. The phenomenon only arises in ma-
terials without inversion symmetry, as applied strain
causes species of differing electronegativity to dis-
tribute unevenly, resulting in the formation of a dipole
and thus a net electric field across the material.
There are five known classes of 2D materials that
break inversion symmetry: planar and buckled hexag-
onal group III-V semiconductors,269,274 2H transi-
tion metal dichalcogenides,7,8 group III monochalco-
genides,275 and group IV monochalcogenides.276 These
monolayers are shown in Figure 19.

Similar to elastic tensor coefficients, piezoelectric
coefficients in 2D materials have different units due
to reduced dimensionality. Polarization density P is
reduced to C/m, and therefore the piezoelectricity
tensor, e = dP/dε, has units of C/m. The
piezoelectric tensor, d = dP/dσ, is normalized by the
2D elastic tensor and maintains its units of m/V. It
can be calculated using density functional perturbation
theory.269,277–280

An important distinction between piezoelectricity
and elasticity is that electrical responses are not
limited to the x-y plane for 2D materials.269 This
allows piezoelectric 2D materials to exhibit out-of-
plane electrical responses due to in-plane stresses.
Buckled hexagonal structures have been identified to
exhibit an out-of-plane piezoelectric coefficient, which
range from 0.05 - 0.5 pm/V.269 It should be noted
that all of the known buckled hexagonal structures

https://doi.org/10.1016/j.ssc.2015.11.017
https://doi.org/10.1016/j.ssc.2015.11.017
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(a) (b) (c) (d) (e)

Figure 19. Known piezoelectric structures: (a) planar honeycomb structure of h−BN, (b) buckled honeycomb structure of III-V
compounds, (c) 2H structure of transition metal dichalcogenides, (d) distorted rocksalt structure of group-IV chalcogenides, and
(e) hexagonal structure of group-III monochalcogenides.268 Image sources: (a) and (b) are reprinted from [269]. Copyright 2015
American Chemical Society. (c) and (d) are reprinted from [270], with permission of Springer. (e) is reprinted from [271], with
permission of AIP Publishing.

are either unstable or metastable relative to other 2D
phases.35

Piezoelectric coefficients, particularly those in
buckled crystal structures, have been shown to
converge more slowly than elastic constants. It
is computationally expensive to calculate accurate
coefficients using a large z spacing, but coefficients can
be estimated by extrapolating to infinite z spacing.
A recent study extrapolates in-plane coefficient e11
by fitting values to the inverse of the layer spacing
and out-of-plane coefficient e31 by fitting values to the
square inverse of the layer spacing.269

In-plane 2D piezoelectric coefficients are usually
in the range of 1-10 pm/V. The largest coefficients are
typically in metal oxides such as CdO (21.7 pm/V) and
ZnO (8.65 pm/V) and in metal dichalcogenides such
as CrTe2 (13.45 pm/V) and CrSe2 (8.25 pm/V).269

For more information on piezoelectric monolayers,
we direct readers to a recent review of piezoelectric
monolayers published by Zhang et al.268

10.1.4. Magnetostriction Magnetostriction is a mag-
netic analog to piezoelectricity. Magnetostriction was
first observed in single layer Fe3GeTe2, which ex-
hibits a decreasing magnetic moment under compres-
sive strain and an increased magnetic moment under
tensile strain.238 This was calculated using static cal-
culations for applied biaxial strain ranging from -4%
to 4%.

The degree of coupling is described by the
magnetostrictive coefficient λ. This value depends on
two components: the mangetoelastic energy density
MAE, and the 2D elastic stiffness coefficient. For
Fe3GeTe2, λ= -559 ppm (parts per million), which
is found to be larger than known bulk Fe1−xGax
alloys.281 The details of this calculation for hexagonal
crystals is outlined by Cullen.282

10.2. Electrical Stimuli

The properties of 2D materials also frequently respond
to external electrical stimuli. Some of the most

interesting and technologically important responses are
discussed below.

10.2.1. Thermoelectrics A recent topic of research
in 2D materials is thermoelectricity. Thermoelectric
devices directly generate a voltage from a temperature
gradient and vice versa, which makes them useful in
several applications. These include cooling, sensors,
and thermal energy harvesting.

The origin of the thermoelectric effect lies in
differences of the conductivity of high energy versus
low energy electric carriers such that in the hotter
side of the material, where carriers are excited to
higher energies, the diffusion to the colder side
overcompensates the back-flow at lower energies.
The most promising monolayer in the field at this
time is black phosphorous due to its electronic and
thermal anisotropy. One of the limiting factors in
thermoelectric materials is that thermal and electrical
conductivity often have positive correlation. In an
ideal thermoelectric material, electrons will flow freely
while a strong thermal gradient is preserved.

Black phosphorous not only has anisotropic elec-
trical and thermal conductivities, but also preferred
flow in orthogonal directions.283 The electrical con-
ductance has preferred transport along the armchair
direction due to lower effective mass while the heat is
transported along phonons which prefer the zigzag di-
rection in black phosphorous. Through doping, black
phosphorous becomes an extremely competitive mate-
rial for use in thermoelectric devices. Its properties are
illustrated in Figure 20.

In order to determine the directions of flow
for electrical and thermal conductivity, the band
structure and phonon spectra for black phosphorous
was calculated and analyzed for, respectively, effective
masses and speeds of sound. For more information on
thermoelectricity in 2D materials, we direct readers to
the review by Zhang et al. on thermoelectricity and its
applications in 2D materials.284
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Figure 20. The thermoelectric behavior of black phosphorous,
doped with carrier doping of approximately 2×1016 m−2. The
ZT, or measure of effectiveness as a thermoelectric, is found
to increase with doping along the armchair direction while
remaining low along the zigzag direction. This is a result of the
anisotropic electrical and thermal conductivities in monolayer
phosphorous. The open circles, closed circles, and inverted
triangles represent phonon relaxation times of 150, 60, and 45
ps respectively. Reprinted with permission from [283] Copyright
2014 American Chemical Society.

10.2.2. Ferroelectrics Ferroelectric 2D materials have
been elusive, in part because they require a lack
of inversion symmetry to generate a net dipole in
the material. This net dipole must also be able
to have its direction changed, and maintain the
change in direction after the applied field is removed.
Further, materials that behave as ferroelectrics in their
bulk forms don’t necessarily retain their ferroelectric
properties when their thickness decreases to the
nanoscale. Nevertheless, layered ferroelectrics are a
natural starting point when looking for ferroelectric
monolayers.

CuInP2S6 (CIPS) is a layered ferroelectric mate-
rial that is found to retain its ferroelectric behavior
when decreased to a thickness of two monolayers.285

When the polarization of the CIPS structure was cal-
culated using DFT, it was found that the material re-
mained ferrielectric as a bilayer. Although the mech-
anism that gives rise to its ferrielectricity is slightly
different than that of conventional ferroelectricity, the
response behavior for both is the same.

A monolayer that displays ferroelectric behavior in
its most stable configuration was recently discovered
computationally in the MXene Sc2CO2. This
material displays both an in-plane and out-of-plane
polarization, and was found to have an intermediate
antiferroelectric phase, allowing for the transition from
one out-of-plane polarization to the other. Group
IV chalcogenides have also recently been found to

be multiferroic, displaying both ferroelectric and
ferroelastic behavior.286

Determining ferroelectric behavior computation-
ally requires three steps: identifying a net polarization
in the monolayer, identifying stable ferroelectric and
antiferroelectric phases of the monolayer, and calcu-
lating the energetic barriers between the the phases.
The first and second step can be found using standard
DFT and Berry phase calculations. Determining the
energetic barriers is best done with density functional
perturbation theory. In addition, one must ensure that
there is not a point during the transition when the ma-
terial becomes metallic, or else the polarization is not
guaranteed to reverse.

11. Defects

Like in bulk materials, defects in 2D materials can
have a significant impact on their properties. In the
next sections, we discuss the structure of defects and
their effects on the properties of 2D materials. We
classify the defects by their dimensionality into zero-
dimensional point defects, one-dimensional line defects
such as dislocations, grain boundaries, and edges,
and two-dimensional area defects. For a discussion
of experimental aspects of defects in 2D materials,
we refer the reader to reviews on defects in 2D
MoS2,287 graphene,288–290 and defect engineering in 2D
materials.291

11.1. Point Defects

The same kind of point defects are possible in 2D and
3D systems: vacancies, interstitials, and substitutions
or impurities. Naturally, these defects can also interact
to form pairs or complexes. Because of the reduced
dimensionality in 2D systems, point defects can
dramatically affect the electronic conductivity, optical
spectra, magnetic response, and other properties even
at modest concentrations.287–291

The most important quantity for point defects is
their formation energy.292,293 The formation energy,
Ef

def for a defect, X, with charge q is given by

Ef
def [X

q] = Etot[X
q]− Etot[bulk]

−
∑

niµi + q[εF + εv], (5)

where Etot[X
q] and Etot[bulk] are the total energies

of the supercell containing the defect and perfect bulk
structure, respectively, ni and µi are the number and
chemical potential, respectively, of the atomic species,
i, comprising the defect. εF is the Fermi level with
respect to the valence band maximum (VBM) and
εv is the energy of the VBM of the pristine host.
The formation energy of point defects determines their
equilibrium concentration. Furthermore, equilibration
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of defects can be slow at ambient conditions. Hence,
the defect concentration in 2D materials is a often
controlled by synthesis conditions such as the local
chemical potential of components and the Fermi level,
e.g., set by the substrates.

Calculations of point defects require large simu-
lation cells to approach the low concentration relevant
for experiments and to reduce the spurious interactions
between the defect and its periodic images.294 Conver-
gence of the defect formation energy with simulation
cell size works well for neutral defects, but special care
has to be taken for charged defects.

Most DFT calculations employ plane-wave basis
sets and periodic boundary conditions. To minimize
the interactions between periodic images of the
2D materials in the direction perpendicular to the
material, increasing amounts of vacuum spacing
are added until the energy or other properties
converge. For charged defects, the Poisson solver
of plane-wave DFT codes implicitly assumes a
compensating background charge and an average
electrostatic potential of zero. However, unlike
for bulk materials, 2D materials containing a net
charge due to a charged defect display a linear
divergence of the energy with vacuum spacing that
is not corrected by a compensating uniform charge
background. Furthermore, the electrostatic potential
becomes quadratic in the vacuum region instead of
linear, as would be the case for an isolated charged
2D material. As a consequence, the energy and forces
are incorrect.

To correct this erroneous behavior requires either
the addition of an energy correction, the modifica-
tion of the compensating charge, or the truncation of
the Coulomb interaction in the direction perpendic-
ular to the 2D materials. Several energy correction
schemes have been proposed, including corrections of
the Madelung energy295,296 and the electrostatic po-
tential.297 Richter et al. suggest a compensating
charge that modifying the nuclear charge of one of the
species in the charged material.298 Alternative tech-
niques that remove the spurious Coulomb interaction
between periodic images of the 2D materials include
Hockney’s Fourier approximation to the Coulomb in-
teraction299 and improved reciprocal space method by
Martyna and Tuckerman,300 which, however, require
large simulation cells. More recently, Genovese et al.
developed an interpolating functions method that trun-
cates the Coulomb interaction between periodic images
of lower dimensional materials.301

These computational methods provide potential
solutions to the divergence issue for charged defects
in 2D materials. However, the lack of implementation
in widely available DFT codes still limits the number
of calculations for charged defects in 2D materials.

Furthermore, comparisons between the computational
approaches and experimental validation are needed to
determine the accuracy and efficiency of the various
approaches for charged defects.

11.2. Line Defects

Line defects in 2D materials are slightly different than
in bulk materials. In 3D structures, a line defect
and grain boundary are distinctly different, with the
former being considered one-dimensional and the latter
being two-dimensional. In 2D materials, line defects
are equivalent to grain boundaries. There is no
second direction for the structural defect to expand
periodically, but these defects still define distinct grains
within 2D materials. Thus, line defects and grain
boundaries are treated as equivalent in the remainder
of this review. We break the discussion into two
sections: we first consider the structure of line defects,
then discuss the properties that arise due to line
defects.

11.2.1. Structure of Line Defects In the following,
we discuss the structure of line defects in hexagonal
planar and 2H structure monolayers. They are both
hexagonal structures, and the dislocations are typically
identified by the number of atoms that form a ring
in the structure. For example, 4|8 is the notation
used to denote a dislocation comprised of one 4-atom
ring and one 8-atom ring when viewed top down
(see Fig. 21 (a)). A single dislocation does not
constitute a line defect, but can be placed in series
to construct a line defect. Thus, although dislocations

(a)

(b)

(c)

Figure 21. Dislocations in monolayer MoS2. Each dislocation is
shown from three perspectives: the top, slightly tilted, and side
view of the monolayer (ordered from left to right). Dislocation
(a) is referred to as 4|8. Dislocations (b) and (c) begin as 5|7
dislocations, then transition into different dislocations as atoms
are added or removed. Adapted with permission from [302].
Copyright 2013 American Chemical Society.
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are not themselves line defects in 2D materials, they
are intrinsically linked to the discussion. To further
clarify, line defects can either be continuous, ie able to
continue indefinitely, or discontinuous with an eventual
termination.

The hexagonal planar structure allows for several
dislocations. These are primarily in the form of 5|7 and
5|5|8 defects in graphene,303 though 5|9 dislocations
have also been seen.304 Grain boundaries composed of
4|8 dislocations have also been found to be stable in
other planar hexagonal structures.305 The dislocations
that compose a grain boundary do not necessarily have
to be periodic, as the boundary can be composed of a
variety of dislocation types.306

The 2H structure exists in AB2 monolayers,
the most common example being MoS2 and other
transition metal dichalcogenides. Zou et al. predicted
which dislocations can occur in MoS2 and WS2,
and which can result in continuous line defects.302

Of the dislocations predicted, a total of 3 retain
stoichiometry in isolation: 4|8, and two forms of 5|7
(one with bridging metal atoms, one with bridging S
atoms). S-rich defects include 6|8 and 5|7. Metal-
rich include 4|6 and a 4|6 dislocation combined with
two sulfur vacancies. These structures can be found
in Figure 21. In addition, bridging sulfur (8|8) and
bridging molybdenum (5|5|8) dislocations have been
computationally predicted to be stable and present
in experimental MoS2.307 4|8, metal bridging 5|7
and S-rich 6|8 dislocations have also been verified
experimentally.179,308 Finally, Zhou et al. verified the
existence of two 4|4 dislocations: one where two rings
share a single sulfur atom at a point (4|4P) and the
other where two rings share an edge of sulfur atoms
(4|4E).179

11.2.2. Properties of Line Defects Self-doping is a
prevalent phenomenon in graphene. The break in
symmetry caused by line defects creates electronic
states that act as n-type dopants.40 This has been
seen in extended 5|8|5 line defects, which also display
ferromagnetic behavior.310,311 Other line defects
composed of multiple dislocations have also been found
to be magnetic.312

In AB2 (A=Mo, W; B= S, Se) monolayers, it
is seen that 5|7 and 4|8 defects display magnetic
behavior.309 Both Mo- and S-rich 5|7 defects display
ferromagnetic behavior (as seen in Fig. 22)
while 4|8 defects are most stable when displaying
antiferromagnetic order along the defect length. With
regard to electronic structure, 4|4P defects have been
predicted to act as a metallic strip in MoS2

179 while
states within the band gap have been shown to arise in
4|8 defect loops.308

11.3. Monolayer Edges

Though monolayers are often modeled as if they
continued indefinitely in two directions, experimental
monolayers have edges. These edges have properties
which are quite different from the ”bulk” of the
monolayer, and have been investigated heavily as
a route to tailor properties. In hexagonal and
2H structure monolayers, there are two basic edge
terminations: zig-zag (ZZ) and armchair (AC), as seen
in Figure 23. For each of these edges, there can
be varying atomic occupations for 2D materials with
several layers of atoms (e.g. Mo-rich, S-rich). Edges
are normally modeled in DFT calculations by creating
a sufficiently wide nanoribbon.

Graphene displays magnetic moments in ZZ
edges313–315 but not AC edges.316–318 The emergence
of magnetism is due to the appearance of non-
bonding π and π∗ bands at the Fermi level, which
significantly increases the density of states at the Fermi
level.314,316,319 The impact of these edge states on the
bulk properties is found to decrease dramatically with
ribbon thickness, indicating that this behavior is truly
restricted to the ZZ edges.316,317 A break of symmetry
that results in self doping is also present in the edges
of graphene.40

MoS2 has been investigated to determine the
shape of the unit cell under varying synthesis
conditions. Using Wulff construction rules, Cao
et al. found that a Mo-rich environment results
in a dodecagonal shape, S-rich in a triangular
shape, and in between it takes varying hexagonal
shapes.320 The edges present are AC and three
ZZ (S2-rich, S-rich, Mo-rich), the latter two display
magnetic behavior. The dodecagon shape displays
a significant amount of magnetism, but as the

Figure 22. The amount of magnetization for the 5|7 and 4|8
defect loops in MoS2, with regard to misorientation angle. All
defects are assumed ferromagnetic in these calculations. One can
see that Mo-rich defects are more magnetic than S-rich. Note
that the 4|8 defect is found to display antiferromagnetic behavior
in its most stable state. Reprinted with permission from [309].
Copyright 2013 American Chemical Society.
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(a) (b)

Figure 23. The two most common edge shapes of hexagonal
and 2H monolayers. The (a) and (b) nanoribbons represent
zigzag and armchair terminations, respectively.

number of sides decreases (the synthesis environment
becomes more S-rich) the magnetism disappears.
In regard to electronic properties, the AC edge
remains semiconducting while the ZZ edges exhibit
metallic behavior. Reconstructions have also been
observed in MoS2. Though the reconstructions are
found to be thermodynamically unstable, the lack
of thermodynamic equilibrium during synthesis is
thought to allow their existence.179

11.4. Area Defects

Area defects in 2D materials are primarily identified
as Haeckelites. Haeckelites are extended regions of
the dislocations discussed in Sec. 11.2.1. These
have been predicted computationally in 5|7 rings of
graphene321,322 and in 4|8 rings of several TMDCs.323

However, the authors of this review are not aware
of these extended area defects appearing in the
experimental literature.

12. Synthesis

12.1. Monolayer Synthesis

Although the primary focus of this article is compu-
tation, it is important to know how 2D materials are
synthesized. This section describes the available syn-
thesis methods for 2D materials.

Broadly, there are three ways to obtain 2D
materials: exfoliation, chemical vapor deposition
(CVD), and etching. Exfoliation was the method
used to synthesize graphene by Novoselov and Geim.1

This method is suitable for synthesizing samples in
a laboratory setting but difficult to extend to larger
scales. CVD vaporizes species using heat and/or
pressure, and releases them into a chamber with a
cooled substrate. The vaporized species then deposit
on the substrate, resulting in the self-assembly of a
film. The crystallography of the film depends on the
species in the air and on the substrate used. Finally,

etching is used on materials such as the MAX phases,
where sacrificial layers are removed by a solvent and
monolayers are left suspended in solution.

12.2. Heterostructures

When building devices composed of monolayers, one
can combine monolayers in a vertical or lateral
heterostructure. The former is where the majority
of research has been focused (and is discussed further
in the next section), while lateral heterostructures are
more difficult to synthesize. However, it is an area
of significant ongoing research interest.324–326 Reviews
specifically discussing monolayer heterostructures are
available.327 Both kinds of heterostructures are
typically created by growing one monolayer at a time
on a host substrate.

Lattice mismatch presents a challenge to the
formation of both kinds of heterostructures. The
importance of mismatch is somewhat lower for vertical
heterostructures, as vdW bonding allows for a certain
degree of incommensurability. Still, the alignment
of the monolayers relative to each other can impact
properties like conductivity if there are defects creating
interfacial trap states. Lateral heterostructures are
strained as a result of the strong covalent bonding
at the junction boundary. In either case, mismatch
can perturb or destroy the desired properties of the
heterostructure. Charge transfer can also take place
between the monolayers in a heterostructure and this
can also cause otherwise unexpected behavior.328,329

13. Device Simulation

Monolayer MoS2 has attracted extensive research in-
terest recently for its potential applications in nano-
electronics,330 flexible electronics,331 and optoelectron-
ics.332 TMDC field-effect transistors (FETs) represent
the ultimate thickness limit and exhibit superior im-
munity to short channel effects.333,334 The absence
of thickness variation, surface roughness, and dangling
bonds in these thin monolayer materials results in ex-
cellent intrinsic carrier transport properties and tran-
sistor scalability.

Furthermore, the mono- and few-layer TMDC
materials are mechanically flexible and bendable.
Thus, the materials and their heterojunctions have
led to the development of numerous flexible electronic
device designs.50 Specific examples include low-
power electronics for the switching circuitry of flexible
displays and vertical steep sub-threshold device based
electronics.335–338
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13.1. Approaches to Device Simulation

Carrier transport in semiconductor devices is tradition-
ally modeled using semi-classical methods, such as the
drift-diffusion theory for long channel silicon metal-
oxide-semconductor field-effect transistors (MOSFETs
). For nanoelectronic devices, quantum effects and
atomistic-scale features inevitably become important.
In response to this need, recent research has led to the
evolution of a unified and powerful quantum transport
simulation framework based on the non-equilibrium
Green’s function (NEGF) formalism.339–341

It has been shown that the tunneling current
is negligible in a device with 20 nm gate length,
while direct source to drain tunneling is much
more significant in a device with a gate length of
5 nm.342 Hence, both the semi-classical and NEGF-
based simulations have been applied to simulate 2D
semiconductor devices. We focus on development and
application of simulation approach and models to 2D
devices. The studies on 2D semiconductor devices have
been extensive and are beyond the scope of this review.

13.1.1. Semiclassical Approach Several semi-classical-
based compact models of graphene, graphene nanorib-
bon and bilayer graphene devices have been presented
for digital and radio frequency applications and cir-
cuit design purpose.343–348 Meanwhile, models based
on a semi-classical approach for monolayer TMDC
material and black phosphorous (BP) MOSFET have
been developed for computational efficiency. A top-of-
barrier model was used to study the performance limit
of monolayer TMDC and BP based MOSFET.349,350

It showed that the device performance of monolayer
TMDC and BP transistors outperform ultra-body-Si
transistors with high-κ gate insulators, although the
influence of scattering and contact resistance was not
considered.

A drift-diffusion model was presented to study
the I-V characteristics of a single TMDC long channel
FET based on a lumped capacitance network.351 An
analytical model was used to study the subthreshold
performance of a monolayer MoS2 MOSFET.352

The model consisted of three different subthreshold
current sources, 1) subthreshold current, 2) band-to-
band tunneling and 3) Shockley-Reed-Hall generation
from the drain to body. A more rigorous model
including all regions of MOSFET operation was
derived for a 2D TMDC based MOSFET.353 The
model is also based on drift-diffusion theory but it
also includes extrinsic effects such as interface traps,
mobility degradation and inefficient source/drain
doping. To facilitate circuit simulations, drift-
diffusion-based compact models of lateral TMDC
transistors have also been developed.354–356

13.1.2. Quantum Transport Approach As the chan-
nel length scales down to sub-20 nm range, quan-
tum tunneling and quasi-ballistic transport effects
can play a more important role in carrier transport.
The non-equilibrium Green’s function (NEGF) for-
malism,339–341 which describes quantum effects, can
be used to simulate quantum transport in nanode-
vices. Device performance of graphene and graphene
nanoribbon-based nanoscale MOSFET and tunneling
FET has been thoroughly studied using the NEGF for-
malism.357–365 In addition, ballistic NEGF transport
simulations have been applied to study 2D TMDC and
black phosphorous transistors with a channel length
down to the sub-20 nm regime.366–376 The effect of
scattering can be treated in the NEGF formalism by
using the self-consistent Born approximation.

Liu et al. have shown that considering phonon
scattering is important to accurately predict the
performance of MoS2 FETs.342 They predict that an
8.1 nm long monolayer MoS2 MOSFET can fulfill the
ITRS requirements for high performance logic devices
in 2023. Phonon scattering effects on monolayer
WSe2 n-type MOSFET and BP FET have also been
investigated.377–379 By using a double gate structure,
it has been predicted that a bilayer MoS2 FET can
fulfill the requirement of HP devices up to a 6.6 nm
gate length.379

The effects of a doped contact and a metal contact
on the performance of monolayer MoS2 FET have been
investigated by Han.376 An Ohmic contact between
semiconducting 2H MoS2 and metallic 1T ’ MoS2 has
been demonstrated in a MoS2 FET with a gate length
of 7.5 nm.380 Quantum transport simulations have
been carried out and shown good subthreshold swing.
Recently, a MoS2 transistor with 1 nm gate length
has demonstrated with subthreshold swing near the
thermionic limit.381 The performance of a MoS2 FET
with sub-5nm gate length has also been studied.382

The high frequency performance limit of a monolayer
BP FET with a gate length of 10 nm has also been
investigated.383 In addition, the NEGF approach has
been applied to study the performance of TMDC and
BP tunneling FETs.373,384–391

13.2. In Silico Device Fabrication

Simulation cells for vertical heterostructures can be
formed automatically using the MPInterfaces software
package.118 Based on the work of Zur and McGill,392

MPInterfaces will match two monolayers of arbitrary
orientation in a single unit cell by minimizing both the
cell size and the strain imposed on each layer. To the
authors’ knowledge, there are currently no open source
tools available for the automatic construction of lateral
heterostructures.



Computational Methods for 2D Materials: Discovery, Property Characterization, and Application Design 28

14. Outlook

Computational high-throughput methods have greatly
accelerated the 2D materials discovery process as
well as improved the in-depth understanding of their
physical and chemical properties. Developing robust
2D databases will be crucial to expediting the spread
of knowledge in the community. The application of
advanced statistical analysis to these datasets remains
an exciting and open frontier for discovering trends and
physical rules for 2D materials.

Chemical substitutions are a simple way to expand
the currently available 2D databases, and genetic
algorithms can also be expected to contribute new
stable 2D structures to these databases in the coming
years. Developing machine learning models that
interface to these methods would be one way to reduce
the number of required objective function evaluations
(typically DFT calculations) and decrease the amount
of time required to perform a thorough search.

As a result of their exciting potential, graphene
and TMDCs have received the majority of focus in
the areas of gaseous interactions and defect properties.
However, we have listed many other classes of 2D
materials that possess great potential for devices as
well. High throughput tools to investigate the behavior
of these monolayers when interacting with gases
and exhibiting defects will streamline and improve
these fields of research. In addition, the edge
shapes of hexagonal and 2H monolayers are well-
documented. New 2D structures, however, often do
not exhibit the established “zigzag” and “armchair”
terminations. Future work is expected regarding the
edge terminations of these more exotic monolayer
structures.

With growing computing power and improved
theoretical methods, first-principles calculations of
larger systems are becoming possible. This opens
possibilities for discovering, e.g., new superconducting
2D materials and describing surfaces and interfaces
more accurately. Modern experimental techniques,
such as field effect doping, allow for modifying
the electronic structure of covalently bonded thick
layers, leading to rich prospects for new high
Tc superconductors. Recent works show that
first-principles electron-phonon calculations lead to
meaningful results even in these often exotic electronic
environments and can thus be an important tool
to guide experimental understanding and fuel the
discovery of novel superconductors.

2D materials hold promise for several applications.
The recent the discovery of monolayer half-metals and
magnetic insulators have expanded the potential of
ultra-thin spintronic devices. There has also been
significant growth in the field of 2D materials that
respond to stimuli, which could be used in a variety

of devices. For many of these monolayers, whether
they maintain their properties when assembled in
heterostructures remains an open question. Much
recent effort has focused on investigating the suitability
of 2D materials to act as photocatalysts for hydrogen
evolution, and this remains a particularly promising
proposed application. There has been some research
on carbon evolution, but overcoming the difficulties
associated with the process is ongoing. Other potential
redox reactions have yet to be investigated in as much
detail, but they may enable routes to convert harmful
liquids or gases into benign or useful byproducts.

The next several years of 2D materials research,
supported by the onset of accessible 2D material
databases, will undoubtedly produce many exciting
results, and may see the emergence of 2D materials
in commercial technologies.
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layers. They used the following criteria to determine
whether a material was layered: packing fraction be-
tween 0.15 and 0.5, gaps along the c lattice vector be-
tween crystallographic planes greater than 2.4 Å, and
absence of covalent bonds spanning these gaps. In ad-
dition, only structures yielding high symmetry square
or hexagonal monolayers were considered. This filter
was applied to all the structures in the ICSD to identify
92 single layer compounds.

Ashton et al. recently developed another
algorithm to identify layered structures.17 This
algorithm identifies networks of bonded atoms within
the unit cell based on overlapping atomic radii. A
2×2×2 supercell is then created, and the atoms are
again grouped into bonded networks.

By comparing the number of atoms in the bonded
network before and after forming the supercell, the
dimensionality of the network can be determined. 2D
layers display periodicity in only two dimensions, so if
the the cell is doubled in each dimension, the network
size in a layered structure will increase by a factor of 4,
while in a conventional bulk structure it will increase
by a factor of 8.

This algorithm correctly identifies several unusual
layered materials, shown in Figure 6, such as layered
crystals in which the gap between adjacent layers
is undulated instead of planar. In addition, this
algorithm does not rely on a particular crystallographic
representation of layered structures (e.g., layers
oriented normal to the c lattice vector) to be successful,
can identify very thick layers, and discerns between
2D layered materials and those composed of 1D chains
or 0D molecules. Over 800 layered materials with
reasonable thermodynamic stability were identified
by applying this algorithm to the structures in the
Materials Project database. Monolayers from these
materials can be found in the 2D materials database
at materialsweb.org.

5.2. Genetic Algorithms

In recent years, genetic algorithms have proven to be
a useful approach to solving the global optimization

Figure 7. Illustration of the mating operator.22 Sections
are sliced from each parent structure, shown on the left,
and combined to form an offspring structure. Supercells are
shown for clarity. Reprinted figure with permission from [22].
Copyright 2016 by the American Physical Society. https:

//doi.org/10.1103/PhysRevB.93.054117

problem. Genetic algorithms are inspired by the idea
of biological evolution, as they evolve a population of
candidate solutions over time. In the course of the
algorithm, each structure is assigned a fitness. This is
a measure of how low a structure’s formation energy
is relative to the other structures in the population.
Structures with higher fitnesses are preferentially
selected to create offspring, who are then evaluated
and added to the population.

Offspring structures are primarily generated with
a mating operator, which essentially slices a chunk
from each of two parent structures and combines them
together to form an offspring structure, as illustrated in
Figure 7. The mating operator is successful because it
passes local structural traits from parents to offspring,
and formation energy is largely a function of local
structure. Over time, this causes structural traits
correlated with low formation energy to propagate in
the population, and traits causing high energy to die
out.

At least two modifications are usually required
in order to apply genetic algorithms to search for
2D structures. The first involves constraining the
search to the 2D regime, which is usually accomplished
by enforcing a constraint on the thickness of the
2D structures considered by the algorithm. The
second modification is needed because most codes
for computing a structure’s total energy assume
periodicity in all three dimensions. Therefore, vertical
vacuum padding must be added to 2D structures
before their energies are computed to prevent them
from interacting with their periodic images. It should
be noted that the first modification can prevent the
discovery of some monolayers if the thickness of that
monolayer is greater than the imposed restriction.

Unlike some other methods for crystal structure
prediction, genetic algorithms are not necessarily
limited to searching spaces of fixed dimensionality.
This is important because the number of atoms in the
lowest energy structure is not usually known a priori,
and even the compositions of the thermodynamic
ground states cannot necessarily be assumed.

The key to a successful genetic algorithm
optimization is maintaining diversity in the population.
Deep local minima in the energy landscape have the
chance to trap the algorithm and imply the global
minimum has been reached. Thus, most algorithms
have ways to perturb a population so that local minima
can be escaped. These methods include swapping
positions of atoms in unit cells, increasing/decreasing
the lattice vector magnitudes, translating atoms in the
unit cell, and adding randomly generated structures to
the population.

Several authors have applied genetic algorithms
to search for 2D structures of boron,143–146 carbon,147
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Figure 12. The calculated band edges of SnS2 using PBE,
HSE, and GW methods. The more accurate the method
the larger the predicted band gap. The HSE band gap is
60% larger than the PBE, while the G0W0 band gap is 14%
larger than the HSE. Reproduced from [184]. Copyright 2013
by the American Physical Society. https://doi.org/10.1103/
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must conserve energy in the eV range, i.e. typical op-
tical transitions involve electronic excitations between
filled and empty states. Since the photons carry very
little momentum, the change in momentum of the elec-
tron is negligible unless phonons are involved in the
transition. This means optical transitions occur verti-
cally between occupied and empty states in the band
structure, else they require the emission or absorption
of a phonon. During an optical transition, the electron
spin must be preserved when spin-orbit interactions are
negligible. The magnetic quantum number must either
remain the same or change by one, and the angular mo-
mentum quantum number must change by one. With
these rules, which optical transitions are allowed can
be calculated and be used to characterize the optical
properties in materials.185

Following the excitation of an electron from a
filled valence band state into an empty conduction
band state by absorption of a photon, the electron
will eventually relax to lower energy states. This
relaxation can occur in two ways: radiatively or non-
radiatively. The former results in light emittance and
is often independent of phonons. The latter requires
phonon emission to dissipate the energy and change
the momentum. Radiative processes can also involve
phonons, though the rate of these processes is typically
smaller than for direct transitions.

When an electron is optically excited across the
band gap of a material, the resulting hole state in
the conduction band interacts with the electron in
the valence band state. The bound state between the
electron and hole is called an exciton. These excitons
can either be localized at crystallographic sites, so-
called Frenkel excitons,186 or freely move through
the material as so-called Wannier-Mott excitons.187

Furthermore, excitons can exhibit a net positive or
negative charge, which occurs when an additional
hole or electron, respectively, binds with the original
electron-hole pair to form a trion.188,189
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Figure 13. Calculation of the exciton binding energy in 2D
SnS2 using the Bethe-Salpeter equation (BSE). The inset shows
a close-up of the imaginary part of the permittivity, ε2 with three
exciton peaks. To compensate for the bandgap underestimation
using the PBE functional in the RPA calculation, the spectra
are shifted by 1.0 eV, which is the difference between the HSE06
and PBE bandgaps. Reprinted with permission from Ref. [184].
Copyright (2013) by the American Physical Society.

Since the Kohn-Sham equations of DFT map the
electronic system onto a system of non-interacting elec-
trons, other computational methods and corrections
are necessary to accurately calculate the properties of
excitons, which are inherently interacting two-particle
excitations. Thus, GW methods and Bethe-Salpeter
equation (BSE) calculations are often used to deter-
mine optical absorption and emission properties and
exciton binding energies. As an example, Fig. 13 shows
that the binding energy for the exciton in 2D SnS2 cal-
culated with the BSE is 0.4 eV.184

The computational expense of the BSE makes
routine calculations of the exciton binding energy
difficult. To estimate the exciton binding energy,
the Mott-Wannier model190 can be applied to 2D
materials.184,191 This model approximates the
exciton binding energy as the binding energy between
an electron and a hole embedded in a dielectric
continuum. In two dimensions, the first excitonic
binding energy is

E0 = 4
mr

m0

R∞

ε22D
, (4)

where mr is the reduced effective electron mass,
m0, the rest mass of the electron, ε2D the effective
permittivity, and R∞ the Rydberg constant.190 For
2D systems, care must be taken in the calculation
of the permittivity tensor to account for the size
of the simulation cell, i.e. the thickness of the
vacuum layer.184 The contribution of the vacuum
to the computed permittivity tensor elements can be
corrected using the linear law, εcalc = fε2D + (1f)εvac,
where f is the volume fraction of the 2D structures
in the simulation cell, εvac = 1 is the permittivity
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plication has been largely limited by poor efficiency of
solar energy conversion.199,200 2D materials present
two intrinsic advantages in comparison to other nanos-
tructures and bulk materials which enhance their pho-
tocatalytic efficiency. First, they exhibit high specific
surface area for the redox reactions. Second, the pho-
togenerated electrons and holes migrate to the surface
more quickly due to the reduced dimensionality in the
third direction, potentially reducing electron-hole re-
combination, thus increasing efficiency. In addition,
2D materials represent a large exploratory space of ma-
terials with tunable electronic, mechanical, and optical
properties.17,37

There have been several experimental validations
of enhancement in photocatalytic water splitting
efficiency with the reduction in dimensionality in the
vertical direction. For instance, freestanding single-
layer SnS2 is observed to provide high photocurrent
density of 2.75 mA/cm2 , over 70 times higher than
that of bulk SnS2. In addition, it has an incident
photon to converted electron ratio (IPCE) of 38.7%
at an irradiation wavelength of 420 nm, in contrast to
only 2.33% for bulk SnS2.

201

In another example, ZnSe with four atomic layers
exhibits a photocurrent density of 2.14 mA/cm2, about
200 times higher than the value for bulk ZnSe and
an IPCE of 42.5% compared to 0.25% of the bulk
counterpart.202 Similar photocatalytic enhancements
through the reduction of the dimensionality have been
observed for other single and few-layer 2D materials
such as SnO, SnS, SnSe, CdS, and WS2.

201–206

Theoretical investigations have been successful
in identifying several potential photocatalysts by
searching for 2D materials which have properties

Table 1. First-principles simulations have been used to predict
several 2D photocatalysts.

2D Material Ref.

CrS2 36
HfS2 207
(N2H4)2Mn3Sb4S8(µ3-OH)2 208
MS2 (M = Mo, W, Pt) and PtSe2 209
MX (M = Ga, In; X = S, Se, Te) 210
MX (M = Ge, Sn, Pb; X = O, S, Se, Te) 136,211
CdX (X = S, Se, Te) 212
TcX2 (X = S, Se) 213
MPX3 (M = Zn, Mg, Ag0.5Sc0.5, Ag0.5In0.5; 214

X = S, Se)
MPSe3 (M = Fe, Mn) 215
AlSiTe3, InSiTe3, Al2Te3, B2S3, As2X3 19

(X = S, Se, Te)
β-MNX (M = Zr, Hf; X = Cl, Br) 216
α-MNX (M = Zr, Hf; X = Cl, Br, I) 216
TiNM (M = Cl, Br) 217
BiOX (X = Cl, Br, I) 218,219
Zr2Co2, Hf2Co2 220

suitable for photocataytic water splitting. More
than 50 2D materials have been predicted to show
photocatalytic activity for water splitting, Table 1.
The intrinsic properties which are desirable in a
potential photocatalyst include, but are not limited to,
a) high thermodynamic stability, b) a band gap larger
than the free energy of water splitting, c) large visible
light absorbance efficiency, d) suitable band edge
alignment with respect to redox potentials of hydrogen
and oxygen evolution reactions, and e) stability in
water;52,221 see Figure 15. In addition, application of
strain, chemical bias, and doping have been shown to
enable the engineering of key photocatalyst properties
such as band edge locations, band gap sizes, and optical
spectra.

While several studies have explored the use of
2D materials as catalysts for hydrogen production,
similar investigations focused on reduction of CO2 for
fuel generation have been limited. Recently, Liang
et al. have shown that single unit-cell Bi2WO6

layers can reduce CO2 to produce 75 µmolg−1h−1

of methanol, which is 125 times higher than that
of bulk Bi2WO6. Apart from identifying potential
photocatalysts, challenges in the generation of carbon-
based fuels include the mitigation of low efficiencies
due to loss of excitons to hydrogen generation and low
product selectivity due to comparable redox potentials
of the closely competing final reduction products.

7.5. Magnetic Insulators

As outlined in Sec. 8, some 2D materials display a net
magnetic moment. When such monolayers also have a
band gap, the band structure differs from non-magnetic
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