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Abstract—University students are often presented with the
choice between a traditional classroom and an online learning
environment. Given the growing interest in web-based learning,
it is essential to understand if students’ needs are met in
these learning environments. Sensing mechanisms enable real-
time monitoring of students’ reactions as they view and engage
with course content. We use galvanic skin response and facial
expression analysis to identify differences in behaviors associated
with learning via a face-to-face versus an online lecture. We also
explore the effects of incentives on learning. Findings indicate
that physiological data recorded during a lecture is a good
indicator of content difficulty, potentially providing a way for
instructors to adjust their materials and delivery to benefit
students’ understanding. The data further suggests that subjects
react more negatively to online lecturing and that learning
incentives may have the adverse effect of increasing stress on
students as opposed to improving performance.

Index Terms—Multimodal sensing; online lectures; learning
performance; content difficulty; facial expressions; galvanic skin
response

I. INTRODUCTION

Online coursework is a now a staple in educational settings.
Students can enjoy the flexibility of time and location, and edu-
cational establishments can benefit from the cost-effectiveness
of producing a course with prerecorded lectures that can be
reused [12], [30]. The Online Learning Consortium reported
that, in the United States, more than one in four students
(28%) were taking an online course in 2015 [1]. They also
reported close to a 4% increase in the number of distance
education students from 2014 to 2015 and pointed out that over
2.8 million American students take courses exclusively online.
Studies have suggested equivalent learning outcomes between
the two modes, but there is still a difference in the perceptions
of online courses among students and teachers [6]. Less than
a third of academic leaders report that their faculty accept
the “value and legitimacy of online education” [1]. Moreover,
studies have shown that face-to-face classes better motivate
students [16]. This lack of motivation is one reason for the
higher attrition rate among students in online courses [11].

This paper presents the results of an experiment to ex-
plore the differences between online and traditional learning
environments. Our study aims to observe and quantify the
nonverbal feedback that is lost in an online versus a face-
to-face lecturing environment. Instructors giving a lecture in

Fig. 1: In the study, half of the subjects viewed an online
lecture in the video structure shown (top). Audio and video
captions were available to students. The other half were given
a face-to-face lecture in a classroom with an instructor and
two subjects at a time (bottom).

a traditional classroom use this in situ feedback to adapt
to their students’ needs, but online instructors do not have
access to similar information. To help provide this information,
we collect galvanic skin response (GSR) and facial expres-
sion data on students in both online and face-to-face lecture
environments. By combining these sensing modalities, our
goal is to analyze the attention and behavior of students in
each environment. We explore whether student physiological
data recorded during a lecture, and subsequently linked to
assessment results, provides insight about content difficulty.
In addition, we explore if offering incentives has an impact
on learning performance in both settings.

The broader problem in which we are interested is the
issue of student-teacher interaction in online courses. Research
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has shown that student-teacher interaction positively correlates
with better student satisfaction and retention [9]. As such,
providing feedback to teachers about their students may help
improve online learning. Our study attempts to answer the
following research questions, in order to identify and create
mechanisms that could help improve the interaction and feed-
back loop between online teachers and students:
RQ1: Does learning performance change between online and
face-to-face learning contexts or in the presence of monetary
incentives?
RQ2: Do GSR or facial expressions differ in online vs. face-
to-face contexts?
RQ3: Can GSR or facial expressions indicate when a student
is struggling to learn?
RQ4: Do GSR or facial expressions change in the presence
of monetary incentives?

Our contributions include the following:
1) We provide insights into how noninvasive sensing mech-

anisms can serve as instructor feedback tools in educa-
tional environments.

2) We discover relationships between GSR or facial expres-
sions and student behaviors or learning performance.

3) We verify and expand a methodological framework that
links lecture content to quiz questions.

II. RELATED WORK

Students and universities like online courses because they
are flexible and cost-effective [12], [30]. Students can watch
lectures when they choose without being in a physical class-
room, and they can rewatch lectures as much as they want.
Colleges and universities save money on online courses be-
cause, over time, they may require less lecturing time commit-
ment from teachers and can be reused with minor changes. In
addition, online courses can achieve similar learning outcomes
as face-to-face courses [6], though they tend to differ on
measures of student satisfaction [30]. While students per-
ceive online courses as more flexible, they report face-to-face
courses as more interactive, thus teaching them more [24].

In education, interaction is important for learning [17].
Studies have noted significant, positive relationships between
interaction and perceived engagement, learning, confidence,
and student satisfaction [14], [15], [21]. The lack of direct
interaction in online courses can result in an increased likeli-
hood that a student will drop out of a class [14], [18], [28] and
contributes to the perception among students and teachers that
online learning is less effective than traditional learning [1].

Interaction in educational settings is typically characterized
as: student-student, student-content, or student-instructor [9].
Meaningful learning can occur when at least one interaction
form is present at a high level [2]. Of the forms of interaction,
research suggests that student-instructor interaction is the best
predictor of course satisfaction [4], [5], [29].

Face-to-face classrooms provide instructors an opportunity
to observe student behaviors and take into consideration non-
verbal feedback cues, which help them assess when students
are confused and struggling with materials or when they are

not being attentive. Our study is a step toward addressing
the lack of nonverbal feedback loops in online learning en-
vironments. We investigate the use of sensing for providing
enhanced real-time feedback mechanisms to instructors.

Students experience a wide variety of affective states that
may impact motivation and performance [23]. Boredom and
confusion have been linked to learning [7]. However, many
studies involve self-reported rather than measurement-based
affect analysis. In contrast, we measure galvanic skin response
(GSR) and facial expressions to explore affective reactions
while learning and linking these to performance.

Prior research has used GSR, among other sensing modal-
ities, to measure the cognitive load experienced while per-
forming challenging tasks [26]. One study showed a signifi-
cant correlation between cognitive load and both accumulated
GSR and average GSR for reading and arithmetic tasks [20].
Another study indicated that GSR values, as well as pupil
dilation, change during cognitive tasks, but did not establish a
clear link between the changing values and cognitive load [8].
GSR and pupil dilation measures have also been used to
determine if subjects are in relaxed or stressed states, finding
that pupil dilation features resulted in improved classification
performance [25]. However, pupil dilation remains impractical
in the educational context as it is sensitive to changes in
lighting, among other factors, and thus requires a strictly
controlled environment [13], [22].

The use of incentives to motivate learning has long been
an area of interest to researchers. Performance incentives can
lead to greater motivation and effort, but whether this affects
learning is uncertain [3], [19]. One study argues that the
effect of performance incentives depends on the existence of
feedback and experience [27]. Much focus has been on the
performance and learning in a work setting rather than a class-
room. Therefore, we explore whether a monetary performance
incentive promotes student learning or whether it may stress
individuals, as measured by GSR and facial expressions.

III. EXPERIMENTAL DESIGN

A. Subjects

Twenty-eight subjects (13 M, 15F) participated in this study.
Their ages ranged from 18 to 50, with most being between 18
and 27. Five subjects were not native English speakers. Many
were college students and had a wide range of majors.

As shown in Figure 2, we randomly split the subjects
evenly into two conditions: viewing an online lecture or

TABLE I: Grading scale provided to most subjects who had
performance incentives on the post-lecture quiz with 18 quiz
questions.

Questions Correct Payment
0-3 out of 18 $10
4-7 out of 18 $11
8-11 out of 18 $12
12-14 out of 18 $13
15-17 out of 18 $14
18 out of 18 $15
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Fig. 2: Twenty-eight subjects were equally split between online
and face-to-face lectures. In each condition, half received a
performance incentive on a post-lecture quiz.

participating in a face-to-face lecture. Subjects were not asked
which type of lecture they would prefer so that our findings
would apply to a general population, regardless of learning
environment preferences. Within both groups, half were given
learning incentives and half were not. Participants were briefed
individually. This resulted in four test groups consisting of
seven subjects each. Non-incentive subjects were paid a $15
participation fee regardless of performance while incentive
subjects were told that they would be paid $10 and could earn
up to $15 based on the number of quiz questions they answered
correctly. To ensure that subjects understood the incentive, a
payment scale was provided during the consent process before
the experiment (see Table I). Regardless of performance all
subjects were actually paid $15 in the end.

B. Setup

In both online and face-to-face lectures, subjects had a
MacBook laptop in front of them which they used to enter
demographic information in a pre-survey and take a quiz of
18 questions on lecture material. Online students watched the
lecture on the laptop. For face-to-face subjects, the laptop was
set to display a black screen during the lecture so that subjects
would not be distracted from the instructor; however, the lap-
top camera remained on to capture their facial expressions. The
average self-reported prior experience in the lecture material
was 2.3 on a scale of 1 to 7. Non-incentive subjects reported
more prior experience than incentive subjects (2.6 and 1.8
respectively). Online subjects reported more prior experience
than face-to-face subjects (2.4 and 1.9 respectively).

Data collection lasted from the beginning of the pre-survey
to completion of the lecture. During this time, we used
the MacBook’s built-in webcam to record a video of the
subject’s face and a screen capture video was recorded using
Open Broadcaster Software. To record GSR data, we used
a Shimmer3 sensor with electrodes placed on the index and
middle fingers of the subject’s non-dominant hand. Subjects
were asked to keep that hand still for the duration of the

Fig. 3: Experimental setup for online subjects (left). All
subjects had a GSR sensor on the hand not occupied by the
computer mouse (upper right). Facial video was captured by
the built-in webcam (bottom right).

experiment, as movement creates artifacts in the GSR data.
The time of the pre-survey was used to calibrate the GSR
sensor.

Online and face-to-face lectures were taught by the same
instructor using the same content slides. An effort was made
to keep lecture length consistent across online and face-to-face
conditions, with an average time of 18 minutes. The lecture
covered introductory topics in the 2D Computer Graphics
pipeline, which the instructor has expertise in. For the face-to-
face lecture, slides were projected onto a screen at the front
of a classroom. The video recorded for online lectures used
a side-by-side style, with the instructor’s face on the left and
slides on the right (see Figure 1).

We held face-to-face lectures in a college classroom, with
two subjects participating in the lecture at the same time.
Subjects sat at the front of the classroom and were told they
could ask questions (see Figure 1). Online lectures were held
in a conference room one subject at a time. Subjects were
oriented so that they faced away from the door, thus minimiz-
ing external distractions (see Figure 3). Closed captions were
available for any subject who needed them. In addition, we told
subjects that they could pause the video and re-watch content,
or change the playback speed of the video if they wished.
They were instructed that once they proceeded to the quiz to
not return to the lecture. In both cases, the researchers provided
instructions then exited the room prior to the start of the
experiment. This was motivated by observations from a similar
study that found that subjects were more at ease and more
expressive when they were not actively being watched [10].

IV. DATA

Facial videos were post-processed with Affectiva SDK1

to determine subjects’ facial expressions. Affectiva outputs a
confidence rating for each of the 7 basic emotions encoding

1https://www.affectiva.com/product/emotion-sdk/
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Fig. 4: Quiz scores by number of subjects achieving a certain
percentage score (N = 28 subjects). A wide range of scores was
obtained from the quiz results, with the lowest being roughly
around 30% and the highest being around 90%.

the likelihood that the subject being analyzed is displaying
a particular emotion. The facial analysis has a tendency
to identify resting faces falsely as expressing contempt or
disgust. To address this or other misclassification, we applied
a empirical threshold of at least 50 percent confidence in an
emotion being identified. For overall facial expressiveness,
we calculated the percentage of time that a subject expressed
emotion.

GSR data was processed through a median filter for smooth-
ing and noise reduction. Then we normalized each subject’s
data by dividing by their average GSR value during the entire
lecture [20]. This allowed us to compare GSR across subjects.
Finally, peak detection was conducted.2

After processing was complete, we synchronized data col-
lected from different devices and created a mapping from lec-
ture content to quiz questions. First, we carefully mapped GSR
data with analyzed facial expression data based on timestamps.
Next, we adapted a method developed by Edwards et al. [10]
in which sensing data are mapped to spans of the lecture
corresponding to material covered in the quiz questions. To
create such question mappings, we identified the time during
the lecture in which the answer to each question was first
presented. This was done manually to account for face-to-
face lecturing variation and that online subjects were allowed
to rewind or speed up the lecture. Once these mappings were
created, data was segmented by question time in order to view
changes in behaviors for each question.

After excluding subjects due to data loss, poor data quality,
or uncertain mappings, 21 subjects’ sensing data (11 online/10
face-to-face, 11 incentive/10 non-incentive) were analyzed.

V. RESULTS AND DISCUSSION

ANOVA tests were used to compare between multiple
factors. Results are as follows:

2Using relative maxima detection on a continuous wavelet transform of our
data, as implemented in SciPy (https://www.scipy.org).

Fig. 5: Facial expression valence was averaged for online and
face-to-face subjects (N = 21 subjects). A greater negative va-
lence was detected for online rather than face-to-face subjects.
Overall, negative valence was the trend across subjects.

Fig. 6: Facial expressiveness of subjects was averaged for
online and face-to-face subjects (N = 21 subjects). Faces were
more expressive in the online than the face-to-face condition.

A. Learning Performance

Neither the online vs. face-to-face nor the incentive vs.
non-incentive factors showed a significant difference in per-
formance on the quiz. Figure 4 shows that the average score
was 65% (σ = 18%).

The observation that performance does not differ signif-
icantly between online and face-to-face lecture conditions
concurs with prior findings for similar performance across
learning settings [6]. The result that incentives do not improve
quiz performance adds insight compared to prior work’s focus
on non-academic settings and use of incentives.

B. Online vs. Face-to-Face

Several differences were found between sensing data in
online and face-to-face groups. Emotional valence as measured
by facial expressions was more negative for online subjects
(p < 0.001) (see Figure 5). Online subjects were also more
expressive than face-to-face subjects throughout the lecture (p
< 0.05) (see Figure 6). Online subjects expressing more facial
emotion and with greater negative valence may lend support
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Fig. 7: The facial valence of non-incentive subjects was
averaged for the three easiest and three hardest questions (N
= 11 subjects), and greater negative valence was observed for
difficult questions than for easy questions.

to prior observations that students are less satisfied with their
experience in the online setting [16]. Alternatively, concerns
about violating social norms in face-to-face interactions may
inhibit overt negative expressions. Another potential reason is
that, while online subjects were almost level with the webcam,
face-to-face subjects were at an angle as they were looking up
at the instructor. Overall, facial expressiveness appeared low,
with subjects expressing emotion no more than 12% of the
time in either condition; this may reflect our thresholding.

C. Content Difficulty
While not strong enough to predict an individual’s question

correctness, facial valence may indicate content difficulty. For
incorrect responses, subjects showed greater negative facial
expression valence than for correct questions (p < 0.005). Sim-
ilarly, non-incentive subjects showed greater negative valence
for harder questions (p < 0.005) (see Figure 7).

Across all subjects, there was a significant relationship
between the number of GSR peaks during the three easiest
versus the three most difficult questions in the quiz. A question
which simply asked about the topic of the lecture was ignored.
Question difficulty was determined by the percent of subjects
who answered the question correctly. To consider the complete
available evidence regarding the difficulty level of a question,
the responses of all 28 subjects were used to determine ques-
tion difficulty. Subjects had more GSR peaks during difficult
questions than for easy ones (p < 0.001) (see Figure 8). This
result also held when exclusively examining online subjects
(p < 0.001), or subjects with incorrect responses (p < 0.001).

These results affirm prior findings that sensing data can
suggest when subjects struggle to learn with challenging
material [10]. This indicates that sensing may provide timely
feedback to instructors about content difficulty. Given the
sample size, and outliers suggested in Figures 7 and 8, more
work is needed to additionally confirm the finding.

D. Incentive vs. Non-incentive
Facial expression valence was more negative for incentive

subjects (p < 0.001) (see Figure 9). Incentive subjects also had

Fig. 8: The number of GSR peaks was averaged for the three
easiest and three hardest questions (N = 21 subjects). The
number of GSR peaks for easy and difficult questions differed
significantly.

Fig. 9: Facial expression valence of subjects was averaged for
incentive and non-incentive subjects (N = 21 subjects). Gen-
erally, incentive subjects displayed a greater negative valence
than non-incentive subjects.

a higher average GSR (p < 0.01) (see Figure 10) suggesting
a stress response among this group.

E. Limitations

While our findings link correctness and difficulty to sensing
data, and learning incentives to more negative reactions, the
study involved a modest population on a college campus
which may be representative of face-to-face but not of online
students. Retention, rather than immediate recall, is also the
goal of most courses. Investigating effects on content retention
is left for future work. Also, not all online courses emphasize
video lectures. As we only focused on this aspect of online
teaching, we are not able to generalize to other teaching
mechanisms. Furthermore, our controlled environment is not
representative of the variety of environments that students may
take an online class in. Future work should verify findings with
a larger sample more representative of the online population
and measure retention weeks after experiencing the lecture.
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Fig. 10: GSR average for incentive and non-incentive subjects
(N = 21 subjects). Incentive subjects overall had a higher
average GSR than non-incentive subjects.

VI. CONCLUSION

This study suggests a link between learning and physiolog-
ical sensors such as GSR and facial expressions. The results
indicate relationships between these sensing modalities and
content material difficulty or correctness. There is potential
to explore if such real-time information could help instructors
improve their delivery or course materials to better support stu-
dent learning. Moreover, being able to determine proactively
when a student is having trouble with a concept during the
lecture could help personalize instruction.

We also found distinctions in facial valence and expres-
siveness for online and face-to-face contexts. More negative
valence displayed by online subjects may indicate a way to
monitor less-pleasant experience, which potentially could help
avoid attrition and lower performance. Additionally, incentives
appear to not improve student performance but rather increase
stress and negative affective experiences.
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