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A B S T R A C T

The emergence of electric unmanned aerial vehicle (E-UAV) technologies, albeit somewhat fu-
turistic, is anticipated to pose similar challenges to the system operation as those of electric
vehicles (EVs). Notably, the charging of EVs en-route at charging stations has been recognized as
a significant type of flexible load for power systems, which often imposes non-negligible impacts
on the power system operator’s decisions on electricity prices. Meanwhile, the charging cost
based on charging time and price is part of the trip cost for the users, which can affect the spatio-
temporal assignment of E-UAV traffic to charging stations. This paper aims at investigating joint
operations of coupled power and electric aviation transportation systems that are associated with
en-route charging of E-UAVs in a centrally controlled and yet dynamic setting, i.e., with time-
varying travel demand and power system base load. Dynamic E-UAV charging assignment is used
as a tool to smooth the power system load. A joint pricing scheme is proposed and a cost
minimization problem is formulated to achieve system optimality for such coupled systems.
Numerical experiments are performed to test the proposed pricing scheme and demonstrate the
benefits of the framework for joint operations.

1. Introduction

Electric unmanned aerial vehicles (E-UAVs), also called electric drones, are usually referred to as battery-powered, autonomous
aircrafts propelled by multiple rotors. In recent years, rapid advances in control technologies and diminishing costs have led to
increasing utilization of UAVs, especially E-UAVs, for various civilian purposes, such as aerial surveillance/mapping (Maini and Sujit,
2015; Nintanavongsa et al., 2016; Pugliese et al., 2016; Kaufmann et al., 2018), entertainment (Guerriero et al., 2014), as well as
transportation of goods in times of critical need (Kim et al., 2017; Stewart, 2014; Thiels et al., 2015; Ham, 2018). In particular, the
booming growth of e-commerce and customers’ increasing needs for fast delivery have motivated many leading logistics companies to
explore the use of E-UAVs for parcel delivery. For example, Amazon announced its Prime Air in 2013, which is an E-UAV delivery
system designed to deliver packages up to five pounds to customers in 30min or less (Mattise, 2013). German firm DHL launched its
Parcelcopter research project in December 2013 (Hern, 2014). More recently, UPS has also unveiled its drone delivery plan, in which
E-UAVs can be launched from trucks at selected points along the truck routes (Vanian, 2017).

The aviation industry’s interest in E-UAVs has gone beyond aerial surveillance and freight delivery, and has turned toward
passenger transportation. Recently, Zunum Aero, a company funded by Boeing and JetBlue, revealed its plan to create a hybrid
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electric aircraft that can offer cheap commuter flights by 2020 (Etherington, 2017). The U.S. flying-car startup, Terrafugia, is aiming
to have its autonomous flying vehicle, called the TF-X, flying commercially by 2025 (Muoio, 2016). The German startup Volocopter,
which launched in 2011 the first helicopter powered solely by electricity, is also developing the fleet of air taxis (Muoio, 2017).
Another German startup called Lilium Aviation successfully completed a test flight of its all-electric, vertical take-off and landing
(VTOL), two-seater prototype in April 2017 (Hawkins, 2017). As such, while E-UAVs have not been put into commercial use quite yet,
we believe that it is only a matter of time for wide applications of E-UAVs to appear in the very near future.

Many challenges that have arisen nowadays for traditional electric vehicles (EVs) can be anticipated for future applications of E-
UAVs, mainly due to their similarities in terms of energy source and recharging needs. In particular, even with recent battery
recharging technologies, EVs still have relatively limited travel ranges and long charging times. Such limitations have led to nu-
merous studies on planning infrastructure and traffic routing for en-route EVs (Chen et al., 2016; Worley and Klabjan, 2011; Worley
et al., 2012). Similarly, even though many efforts have been put into developing E-UAV technologies, the short flight range owing to
limited battery capacity still poses a great challenge. Several strategies have been proposed to overcome the range limitations of E-
UAVs. Some researchers have put their focuses on designing a multi-modal truck-drone delivery system, where drones are carried to
the vicinity of customers by a fleet of trucks so as to cover only “the last mile” (Agatz et al., 2018; Ferrandez et al., 2016; Ha et al.,
2015; Luo et al., 2017; Murray and Chu, 2015; Poikonen et al., 2017; Wang et al., 2017), where E-UAVs are launched at stops along
the truck routes and return to the trucks after delivery. Alternatively, Sundar and Rathinam (2012, 2014) introduced a so-called fuel-
constrained E-UAV routing problem, where an E-UAV is allowed to refuel/recharge at any of refueling depots such that all delivery
targets are visited and the total fuel consumption is minimized. Along this direction of inquiry, some researchers examined E-UAV
systems supported by automated refueling stations that enable long-term or persistent services (Kim et al., 2013; Kim and Morrison,
2014; Song et al., 2014, 2016; Hong et al., 2018). Dorling et al. (2017) proposed a multi-trip vehicle routing model that allows multi-
rotor E-UAVs to make multiple returns to the depot to replace batteries. Most of these studies assumed that the batteries can be
replaced instantly or the charging time is negligible. Therefore, no consideration is cast over the impacts of charging activities on not
only the E-UAV operations, but also the associated infrastructures (such as charging stations and the underlying power grids).

However, we can foresee that the huge electricity demand from E-UAV charging, in particular for en-route charging from inter-
city trips of E-UAVs, would pose a great impact on power grids, just similar to the challenges faced by the EV industry nowadays (Ma
et al., 2012; Xu and Pan, 2012). Furthermore, since the travelers’ en-route charging decisions are highly related to their travel
behaviors (Sweda and Klabjan, 2012; He et al., 2014; Adler et al., 2016), it is imperative to investigate the interactions and joint
operations of the coupled power and transportation systems. Some earlier efforts have been made towards the EV practice; e.g.,
Alizadeh et al. (2015) proposed a joint charging pricing mechanism that maximizes the welfare of both travelers and power gen-
erators, assuming travelers’ travel choices can be controlled via proper roadway tolls. He et al. (2013) considered an equilibrium
framework that captures the interactions among the availability of public charging opportunities, the charging prices, and the route
choices of EVs. Even though these studies mainly focus on a static setting, they indeed remind us of potential challenges that might
occur when E-UAVs become commercialized for both freight and passenger transportation.

In this paper, we consider the operations of a coupled system of aviation transportation and power networks, and address the
temporal fluctuation of electricity prices caused by time-varying E-UAV travel demand and power base loads. Although it is known
that both the power and aviation transportation systems may be ideally operated in a demand-responsive and dynamic way, there is
still likely a long way ahead before we achieve that status, because of technical and regulatory barriers. As an initial step toward the
foreseeable future, this study focuses on a possible scenario that may occur in the next 5–10 years. Hence, we assume that the
anticipated systems still share some similarities with the current ones: (i) For the power system, we assume a day-ahead wholesale
electricity market (which is the current industry practice (US Federal Energy Regulatory Commission, 2003)), where the locational
marginal prices (LMPs) of electricity (Glover et al., 2011), power commitments and demand for the 24 h of the next day are de-
termined beforehand. In such a day-ahead market, there is a non-profit independent system operator (ISO) responsible for de-
termining the LMPs and maintaining a regulated platform where market participants can submit supply offers or demand bids a day
before. The power generators receive the posted LMPs from the ISO, and decide their generation amount to maximize their own
utilities; (ii) For the aviation transportation system, to assure safe and high-quality service for travelers, we assume that the system is
centrally monitored and controlled just like the current practice of the aviation industry, where E-UAVs’ tentative travel needs are
submitted at least 24 h prior to the travels, and then the aviation agency assigns them with detailed routing and charging plans.
Moreover, we assume that the E-UAVs of interest are owned by the individual travelers as personal vehicles (i.e., as a plausible
business scenario in the near future), and we mainly focus on their applications for inter-city travels, where each trip requires a stop
at one of the charging stations.1 The short distance trips that do not need en-route charging are not included in this study, since the
charging activities can be conducted at their origins and/or destinations (as part of the regular electricity loads there) and have little
influence on either the charging stations (our focus of the study) or the travel plans. Moreover, due to the limited charging slots at
charging stations, the agency would coordinate E-UAV users’ travel plans as well as the charging timing, such that the usage of
charging slots does not exceed the capacity.

We propose a joint pricing scheme for the electricity market that accounts for the costs of both systems, such that system-wide

1 The proposed modeling approach can easily be extended to more general cases where a single trip involves multiple or no charging stops. For the multiple-stop
case, this can be done by evaluating (possibly through full or partial enumeration) the E-UAV users’ alternative routing decisions across charging stations (Adler et al.,
2016), and adding the corresponding decision variables to the aviation agency’s optimization problem. The non-stop trips are not considered in this study, since they
have no impact on other E-UAVs’ travel plans, and the charging at the origins or destinations (e.g., from users’ residential power outlets) can be directly included as
base load to the power system (Zhang et al., 2017a).
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optimum can be achieved. An E-UAV assignment model is developed such that the cost for E-UAV users is minimized. The proposed
model takes into account both the spatial and temporal variability of electricity prices and provides the flexibility of exploiting
demand response via E-UAV charging. The main contributions of the present work are threefold: (i) we establish a joint optimization
problem to minimize the total costs, accounting for the coupling between the dynamic E-UAV charging on the transportation system
and the operation of power networks; (ii) we develop a dynamic E-UAV assignment problem with time-varying travel demand,
flexible travel time, and limited charging slots at charging stations; (iii) we propose a joint pricing scheme that can induce both
systems to achieve the system optimum collaboratively while preserving the private information from disclosure to each other.

This paper is organized as follows: in Section 2, a power generation model and a generic E-UAV assignment model are presented,
and a system-wide cost minimization problem is formulated and an electricity pricing scheme is proposed to achieve the system
optimum. Then Section 3 introduces a dual-decomposition-based approach to solve the minimization problem, followed by Section 4
where numerical examples are presented to demonstrate the effectiveness of the modeling framework. Finally, Section 5 provides a
summary of this paper, highlights the insights revealed by the model, and proposes several future research directions.

2. Methodology

In this section, we illustrate how power and aviation transportation systems operate jointly in the electricity market. We first show
how the power-side ISO determines and posts electricity prices to the generators and users in the electricity market. Then, we show
how the aviation transportation agency would coordinate and determine travel plans for a group of users. At last, we investigate how
the system optimum can be achieved for the coupled power and aviation transportation systems through a joint pricing scheme of the
ISO.

2.1. Power generation model

The electricity market participants are connected via the power transmission networkR B F= ( , ), whereB andF are the sets of
buses and extensive transmission lines, respectively. Each bus B∈i is a participant in the market that either generates or consumes
power. For brevity, we assume that a single merged generator is located on each bus of the grid. Typically, the period of a day is
discretized into a set of time slots = … TΓ {1,2, , }, indexed by τ . The LMPs and power consumption and generation within each time slot
∈τ Γ are constant. For convenience, we let T ≔ …t t t{ , , , }T0 1 be the set of time instants that separate one day into T disjoint periods

… −t t t t t t[ , ),[ , ), ,[ , )T T0 1 1 2 1 , each with an equal length Δ (h), and we further assume that the planning horizon is periodic such that
= ∀ ∈±t t τ, Γτ τ T . The generator at each bus B∈i aims at maximizing its profit, i.e., sales revenue minus power generation cost,

given the LMPs in the market.2 The power generation model for bus i can be formulated as follows:

−CGP G p Gmin ( ) Δi i i i
T

i
Gi (1)

− ⩽ ∀ ∈+G G R τs. t. | | , Γ,i τ i τ i, 1 , (2)

⩽ ⩽G G G ,i min i i max, , (3)

where decision variables ∈Gi
T is the vector of everyGi τ, , the power generation at bus i at time slot τ (MW), and ∈pi T is the vector

of electricity LMP at bus i ($/MWh). Function C (·)i captures the power generation cost at bus i, which is usually assumed to be
strongly convex. In this study, we assume the generation cost function is quadratic (Glover et al., 2011), i.e.,

= +C x a x a x( ) ,i i i,1
2

,2 (4)

where ai,1 and ai,2 are associated parameters. The inequalities (6) are referred to as ramp constraints, which prevent an extremely
large increase or decrease in power generation at consecutive time slots. The ramp capacity >R 0i reflects the inherent thermal and
mechanical inertia of generators at bus i, and this parameter should be admissible over the course of the optimization. Constraints (7)
enforce upper and lower limits on the generated power. Note that we can aggregate problem B∀ ∈iGP ,i into one problem since the
generators decisions are independent of each other; i.e.,

B
B

∑ −
∈ ∈

CGP G p Gmin ( ) Δ
i i

i i i
T

i
G ,i (5)

B− ⩽ ∀ ∈ ∈+G G R τ is. t. | | , Γ, ,i τ i τ i, 1 , (6)

B⩽ ⩽ ∀ ∈iG G G , .i min i i max, , (7)

In this way, the actual generated power per bus should be decided based on the LMPs posted to the generators.

2 Here we assume generators are price-takers in the day-ahead wholesale market, which take the LMPs as input and determine the amount of generation in response.
The case with strategic generators/price-anticipaters who influence market price (Hobbs et al., 2000; Xu et al., 2017) is left for future work.
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2.2. E-UAV travel model

We consider the aviation transportation network as a complete graph of a set of nodesO D S∪ ∪ , whereO andD are the sets of
origins and destinations, respectively; S B⊆ is the set of charging stations which post the LMPs to E-UAV users and submit the
demand bids to the ISO. Since the E-UAV transportation system is centrally controlled by an aviation agency, we assume that the E-
UAV users need to submit: (i) their tentative travel plan, including origin O∈o , destination D∈d , preferred departure and arrival
time T∈t t,dep arr ; (ii) preferred battery charging level Y∈y (MWh) that the users wish to charge to when at a charging station,3 and
(iii) vehicle types V∈v capturing specifications such as maximum range and energy efficiency. Then the agency makes plans for all
the users based on the information being supplied. For notational brevity, we use the sextuplet =q o d t t v y( , , , , , )dep arr to denote the type
of demand and let Q be the set of all travel demand types. The volume of travel demand of type q is denoted by uq. Furthermore,
charging power at charging stations are allowed to be location-specific, and we use βs to denote the charging power at charging
station S∈s .

2.2.1. User’s travel cost
For an E-UAV user of type q, the aviation agency needs to make plans for its actual departure time T∈tτ as well as its charging

station S∈s . The user’s travel cost, denoted by cq, contains three components: (i) transportation cost cq t, ; (ii) charging cost cq e, ; and
(iii) unpunctuality penalty cq p, due to lateness/earliness of actual departure/arrival, i.e.,

Q= + + ∀ ∈c t s c t s c t s c t s q( , ) ( , ) ( , ) ( , ) , .q τ q t τ q e τ q p τ, , , (8)

Several additional assumptions need to be presented first to formulate the user’s travel cost. We assume that the fleet size of E-
UAVs is moderate such that aerial congestion is negligible. The travel route is thus composed of direct trip legs connecting the origin,
the charging station, and the destination; it also implies that the transportation cost cq t, only depends on the choice of charging
stations, i.e.,

S Q= = + ∀ ∈ ∈− −c t s c s α w w s q( , ) ( ) ·( ) , , ,q t τ q t t o s s d, , (9)

where αt is the monetary-millage conversion factor ($/mile), and −wo s and −ws d are the distances (mile) from origin o to charging
station s and from s to destination d, respectively.

In addition, we assume that E-UAVs always depart from origin with full battery capacity, and they charge the battery to their
preferred level (or to the minimum levels that can exactly cover the rest of the trips). Different types of E-UAVs are associated with
different full-battery ranges as well as charging efficiencies in terms of energy-range conversions, due to varying vehicle weights and
motor technologies. Therefore, the charging time required for type-q E-UAV users to charge at station s can be computed as follows:

= ⎡
⎢⎢

⎧
⎨⎩

+ − − − ⎫
⎬⎭
⎤
⎥⎥

− − −l q s
β

w w w
α

y w w
α

( , ) 1 max , ,0 ,c
s

o s s d v

v

v o s

v (10)

where αv is the energy-range efficiency (mile/MWh), and wv is the full-battery range of thetype-v vehicle. Eq. (10) means that the E-
UAVs need to charge to at least the minimum level required to cover the rest of the trip, or to their preferred level, or that they do not
need charging at all if their battery level is above their preferred charging level and the minimum required level when they arrive at
the station. We use ⌈ ⌉· to round the charging duration (and other time durations that will be introduced later) up to multiples of the
time period length Δ to match our discrete time horizon.4 Note that if >−w wo s v or >−w ws d v, such a path is infeasible and should not
be used; and if + − ⩽− −w w w( ) 0o s s d v , such a trip does not require charging en route. Therefore, the charging cost is calculated based
on the entire charging duration, i.e.,

T S Q
̃

̃∑= ∀ ∈ ∈ ∈
= ′

′+

c t s β p t s q( , ) ·Δ· , , , ,q e τ
τ τ

τ l

s s τ τ,

/Δ

,

c

(11)

where ′t τ is the time when the E-UAV arrives at the charging station and starts charging, i.e., = + ⎡⎢ ⎤⎥′ −t t s t( , )τ τ τ
w
v
o s
a

with va being the
travel speed of the E-UAV (mile/hr). Again, ̃ps τ, is the LMP of electricity at charging station s at time T̃ ∈tτ ($/MWh). Clearly, the
time at which the E-UAV completes charging and leaves for destination is = +″ ′t t s t t s l( , ) ( , )τ τ τ τ c, and the earliest time of arrival at

destination d is thus = + ⎡⎢ ⎤⎥‴ ″ −t t s t t s( , ) ( , )τ τ τ τ
w
v
s d
a

. The unpunctuality cost can thus be expressed as

S T Q= − − ∀ ∈ ∈ ∈‴c t s f t t t t s t q( , ) ( , ) , , , ,q p τ p τ dep τ arr τ, (12)

where fp is a non-decreasing function with respect to (w.r.t.) the absolute value of its arguments. This ensures that the more the E-
UAV user’s actual departure/arrival time deviates from its preferred departure/arrival time, the higher the penalty is. Now we are
ready to present the transportation agency’s problem.

3 It might appear that the problem size may become intractable if there is an unlimited number of charging levels. However, as we consider a finite number of
discrete time periods, some charging levels can actually be rounded up to the same charging duration in the discrete time horizon. Therefore, there are essentially a
finite number of charging level choices, namely Y , that should be determined by the transportation agency. If the agency does not allow users to choose different
charging levels, it could setY = ∅.
4 The slight overestimation of charging time could likely enhance reliable operations of the coupled systems. For example, the extra electricity generated can serve

as safety buffers for the power grid while the extra energy stored in E-UAV batteries can be used in the next trip.
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2.2.2. E-UAV assignment problem
Let xqτ s, be the number of type- Q∈q E-UAVs that are assigned with actual departure time T∈tτ and charging station S∈s , and

let x be the vector collecting S Q∀ ∈ ∈ ∈x τ s q, Γ, ,q
τ s, . Given (8)–(12), the aviation agency’s E-UAV assignment problem is for-

mulated as the following integer program (IP1):

Q S

∑ ∑ ∑
= ∈ ∈

c t s xIP1 min ( , )·
τ

T

q s
q τ q

τ s
x 1

,

(13)

S
Q

̃̃∑ ∑ ⩽ ∀ ∈ ∈
= ∈

x ζ K τ ss. t. · , Γ, ,
τ

T

q
q
τ s

q
τ τ s

s
1

, , ,

(14)

Q
S

∑ ∑ = ∀ ∈
= ∈

x u q, ,
τ

T

s
q
τ s

q
1

,

(15)

N T S Q∈ ∀ ∈ ∈ ∈x t s q, , , .q
τ s

τ
,

(16)

The objective (13) captures the total cost of all E-UAV users. Constraints (14) represent the capacity limit at charging stations,
where Ks is the number of available charging slots at station s, and ̃ζq

τ τ s, , is a binary parameter taking value 1 if the E-UAVs of type q

that start the trip at time tτ via s will still be at this charging station until ̃tτ ; i.e., ̃ =ζ 1q
τ τ s, , if ̃⩾″t tτ τ , and taking value 0 otherwise.

Constraints (15) enforce the total demand to be satisfied, and constraints (16) define the variables to be non-negative integers. Note
that this problem is essentially a minimum cost flow problem in a time-space network whose coefficients in the constraints form a
totally unimodular matrix (Ahuja et al., 2014). Hence, if the demand uq and the charging station capacity Ks are integers, solving the
linear relaxation of IP1 would still yield the optimal integer solution. Therefore, we can replace the integer value constraints (16)
with the non-negativity constraints:

T S Q⩾ ∀ ∈ ∈ ∈x t s q0 , , , .q
τ s

τ
,

(17)

The above formulation IP1 will clearly yield a system-optimum solution. Moreover, Theorem 1 below implies that this solution is
also an equilibrium solution for the E-UAV users.5 The coincidence between the system optimal assignment and user equilibrium is
due to the flow-independent cost functions; i.e., once the departure time and charging station is determined for a user, the assignment
for other users does not affect this user’s cost. To further illustrate, we let ξq and ̃vτ s, denote the Lagrangian multipliers associated with

total demand and charging station capacity constraints, respectively. Then we define ̃ ̃
̃ ̃= + ∑ =c t s c t s ζ v( , ) ( , )q τ q τ τ

T
q
τ τ s

τ s1
, ,

, as the gen-
eralized travel cost of user q that is assigned with departure time tτ and charging station s, where the first part represents the actual
travel cost, and the second refers to a shadow cost for using a saturated charging station (Larsson and Patriksson, 1995; Nie et al.,
2004).

Theorem 1. Suppose ∗x is an optimal solution to IP1, and the agency assigns travel plans to E-UAV users based on ∗x . If all other users follow
the agency’s instructions, there is not a single user that can unilaterally reduce its generalized travel cost by not following the assigned travel
plan.

Proof. The KKT conditions for IP1 can be written as follows:

Q S
̃

̃ ̃∑⎛

⎝
⎜ + − ⎞

⎠
⎟ = ∀ ∈ ∈ ∈

=

x c t s ζ v ξ q τ s( , ) 0 , , Γ, ,q
τ s

q τ
τ

T

q
τ τ s

τ s q
,

1

, ,
,

(18)

S
Q

̃̃ ̃∑ ∑⎛

⎝
⎜ −

⎞

⎠
⎟ = ∀ ∈ ∈

= ∈

v K x ζ τ s0 , Γ, ,τ s s
τ

T

q
q
τ s

q
τ τ s

,
1

, , ,

(19)

Q S
̃

̃ ̃∑+ − ⩾ ∀ ∈ ∈ ∈
=

c t s ζ v ξ q τ s( , ) 0 , , Γ, ,q τ
τ

T

q
τ τ s

τ s q
1

, ,
,

(20)

S̃̃ ⩾ ∀ ∈ ∈v τ s0 , Γ, ,τ s, (21)

and (14), (15), (17).
We can re-write (18) and (20) as

Q S̃ − = ∀ ∈ ∈ ∈x c t s ξ q τ s( ( , ) ) 0 , , Γ, ,q
τ s

q τ q
,

(22)

Q S̃ − ⩾ ∀ ∈ ∈ ∈c t s ξ q τ s( , ) 0 , , Γ, .q τ q (23)

5 In fact, traffic assignment problems with hard capacity constraints on links usually have multiple equilibrium solutions (Nie et al., 2004). Without centralized
control, one can hardly foresee in which equilibrium state the system will end up being. However, this is not the case in our model, as the aviation agency determines
the assignment.
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Constraints (22) and (23) state that, if all other users follow their assigned travel plan, a travel plan of an arbitrary user is used
only if the generalized travel cost reaches its minimum, i.e., >x 0q

τ s, only if ̃ − =c t s ξ( , ) 0q τ q , and the non-used travel plans have equal
or higher generalized travel cost, which completes the proof.

This theorem is quite important in our problem. As a result, the E-UAV users will have the incentive to follow the system optimum
assignment from the aviation agency automatically out of their self-interest.

We have so far modeled the E-UAV user assignment problem under dynamic travel demand with limited slots at charging stations.
Nonetheless, it is still unclear how the charging load at charging stations is related to the E-UAV assignment. In fact, if we denote the
charging load at charging station S∈s at time T∈tτ by Ds τ, , we can separate the charging cost of the E-UAV users from the
transportation and unpunctuality cost, and rewrite IP1 as:

Q S S

∑ ∑ ∑ ∑ ∑+ +
= ∈ ∈ = ∈

c t s c t s x D pIP2 min ( ( , ) ( , ))· ·Δ·
τ

T

q s
q t τ q p τ q

τ s

τ

T

s
s τ s τx D, 1

, ,
,

1
, ,

(24)

S
Q̃

̃ ̃∑ ∑= ∀ ∈ ∈
= ∈

D β ζ x s τs. t. , , Γ,s τ
τ

T

q
s q

τ τ s
q
τ s

,
1

, , ,

(25)

and (14),(15),(17),

where Eqs. (25) map users’ assigned travel plans to the electricity load at a charging station in a certain time slot. By posting varying
charging prices ps τ, , the power system operator can influence the aviation agency’s charging assignment, which in turn affects the
charging load that needs to be served by the power grid.

2.3. Interactive systems operation

Now we investigate the joint operations of the coupled power and aviation transportation systems. A system-wide cost mini-
mization problem is formulated to account for the coupling between these two systems. We show that through a joint pricing scheme
of the ISO, the system optimum can be achieved for the coupled systems. For comparison, we also present a myopic pricing scheme
that is widely used in practice.

2.3.1. System-wide cost minimization and joint pricing
The ISO’s objective is to determine the electricity prices such that all participants’ costs are minimized while the power generation

meets the demand without violating the security constraints of the power system (US Federal Energy Regulatory Commission, 2003).
In particular, a joint pricing scheme is needed to induce the two systems to achieve the objective.

The E-UAV charging demand Ds τ, for S∈s is computed via (25), and we let =D 0i τ, for any B S∈ ⧹i . Since we focus on the
impact of E-UAV charging load on the grid, other types of aggregated load are treated as time-varying but fixed demand units,
denoted byUi τ, . We use ∈Di

T and B∈Dτ
| | to represent the vectors of Di τ, for bus B S∈ ⧹i and time slot ∈τ Γ, respectively, where

B| | denotes the number of buses in B . The same convention holds for the vectors ∈Ui
T and B∈Uτ

| |. By combining IP2 and GP,
we are now ready to present the system-wide cost minimization problem as follows:

Q S B

∑ ∑ ∑ ∑≔ + +
= ∈ ∈ ∈

Z c t s c t s x CSP x G D Gmin ( , , ) ( ( , ) ( , ))· ( )
τ
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τ s
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i i
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,

(26)

+ − = ∀ ∈s t τ1 D U G. . ( ) 0 , Γ,T
τ τ τ (27)

+ − ⩽ ∀ ∈τH D U G C( ) , Γ,τ τ τ (28)

B S= ∀ ∈ ⧹iD 0 , ,i (29)

(6)-(7),(14),(15),(17), and(25),

where ≔ ⋯D D D{ , , }T1 is a vector collection of Dτ , and the same convention holds for G. The objective (26) refers to the overall
system-wide cost, including the transportation and unpunctuality cost of the E-UAV users and the generation cost of the power gen-
erators. The revenue of the generators as in GP cancels out with the payment from the E-UAV users and the base load customers in the
market (Zhang et al., 2017b). Eqs. (27) characterize the power demand/supply balance in the grid. The transmission line flow
constraints under DC approximation are translated to (28), whereH is the power transfer distribution matrix (Stott et al., 2009), and
C is a vector of line flow limits. Meanwhile, Eqs. (6) and (7), (14), (15) and (17) are the physical constraints from the power and
transportation systems, respectively.

Based on the system-wide cost minimization problem SP, the ISO determines the LMP. In fact, the LMP that reflects the marginal
cost of power generation can be captured by the optimal Lagrangian multipliers at each bus and each time slot. The partial
Lagrangian of the problem SP concerning only the inter-bus coupling constraints can be written as

L ∑≔ + + − + + − −
=

γ μ μZ γx G D x G D 1 D U G H D U G C( , , , , ) ( , , ) · ( ) ( ( ) ),p
τ

T

τ
T

τ τ τ τ
T

τ τ τ
1 (30)
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where ≔ ∈γ γτ T is the vector of multipliers associated with the power balance constraints (27), and B∈μτ | | is the multiplier of
the line flow limit (28) per slot τ . As a consequence, the LMPs at various buses at time slot τ can be determined by the KKT
stationarity conditions using the optimal dual variable ∗γτ and ∗μτ ,

= +∗ ∗μγp 1 H( )/Δ,τ τ
T

τ (31)

where the terms ∗γ 1/Δτ and ∗μH /ΔT
τ represent the lowest cost that would be incurred for serving a load increment due to generation

cost and transmission line congestion, respectively. The ISO is thus able to minimize the system-wide cost of both the aviation
transportation system and the power networks by posting the optimal LMPs following (31). The following theorem characterizes the
property of the solution given the optimal LMPs.

Theorem 2. The solution to SP always exists if the feasible set described by (6) and (7), (14), (15), (17), (25) and (27)–(29) is non-empty.
In addition, the solution to SP is equivalent to the solution to IP2 and GP given the optimal LMPs as in (31).

Proof. It is easy to verify that the objective of SP is convex w.r.t. the variables x G, , andD, while the constraints characterize a convex
feasible set. Hence the solution to SP always exists, if the feasible set is non-empty (Bertsekas, 1999). In addition, based on the strong
duality theory, the optimal primal variables of the SP would minimize the Lagrangian function at the optimal dual variable ∗γτ and ∗μτ ,
i.e.,

F

F

L=
∈
∈

∗ ∗ ∗ ∗ ∗γ μx G D
x D
G

x G D( , , ) arg min
,

( , , , , ),p
x D

G

,
(32)

where FG is the individual feasible set for G described by constraints (6) and (7), Fx D, denotes the individual feasible set for x D,
described by constraints (14), (15), (17) and (25), and ∗ ∗ ∗x G D( , , ) denotes the optimal solution to the SP. Furthermore, Eq. (32) is
equivalent to
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(33)

Given the optimal LMPs p in (31), solving SP is equivalent to solving IP2 and GP individually, which completes our proof.

Note that the feasibility of SP is required for Theorem 2 to hold. This can be readily ensured both in the model and in practice. In
the model, infeasibility of IP1 (e.g., due to insufficient total power generation capacity) can be avoided by adding a virtual charging
station, which has an infinite capacity and a very high charging cost; in so doing, the solution set is always non-empty. In practice, the
ISO will solve a unit commitment problem (Carrión and Arroyo, 2006) before solving the SP for the LMP. The solution to the unit
commitment problem determines how many and which generators should be connected to the main power grid to make sure the total
generation capacity is large enough to cover the presumed demand. Therefore, for simplicity, we assume that the feasibility con-
straints are always satisfied in our analysis.

To design the optimal LMPs, full information about the coupled systems regarding SP is required to be known by the ISO.
However, this requirement may be impractical since the ISO can hardly access the E-UAV travel information. Motivated by the
decomposable structure shown in (33), we propose a joint pricing algorithm that does not necessarily require detailed information of
the E-UAV assignment. Details of the proposed algorithm are described in Section 3.

2.3.2. Myopic pricing
Before delving into our proposed pricing scheme, we introduce a naive pricing scheme for comparison purposes. This naive

pricing, also referred to as myopic pricing, is based on the practical situation of the power and transportation systems operation
nowadays, i.e., the ISO’s decision-making process does not account for the coupling between the two systems. In particular, the ISO
treats the charging load D as price-independent, and tries to minimize the total electricity generation cost under system security
constraints, as follows:

B

∑
∈

CMP Gmin ( )
i

i i
G (34)

s t. . (6)-(7) and (27)-(29).

At the first glance, the formulation might imply that the ISO determines the amount of electricity generation at the generators.
However, it only determines the LMPs such that the overall generation cost minimization can be achieved by the self-interested
generators. Similar to (31), the LMPs in the myopic pricing scheme are determined by the optimal dual variables ̂γτ and ̂μτ to MP.

In turn, given the LMPs, the transportation agency achieves the optimal assignment as characterized by the solution to IP2, which
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leads to a charging load D that will affect the solution to MP. Since the ISO is not aware of the flexibility of the load from the
transportation system, on the next day it simply solves the MP based on the load data of the previous day. By iteratively solving IP2
and MP, the power and transportation systems are able to interact with each other via only electricity price signals. Unfortunately,
through such interactions the charging price and the load usually oscillate indefinitely, because the myopic pricing fails to account for
the potential response of the transportation agency to the electricity prices; e.g., see discussions in Alizadeh et al. (2015). Through the
numerical cases in Section 4, we observe such oscillations under the dynamic setting as well.

3. Solution algorithm

In this section, we develop a solution algorithm that is able to solve the problem SP while preserving the privacy of both the
power and aviation operators. As stated in Theorem 2, an optimal solution to SP always exists as long as the feasible solution set is not
empty. To obtain such a solution without disclosing the private information of the two infrastructures, the dual-decomposition al-
gorithm can be leveraged to solve SP in a distributed way (Bertsekas, 1999). In particular, with the LMPs posted, IP2 and GP are first
solved by the aviation agency and the generators, respectively, such that the charging load D and power generation G can be
determined. Then, the ISO adjusts LMPs iteratively to make the demand D and the generation G satisfy the coupling constraints (27)
and (28).

To address the potential convergence issue in standard dual-decomposition algorithm with constant stepsizes, we modify the
choice of stepsize so that it diminishes to zero over the iterations, but the cumulative step size is unbounded, i.e., →θ 0k( ) , and
∑ → ∞θk

k( ) (Boyd et al., 2003). We adopt a stepsize of the following form which satisfies these conditions:

=
+

θ λ
λ k1 ·

,k
χ

( ) 1

2 (35)

where the superscript k( ) denotes the iteration index, and >λ λ, 01 2 , and power index ∈χ (0,1) are constants that control the initial
value and the diminishing speed of the stepsize. The proposed pricing procedure is summarized in Algorithm 1 as below:

Algorithm 1.

Step 0 Set = = = = = +k γ μ θp 1 1 00, , , ,k k k k λ
λ

( ) ( ) ( ) ( )
1

1
2
;

Step 1 Aviation Agency: Solve IP1 to obtain solution x D( , )k k( ) ( ) ,
Step 2 Generators: Solve GP to obtain G k( );
Step 3 ISO: Update the stepsize +θ k( 1) following (35) and update the dual variables as
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Let ← +k k 1;
Step 4 Terminate the algorithm when one of the following conditions is satisfied:

• Maximum iteration number is reached;

• The change in the LMPs − −p p‖ ‖k k( ) ( 1) is below ∊.

where ∊ is a threshold value for algorithm termination. Along the iterations, IP2 is a linear program, and GP is a quadratic program.
They are solved by existing linear and convex optimization solvers (e.g., CPLEX/Gurobi), respectively.

The SP is solved in an iterative bidding/auction process on the day before the actual operations, following the steps in Algorithm
1. The system-wide cost minimization does not require any explicit cooperation among the ISO, the generators, and the aviation
agency. To be specific, given the LMPs posted by the ISO, the generators and the aviation agency solve their own optimization
problems independently, and post their generation/load bids to the ISO (Steps 1 and 2); then the ISO updates and posts the LMPs
accordingly to penalize any violation of the coupling constraints (Step 3); this process is then repeated until the bids and the LMPs
converge. As in Steps 1 and 2, the aviation agency and the power generators only perform their best-response to the posted LMPs,
whereas they may not even be aware of the existence of each other. This property of dual-decomposition-based approach can
preserve the privacy of both sides, which constitutes one of the advantages of our joint pricing scheme.

4. Numerical experiment

In this section, we run numerical experiments to evaluate the performance of the proposed joint pricing scheme under dynamic E-
UAV travel demand. We compare the system performance with that under myopic pricing. Moreover, we perform sensitivity analysis
over some system parameters to test the algorithm reliability and robustness.

4.1. Illustrative case study

We consider a hypothetical case of coupled power and transportation systems. On the power side, the transmission network R is
modeled with the line and generation cost parameters of the IEEE 14-bus test case (Pierce et al., 1973). The data of the generation
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cost functions are summarized in Table 1. Six out of nine load buses, i.e., buses 3,4,6,8,9,10, are assumed to be equipped with charging
stations.

Due to the lack of a better reference, we refer to the technical specification of Tesla supercharging stations and assume that each
charging slot can provide charging power up to 120 kW, i.e., =β 0.12s MW for all s. The time resolution for the operation of the ISO is
=Δ 1 h, i.e., =T 24 and the electricity price is determined for every hour next day. The time-varying base load is obtained by scaling

the load at each bus in the nominal case obtained from the load data (MISO (2016);), i.e., the load Ui τ, at each bus i at time τ is
computed as follows:

B= × − − ∀ ∈ ∈U U h h h h i τ( )/( ) , , Γ,i τ i τ,
0

min max min

whereUi
0 denotes the base load at bus i in the IEEE test case, hτ denotes the historical average load data at time τ during a day, and

hmax and hmin denote the maximum and minimal average loads during the day, respectively. The historical data ∈h{ }τ τ Γ is collected
from the MISO area and is averaged over days from May 1 to August 31, 2016, to represent the typical load pattern during a summer
day. Three examples of time-varying base load at various buses are shown in Fig. 1.

The transportation network consists of 6 cities, each of which has exactly one charging station. Each charging station has a limit
for the maximum number of E-UAVs it can serve simultaneously. The coordinates of cities are randomly generated in a rectangular
plane, and the distances are calculated based on the Euclidean metric. Daily travel demand is estimated via the gravity model
(Neuburger, 1971) with hypothetical attraction/production data. Given the base line travel demand, we let the actual travel demand
vary over time by following a sinusoidal function, which peaks at 6 am and 6 pm, respectively. We assume the users will only charge
up to the minimum required level that allows them to finish the trip. The transportation cost conversion factor αt is set to be 1/20
($/mile). The unpunctuality penalty function fp is proportional to the earliness and lateness:

Q T− − = − + − ∀ ∈ ∈‴ ‴f t t t t α t t t t q t( , ) (| | | |) , , ,p τ dep τ arr p τ dep τ arr τ

where αp is a monetary-time conversion factor, taking the value of 0.75 ($/h). Finally, to determine the charging time of each possible
route, we conservatively estimate the range of a fully charged E-UAV, namely wv, to be 150 miles for all V∈v , and the energy-range
efficiency αv to be 1000 (mile/MWh). The other parameters are set to be = = =λ λ χ0.03, 1.0, 0.81 2 , and ∊ = 0.5.

The dual-decomposition algorithm was run on an Intel Core i7-4800MQ laptop, and it converges to a solution point after around
85 s until the change in the LMPs across consecutive iterations becomes negligible. The resulting charging prices and loads are
demonstrated in Fig. 2, and the generation cost, the charging cost, and the transportation and unpunctuality cost are summarized in
Table 2. The convergence of the algorithm is also tested by using randomized initial starting points other than the unit price, and the
solution always converges to the same point within an acceptable tolerance. Moreover, for comparison (and validation), we later
assume that the ISO has access to the E-UAV users’ and the generators’ information, and can solve SP directly using commercial
solvers such as Gurobi. The objective values obtained from the dual-decomposition algorithm have a gap no greater than 1%
compared to their counterparts from the solver.

Table 1
The data of the generation cost functions from IEEE 14-bus test case (Pierce et al., 1973).

Gen. # Bus. # ai,1 ai,2

1 1 0.043 20
2 2 0.25 20
3 3 0.01 40
4 6 0.01 40
5 8 0.01 40

Fig. 1. Base load at three example buses, Bus 3, 8, and 9.
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4.2. Myopic vs. joint pricing

We first investigate the system performance under the myopic pricing. We initialize the charging price at each time and each
charging station to be identical at $50/MWh, and solve the problems MP and IP2 iteratively. Interestingly, as observed under the
static setting in Alizadeh et al. (2015), the oscillation of the coupled system is also observed under our dynamic setting. The resulting
charging price oscillates between two patterns over iterations, as illustrated in Fig. 3. As shown in Fig. 3(a), the charging prices across
all charging stations peak at 7:00 and 10:00 in the even iterations =i n2 , which suppresses the charging demand at these time slots
for the next iteration, = +i n2 1. Consequently, the charging demand is re-assigned and concentrates at 5:00 and 8:00. This re-
assignment of demand causes an extremely high peak of prices at 8:00 and another peak of prices at 5:00 as shown in Fig. 3(b). This
induces the peak demand to other time slots and results in the price profile as in Fig. 3(a). This oscillatory phenomenon, caused by
ISO’s negligence of response of aviation agency to electricity prices, is detrimental to the stability of the coupled system as it induces
extremely high prices at peak hours. Moreover, as the E-UAV travel demand increases, this myopic pricing method may even give rise
to an infeasible charging load demand that cannot be satisfied by the capacity of the power network, which makes the unstable system

(a) Charging price (b) Charging load

Fig. 2. The convergent charging prices and loads at 6 charging stations using dynamic pricing.

Table 2
The cost resulted from the myopic pricing, static pricing, and our proposed joint and dynamic pricing method.

Gen. cost ($) Trans. & Unpunc. cost ($) Charging cost ($) System cost (Gen.+Travel) ($)

Myopic =i n2 878904.60 575417.75 592505.89 1454322.35
= +i n2 1 879520.27 569643.25 594396.15 1449163.52

Static 878729.66 547088.00 579312.79 1425817.66
Joint & Dynamic =i n2 878096.57 547130.14 600525.90 1425226.71

= +i n2 1 878096.57 547128.96 600494.19 1425225.52

Fig. 3. The oscillation pattern of charging prices at 6 charging stations determined by myopic pricing.
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even more fragile.
In contrast, the dual-decomposition based method for our joint pricing strategy is guaranteed to converge. The convergent

charging price and load profiles are illustrated in Fig. 2. It is also clear that the charging prices remain much more stable over time
than either of the patterns from myopic pricing. In addition, in accordance with Table 2, our joint pricing method outperforms the
myopic pricing in terms of the power generation cost, the E-UAV transportation and unpunctuality cost, and the total system-wide
cost.

4.3. Static vs. dynamic pricing

Another interesting comparison is between the static/one-shot pricing and our proposed pricing that accounts for the time-
varying feature of both the power and transportation systems. We take an average over the travel time and base load across the day to
obtain input data to the static/time-invariant test case. In this case, the proposed dual-decomposition based pricing, i.e., Algorithm 1,
can still be applied and it converges to a price profile which is constant over time.

We then post this constant price profile to the transportation agency and obtain the charging load profile under the dynamic
settings. The static pricing result leads to a charging load profile that has more abrupt changes than that under our proposed pricing;
this is shown in Fig. 2(b). Moreover, if the power generators produce power in response to this price by solving the GP, there will be
an imbalance between the power generation and the demand for most of the time slots, i.e., + − ≠1 D U G( ) 0T

τ τ τ for some ∈τ Γ,
which, as shown in Table 3, severely challenges the security of power systems. Although there will still be some power imbalance in
the joint and dynamic pricing (due to numerical convergence tolerances), such an imbalance is negligible when compared to the
result of one-shot pricing. The maximum power imbalance over all periods is no greater than 0.6MW under the joint and dynamic
pricing.

4.4. Sensitivity analysis

We also perform a series of sensitivity analyses over the input data and several system parameters to test the robustness and
reliability of the result. We first scale the demand up/down to examine the changes in the cost and load profile at different charging
stations. Then we modify the cost parameters including αt and αp. These results are summarized in Table 4.

Table 4 shows that the generation cost, the transportation and unpunctuality cost, and the charging cost all change approximately
proportionally to the demand, and the transportation and unpunctuality cost is more sensitive to the total demand than the gen-
eration cost. This is mainly because the limited capacity at charging stations forces some E-UAV users to be assigned to less desirable
departure times, which further increases the unpunctuality penalty. Moreover, when the E-UAV travel demand increases/reduces by
10%, the total charging loads across all charging stations change by the same proportion, but the loads at each charging station
increase/reduce differently. For one of the six charging stations, its total charging load over the 24-h period only has a relatively
small change (e.g., about −3.7% when the demand reduces by 10%, and 8.2% when the demand increases by 10%). However, for other

Table 3
The power imbalance across time when the static pricing result is applied onto the dynamic setting.

Time slot (h) 1 2 3 4 5 6 7 8
Power unbalance (MW) −607.41 −528.01 −194.15 91.97 248.47 367.06 426.50 474.46

Time slot (h) 9 10 11 12 13 14 15 16
Power unbalance (MW) 421.39 333.14 194.03 −193.36 −371.96 −335.45 −57.48 162.51

Time slot (h) 17 18 19 20 21 22 23 24
Power unbalance (MW) 248.70 297.66 292.12 275.54 215.55 88.91 −64.91 −449.57

Table 4
The percent changes in the cost with changed demand and cost parameters αt and αp, compared with the benchmark case.

Gen. cost (%) Trans. & Unpunc. cost (%) Charging cost (%) System cost (Gen.+Travel) (%)

Travel demand uq +10% +6.6 +12.4 +10.6 +8.8
+5% +3.3 +6.2 +5.3 +4.4
−5% −3.3 −5.9 −5.3 −4.3
−10% −6.7 −11.6 −10.7 −8.5

Transportation cost coefficient αt +10% ±0.0 +9.8 +0.1 +3.8
+5% ±0.0 +4.9 +0.1 +1.9
−5% ±0.0 −4.9 ±0.0 −1.9
−10% ±0.0 −9.8 ±0.0 −3.8

Unpunctuality penalty coefficient αp +10% ±0.0 +0.2 ±0.0 +0.1
+5% ±0.0 +0.1 ±0.0 ±0.0
−5% ±0.0 −0.1 +0.1 ±0.0
−10% ±0.0 −0.2 +0.1 −0.1
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charging stations the total load change can be as significant as −16.5% when the demand decreases, corresponding to an 334.8 MWh
drop in energy consumption, or 10.3% when the demand is increased, corresponding to a 207.4 MWh increment in energy con-
sumption. Meanwhile, the results suggest that the LMPs at the charging stations are indeed sensitive to the changes in the demand.

The results in Table 4 also suggest that the total system-wide cost is not very sensitive to the cost coefficients αt and αp. This is
good. When αt increases/decreases by 10%, the transportation and unpunctuality cost changes by approximately + 9.8% and −9.8%,
respectively; the transportation and unpunctuality cost is even less sensitive to αp, as the percent changes are only+ 0.2% and −0.2%
when αp is increased/reduced by 10%, respectively. The E-UAVs assignment does not appear to be very sensitive to the changes in
travel cost coefficients. This is probably due to the limited number of charging station choices in this specific case. It implies that the
usage of charging stations is not noticeably changed when there is a small perturbation to the system coefficients. There is not any
significant change in the LMPs either when we perturb αt or αp, as the LMPs are determined by the travel demand and the power
generation at the buses, which are both insensitive to the change in the cost coefficients.

5. Conclusion

With the rapid development of E-UAV technologies, we envision that E-UAVs will be widely used for freight or passenger
shipments in the near future, and E-UAVs’ en-route charging needs at the commercial scale may impose non-negligible impacts on the
power systems’ operations. In this paper, we investigate the joint operations of coupled power and electric aviation transportation
systems, where the travel demand and the power system base load vary over time. The power-side ISO determines and posts elec-
tricity prices to the generators and users, while an aviation transportation agency centrally controls the E-UAV users by optimally
assigning charging location and schedules. We formulate a system-wide total cost minimization problem for the coupled systems,
where a dynamic E-UAV charging assignment model is embedded to smooth the power system loads. A joint pricing scheme is
developed to achieve system-wide optimum for the coupled systems. Numerical experiments are conducted to demonstrate that the
proposed joint dynamic pricing scheme outperforms the myopic as well as static pricing strategies in terms of producing more stable
electricity prices and more balanced load profile, which essentially improves the overall performance of the coupled systems op-
eration.

We understand that there are enormous uncertainties associated with future E-UAV technological breakthroughs, especially those
regarding battery and charging efficiency. As a result, it is difficult to envision the exact pathway of the E-UAV industry in the future.
Battery ranges and charging time, for example, may affect people’s perception on distances and choices over transportation modes,
which in turn determine the viability of the entire industry. However, given the rapid advances of E-UAV technologies, we believe
that the future of the industry is promising, and it is meaningful to discuss possible scenarios and the associated challenges. This
paper acts as an initial step toward this exciting and yet ambitious goal, and we see several interesting directions for future ex-
ploration.

First, this paper mainly focuses on mid-range intercity E-UAV trips with origin-destination-based demand. Other types of demand
description are certainly worth investigating, as applications of E-UAVs to both freight delivery and passenger transportation have
been continuously increasing. For example, for short-distance intra-city trips, activity-based or trip-chain demand models may better
capture people’s travel behaviors as well as charging decisions among trips. In addition, since most charging activities for such trips
happen at destinations (e.g., workplaces or households), we are also interested in investigating how to characterize the impacts of
destination charging loads of E-UAVs on the power grid, while considering the possibility of rescheduling the E-UAV charging loads
to low-power-consumption hours, by applying smart grid technologies (e.g., the “demand response program” (Aalami et al., 2010) for
the household power supply). Moreover, as low-altitude aircraft congestions will almost certainly arise when the population of E-
UAVs grows large, we are interested in investigating the operations of the aviation transportation and the power system while
considering the traffic route choices under congestion in a continuous space (e.g., (Ouyang et al., 2015; Wang and Ouyang, 2018;
Wang et al., 2018)).

Second, it would also be interesting to investigate how the proposed modeling framework can be extended to accommodate other
E-UAV business scenarios, especially when some other entities and/or participants enter the E-UAV transportation industry as well as
the electricity market in the future. For instance, if E-UAVs are owned and run by a company or an agency, some operational issues
such as empty E-UAV relocations (similar to the fleet management problem (Simao et al., 2009; Hajibabai and Ouyang, 2016)), the E-
UAV recharging routing and scheduling (similar to the refueling routing and scheduling problem (Nourbakhsh and Ouyang, 2010;
Hajibabai et al., 2014)) may rise, and certain technology-enabled operational strategies (such as battery swap, V2G charging/dis-
charging scheduling) may possibly be worth investigating. Moreover, the charging stations may be owned and operated by a profit-
seeking entity, which may not be willing to post the same LMPs as those determined by the ISO. Therefore, another interesting topic
would be to incorporate gaming behavior among stakeholders into the design and analysis of a profit-seeking charging pricing
scheme.

Furthermore, in the more distant future, once operational rules and regulations are ready, demand-responsive E-UAV service may
become possible and trips may no longer be centrally controlled by the aviation agency. Such operations would inevitably cause
congestions at the charging stations and unexpected power load fluctuations. It is hence worth investigating the impacts of stochastic
travel demand and charging loads of the E-UAVs on the power grid in a real-time electricity market, in the hope of finding optimal
electricity generation and pricing strategies under both day-ahead commitments and real-time random demand.

Finally, instead of focusing solely on the daily operations of the power and the transportation systems, we are also interested in
their long-term planning process. For example, as the population of E-UAVs gets larger and the associated system becomes in-
creasingly complex, it would become even more critical to have a reliable and sustainable E-UAV charging infrastructure system.
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Based on the existing studies on electric vehicle charging infrastructure design problem (He et al., 2013, 2015), we can foresee that
the optimal design and deployment of E-UAV charging infrastructures, while considering the daily operations of power and trans-
portation systems would be a challenging problem.
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