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Abstract-With the widespread applications of Internet 
of Things (lo T), the emergency response performance for 
large-scale network packets is facing serious challenge, 
especially for renewable distributed energy resources mon-
itoring in a smart grid. Therefore, how to improve the real-
time performance of the emergency data packets has been 
a critical issue. Traditional packet scheduling schemes and 
topology optimization strategies are not suitable for a large-
scale loT-based smart grid. To address this problem, this 
paper proposes a new packet scheduling scheme named 
LOES, which first combines the priority-based packet 
scheduling scheme with local optimization. We exchange 
local geographic information to reduce the hop counts and 
distance between distributed source nodes and sink nodes. 
Each destination node determines the packet scheduling 
sequence according to the received emergency informa-
tion. Finally, we compare LOES with first come first serve, 
multilevel scheme, and dynamic multilevel priority packet 
scheduling scheme using packet loss rate, packet waiting 
time, and average packet end-to-end delay as metrics. The 
simulation results show that LOES outperforms these pre-
vious scheduling schemes. 

Index Terms-Emergency information, local optimization, 
packet scheduling, smart grid. 

I. INTRODUCTION 

T HE Internet of Things (loT) [ 1] has a rapidly gained ground 
in recent years. The main idea of loT is to interconnect the 
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objects in cyber-physical systems [2] to get the information 
through the enabling technologies including sensor networks 
[3], wireless communication, embedded systems, information 
security [4], and topology optimization [5]. Due to the wide 
applications of loT, the network scale becomes huge, especially 
for renewable distributed energy resources monitoring in a smart 
grid. As a result, the packet types become diverse. Therefore, 
we should design an efficient strategy to ensure the timeliness 
of the emergency packets. The previous research works that are 
focused on the managing the sleep-wake times of nodes [6], 
[7] and the improvement of routing algorithms [8], [9] can-
not efficiently address the issue. Therefore, an efficient packet 
scheduling scheme is quite important, because it schedules the 
data packets based on their priorities and reduces the end-to-end 
delay [10), [11]. Most of the loT systems mainly use first come 
first serve (FCFS), which determines the sequence of packet pro-
cessing and packet forwarding based on the order of the packets 
arrive at the node. Furthermore, researchers usually combine 
FCFS with queuing theory to solve the scheduling problem of 
multipriority packets [12]. However, with the increase of the 
networking scale, multiple data packets are sent to the same 
node at the same time in many cases. In the situation, if we still 
use FCFS, the packet collision will occur, which leads to the 
result that the data packets need to be resent and cannot arrive at 
the sink node within their deadlines. Some other studies about 
packets scheduling [13], [14] avoid the packet collision effi-
ciently. However, these schemes do not maintain the topology 
dynamically. When some nodes are broken, the networks cannot 
continue working effectively. Therefore, we need an efficient 
packet scheduling scheme that not only can schedule packets 
based on their emergency information but also withstand failure 
of nodes in the large-scale sensor networks. 

In this paper, we first combine the packet scheduling scheme 
with topology maintenance and local optimization and propose 
a local-optimization emergency scheduling scheme with self-
recovery for the large-scale loT-based smart grid, which is called 
LOES. Our major contributions are as follows. 

1) We propose the two-hop-based local optimization strat-
egy for the network topology with multiple sink nodes. 
The optimal node is chosen as the father node periodically 
in the local area. The local optimization strategy reduces 
the overhead comparing with the global optimization. 

2) A novel emergency-aware mechanism is proposed. The 
emergency data packets are forwarded and processed first 
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when the multiple nodes send data packets to the same 
destination node at the same time, which ensures the 
timeliness of emergency data packets. 

3) We compare LOES with the previous packets scheduling 
schemes in terms of packet loss rate, end-to-end delay, 
and waiting time. The simulation results show that LOES 
outperforms FCFS, multilevel scheme, and dynamic mul-
tilevel priority packet scheduling scheme (DMP). 

The remainder of this paper is organized as follows. In 
Section II, we briefly introduce related work and discuss the 
existing problem. Our proposed packet scheduling scheme is 
described in Section III. Section IV is the implementation of 
the scheduling scheme. Section V presents the simulation re-
sults that compare LOES with FCFS, multilevel scheme [15], 
and DMP [16]. Finally, we conclude this paper and discuss our 
future work in Section VI. 

II. RELATED WORK AND PROBLEM STATEMENT 

A. Related Work 

A smart grid should be able to provide new abilities such as 
self-healing, high reliability, energy management, and real-time 
pricing [17], [18]. Therefore, the packet scheduling scheme is 
important in the research of the smart grid. FCFS, earliest dead-
line first (EDF) [19], and rate monotonic scheme (RMS) [20] 
are the previous typical packet scheduling schemes. In FCFS, 
the packets that arrive late at the intermediate nodes will require 
some extra overhead to be delivered to the sink node. However, 
it is not flexible to use FCFS in a large-scale network. In EDF, 
the priorities of packets are dynamically adjusted according to 
their deadlines. Therefore, the overhead of EDF is more than 
that of FCFS. The RMS is mainly used in real-time operat-
ing systems for periodic packet scheduling. Thus, the RMS is 
limited in applications for the large-scale loT-based smart grid. 

With the increase of the variety and scale of the networks, 
preemptive scheduling schemes and cooperative scheduling 
schemes have become focus in recent years. In the preemp-
tive scheduling scheme, the packets with higher priorities can 
preempt packets with lower priorities [21]. EF-RM [22] is a 
preemptive scheduling scheme, which is used in TtnyOS. This 
scheme is more efficient than the RMS. Yaghmaee and Adjeroh 
[23] propose a priority-based packet scheduling scheme using a 
cooperative scheduling method among the different queues. 

In recent three years, the real-time requirement of packet 
scheduling schemes has become more and more important with 
the expansion of network scale and applications. The researchers 
have got some achievements. Chennakesavula et al. [24] pro-
pose an effective real-time packet scheduling policy, which 
schedules the incoming packets based on the remaining time 
and the remaining distance to the destination node. Yin et al. 
[25] propose a data-processing model using queuing theory to 
allocate the priority. Nidal et al. [ 16] propose the DMP scheme. 
A time-division multiple-access (TDMA) method is employed, 
which can effectively process data packets based on their prior-
ities. 

Furthermore, besides what have mentioned above, the 
optimization for the network topology can also reduce the 
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Fig. 1. Node failure and local adjustment in multisink sensor networks 
of the loT-based smart grid. 

end-to-end delay of data packets. Takashima and Ikezaki [26] 
propose the expanded spanning-tree protocol, which ensures 
that each data packet can establish an optimal path to the 
destination node in the tree-based network. Zhang et al. [27] 
design an novel energy-efficient routing protocol based on a 
least spanning tree. Lachowski et al. [28] propose a distributed 
algorithm for constructing spanning trees, which is based on 
the Bellman-Ford distributed asynchronous version. 

B. Problem Statement 

In the real large-scale sensor networks of the loT-based smart 
grid, some nodes occasionally fail due to breakdown and energy 
depletion. However, these nodes play an important role in for-
warding data packets for a self-organizing tree-based network. 
If we still employ the previous schemes, the failure of nodes 
will bring a great impact on the real-time performance of the 
smart grid. In the traditional packet scheduling schemes, they 
only emphasize the dynamic adjustment of packets priorities, 
so that the packets with higher priorities can be processed and 
forwarded first to ensure that they can arrive at the sink node 
as soon as possible. However, there is not an effective solution 
to the problem about the impact of failure of nodes on the link. 
Therefore, how to dynamically adjust the network topology is 
an urgent requirement in the packet scheduling scheme for the 
loT-based smart grid. 

The situation of node failure and local adjustment in multisink 
sensor networks of the loT-based smart grid is shown in Fig. 1. 
The network is built in the spanning tree protocol. The node 
with the same color is at the same level. According to the local-
optimization and local-adjustment strategy, the node i can be 
connected to a father node with the smaller hop counts from 
the sink node, nodes j and k can be connected to the closer 
nodes. Therefore, we need to make the local optimization. In 
this way, the data packets from node i, node j, and node k 
can arrive at the sink node more quickly, which can further 
ensure the timeliness of the emergency data packets and avoid 
the additional waste of energy. Moreover, if the node m fails, 
its subtree loses connection with the network, which leads to 
the packets from these nodes dropped. Therefore, how to ensure 
the recovery of networks is also a crucial issue for the sensor 
networks with failure of nodes. 
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In order to solve these problems above, we propose a local-
optimization emergency scheduling scheme with self-recovery 
for multisink sensor networks of the loT-based smart grid. 

Ill. LOES SCHEME 

In the sensor networks of the loT-based smart grid, the nodes 
are organized based on multisink tree-based networks. Each 
node records its node level according to the hop counts from the 
sink node when the tree-based network is constructed. The inter-
mediate nodes can generate and forward the data packets. Every 
node in the network has an unique ID number and maintains a 
neighbor list. In the neighbor list, there are ID numbers of father 
and child nodes, MAC-address information, and geographic in-
formation. When the tasks at the node have been completed, the 
node will switch into the sleep mode. The multichannel MAC 
protocol is used when the different nodes on the same branch 
send the data packets at the same time. In addition, we adopt the 
basic location technology instead of the GPS system in order 
to decrease the energy consumption [29]. Through the chosen 
beacon node, every node can know their geographic coordinates 
before the packet scheduling scheme works. 

The LOES scheme consists of three main phases: topology 
optimization, packets scheduling, and topology maintenance 
with self-recovery. Among them, there are eight types of mes-
sages in topology optimization and topology maintenance. The 
message format is defined as follows. 

I DestAddr I SrcID I Type I FathID I Level Flag FathPos I 
1) DestAddr: the MAC address of the destination node. 
2) SrclD: the ID number of the sending node. 
3) Type: the type of messages including ChkFN, ChkAck, 

RecNet, RecAck, OptHop, HopAck, OptDis, and Dis-
Ack. 

4) FathID: the father node's ID number for the sending 
node. The value of the root node is -1. 

5) Level: the node level at which the sending node is. 
6) Flag: the network connection flag. If the node is in the 

network, the value is 1. Otherwise, the value is 0. We 
initialize the parameter flag to 0. After we build the net-
work, we will update the flag of all nodes that are in the 
network to 1. 

7) FathPos: the geographic information of the father node. 
The default value is -1. 

A. Topology Optimization 

1) Optimization Based on Hop Counts: After the tree 
network is constructed based on the spanning tree protocol, we 
first make the topology optimization. Each node in the network 
broadcasts a message OptHop in turn. Meanwhile, the sending 
node sets a timer, whose value is set based on the node commu-
nication range to ensure that the destination nodes at the edge 
of the communication range can reply to the source node within 
the timer. The nodes that have received the message OptHop 
will put their node level information into the messages HopAck 
and send them to the source node. When the timer expires, the 
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Topology optimization based on hop counts. 
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TABLE I 
DEFINIT IONS OF VARIABLES 

Description 

MAC-address packet 
The ID of the packet with the highest emergency 
The number of packets with pri 
The set of pri packets 
The matrix of emergency information packets 
The set including all nodes of tree topology 
The location information 
The temporary array for storing data 
The neighbor list 
The root node 

source node sorts all the received messages HopAck in a heap. 
Then, we compare minimum level in the heap with the level 
of the current node. If the minimum level is less than level - 1 
of the current node, the father node is replaced by the node 
sending the reply message. Meanwhile, the level of the current 
node needs to be updated. Otherwise, we continue the traversing 
process. 

The process of topology optimization based on bop counts 
from the sink node is shown in Fig. 2. Node m is the father 
node of node j. The node level of node m is 3. When node 
j sends the broadcast message, the minimum hop count in 
the reply message is 1. Therefore, node j disconnects the 
connection with node m and connects to node k. Algorithm 1 
realizes the topology optimiz.ation based on hop counts. The 
definition of variables is shown in Table I. There is no loop in 
Algorithm 1. But Algorithm 1 calls the MinHeap Algorithm 
and the complexity of MinHeap Algorithm is O(nlogn). 
Therefore, the complexity of Algorithm 1 is O(nlogn). 

After that, the hop counts from the sink node is the smallest 
for each node in the network. Then, each node reselects a more 
suitable father node based on the distance in the next work in 
this phase. 

2) Optimization Based on Distance: Starting from the 
sink node, the nodes in the network broadcast the message Opt-
Dis according to the DFS method. The destination node sends a 
message DisAck to the source node after receiving the broadcast 
message. Then, the source node analyzes the F athl D and level 
in the messages DisAck. If there is only one reply message in 
which the level is less than the source node's, the source node 
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Fig. 3. Topology optimization based on distance. (a) Father nodes are same. (b) Father nodes are different. 

Algorithm 1: Topology optimization based on hop counts. 
Input: T 
Output:T 

1: DU pon t he cu rr ent node is traversed 
2: Broadcast message OptHop; 
3: Start a timer and wait for receiving the messages 

Hop Ack; 
4: 
5: DUp on receiving a message HopAck 
6: Put message HopAck into array AR; 
7: 
8: DU pon t imer expires 
9: Call MinHeap algorithm with AR as the parameter 

based on the H opAck.level; 
10: if minimum(H opAck.level)< level-1 then 
11: FathID ~ HapAck.ID 
12: level ~ H apAck.level - 1 
13: end if 

does not do any processing. Otherwise, the source node com-
pares the ID numbers in different reply messages with each 
other. At this moment, there are two situations as shown in 
Fig. 3. We assume that di, j denotes the distance from node i to 
node j . d;,8 is the distance from node i to sink node. 

1) The father nodes are same as shown in Fig. 3(a). The 
node k has two possible father nodes: node m and node j, 
that is, there are two possible paths from node k to node i . 
Thus, we need two-bop geographic information of node k to 
obtain the distance information of two paths. Then, we compare 
them, d;,m + dm,k > d;,j + dj,k is given. Therefore, we select 
node j as the father node of node k. In the following, we give 
Proposition 1. 

Proposition 1: In the local area with two bops when the 
grandfather nodes are same, the shortest transmission path dmin 
corresponds with the following equation: 

(1) 

Proof The distance from node k to the sink node is dk s = 
di,s + di,k. where di,k may have two possible values: di,'.n + 

dm,k or di,j + dj,k· Therefore, we can use (2) to represent the 
shortest distance from nodes k to the sink node. 

dmin = di,s + min{ d;,m + dm ,k, di,j + dj ,k}. (2) 

Because di,m + dm,k > di,j + dj,k. we obtain 

min{di,m + dm,k,di, j + dj,k} = di,j + dj ,k · (3) 

Combining (2) and (3), the shortest distance dmin from node 
k to the sink node is calculated as (1). 

Therefore, we select the node j as the father node of the node 
k. 

2) The father nodes are different as shown in Fig. 3(b ). Within 
the communication range of node k, there are three nodes (i, 
j, and m) at the upper node level of node k. Among them, the 
father node of node i and node m is node p, the father node 
of node j is node q, which are different nodes. Obviously, the 
strategy of the first situation is not applicable. At this moment, 
we need to analyze the node i, node j, and node m based on 
their geographic information. Then, we get that node i is further 
from the sink node compared with node k. However, node j and 
node m are close to the sink node. Therefore, we need to get a 
local optimal selection between node j and node m. 

Proposition 2: In the local area when the grandfather nodes 
are different and the possible father nodes are located at different 
sides of the source node, we select the node at the closer side to 
the sink node as the local optimization choice. 

Proof When the selected nodes are located on different sides 
(the closer position to the sink node and the further position to the 
sink node) of the source node, we give the mathematical model 
as shown in Fig. 4( a). We assume that di k = d; k. Because node 
j is closer to the side of the sink node, 'the angle range of 02 is 
0° < B2 ~ 90°. When B2 = 90°, the relative distance between 
node j and the sink node is the farthest. At this moment, we 
assume that the actual transmission distance between them is 
the farthest. According to the Pythagorean theorem, we obtain 

d 2 _ d 2 d 2 s,j - s,k + j ,k · 

Because B1 > 90°, we obtain 

ds / > ds k 2 + d. k2
. ' ' c., 

(4) 

(5) 
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(b) 

Fig. 4. Mathematical model based on distance. (a) Nodes are located 
on different sides. (b) Nodes are located on same sides. 

Because dj,k = di,k, ds ,i > ds ,j can be deduced. Therefore, 
we select node j as the father node of node k. • 

Proposition 3: In the local area when the grandfather nodes 
are different and the possible father nodes are located at the 
same side of the source node, we select the node that is closer to 
the connection line passing the source node and the sink node 
as the local optimization choice. The shortest transmission path 
dmin corresponds to 

Algorithm 2: Topology optimization based on distance. 
Input:T 
Output: T 

1: Broadcast message OptDis; 
2: Start a timer and wait for receiving messages DisAck; 
3: 
4: DUpon receiving t he message DisAck 
5: if DisAck.level == level - 1 then 
6: Put message DisAck in array AR; 
7: end if 
8: 
9: DUpon t imer expires 

10: if size(AR) ~ 2 then 
11: if the F athl D of the elements in AR are same then 
12: Get the minimum distance between the 

current node and its grandfather node; 
13: Update FathID; 
14: else 
15: Delete the elements in AR below the line; 
16: Sort the elements in AR based on the 

distance between them and the current node; 
17: FathID ~ AR[O].SrcID 
18: end if 
19: end if 

dmin = d + ~,k · (6) B. Packets Scheduling 

Proof" When the selected nodes are located at the same side 
of the source node, the mathematical model is shown in Fig. 4(b ). 

We assume that ds,j = ds,i = d and dvi > dvi . Thus, the 
shortest distance dmin from node k to the sink node is shown as 

d min = d + min{dj,k,di,k} · 

According to the Cosine theorem, we obtain 

(7) 

{ 
dj,k = J<fl- + Jl;,k - 2 * d * ds,k * cosB2 (

8
) 

di,k = J <fl.+ Jl; ,k - 2 * d * ds ,k * cosB1• 

Because cosB1 = J I - sinB? and cosB2 = J i - sinBi, (9) 
is given combining (8). 

d;,k - dJ,k = 2 * d * ds,k * ( J 1 - sinBi - J 1 - sinBi) . 

(9) 
According to the Sine theorem, sinB1 = dvif d and sinB2 = 

dvi / d can be obtained. Because dvi > dvi, 0 < sinB1 < 1, 0 < 
sinB2 < I , we know that sinB2 > sinB1. Thus, elf k - d'j k < 0, 
that is, di,k < dj,k · ' ' 

Combining (7), the shortest distance dmin from node k to the 
sink node is calculated as (6). • 

Algorithm 2 focuses on the topology optimization based on 
distance. There is no loop in Algorithm 2. Meanwhile, the other 
algorithms are not called. Therefore, the complexity of Algo-
rithm 2 is 0(1). 

In this phase, the data packets are processed, scheduled, and 
forwarded based on their emergency information. The data pack-
ets are divided into three types according to their priorities and 
deadlines. 

1) Emergency data packets (p7·1 ). This type of packets needs 
the quickest response. Thus, these packets' end-to-end 
delays must be reduced as much as possible. 

2) Normal data packets (pr2). The most of data packets in 
network are of this type. The emergency data packets can 
preempt this type of data packets. 

3) Nonemergency data packets (p7·3). They have the lowest 
requirement on delay. Compared with other data packets. 
Their deadlines are longer. 

Fig. 5 shows the packets scheduling scheme. In this packets 
scheduling scheme, there are three units: access control unit 
(ACU), emergency-aware unit (EAU), and packet forward unit 
(PFU). The incoming packets not only have data packets, but 
also have emergency information packets and MAC-address 
packets. The packet analysis (PA) can distinguish the incoming 
packets. Through the analysis of PA, the data packets are sent 
to conditional access control to check whether the deadlines 
expire, the emergency information packets are sent to EAU, and 
the MAC-address packets are sent to PFU for further processing. 
Then, the packets within their deadlines are placed into priority 
queue. Corresponding to three different priorities, each node has 
three priority queues. In the same priority queue, the packets 
are sorted based on their deadlines. Among the three priorities, 
we select the packet with the highest emergency to extract its 
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Fig. 5. Packet scheduling scheme. 

emergency information. The generated emergency packet will 
be sent to EAU. 

In EAU, emergency information forward (EIF) sends the 
emergency information packets that get from local's ACU 
and sibling nodes' ACUs to the destination node in the 
TDMA method. When there is only an emergency infor-
mation packet at EIF, we send the data packet directly in-
stead of sending the emergency information packet. EIA 
mainly analyzes the emergency information packets received 
from the child nodes. It will get the emergency informa-
tion packet with the highest priority and the shortest dead-
line among these packets. Then, the MAC address of the 
node where the most emergency packet is sent can be known. 
We put the MAC address into the MAC-address packet and 
broadcast it. 

The function of PFU is packet forwarding. When the MAC-
address analysis module receives the MAC-address packet, it 
will compare the current node's MAC address with the MAC 
address in the received packet. If they are same, the current node 
will monopolize the channel to send the data packet. Otherwise, 
the node has been waiting until the next round of sending the 
emergency information packets. Before sending packets to the 
destination node, the node needs to check the channel state. 
If the channel state is idle, the node takes the channel to send 
packets. Otherwise, it needs to wait until the channel state has 
changed to idle. The function of Algorithm 3 is to process the 
packet scheduling scheme. There are two loops in Algorithm 3. 
The first loop is to scan the array P Ka and the size of P Ka 
is N. The complexity of this loop is O(n). The second loop 
is executed thrice. So its complexity is 0( 1 ). Therefore, the 
complexity of Algorithm 3 is mainly influenced by the first loop 
and it is O(n). 

For different data packets, the forwarding time and process-
ing time at the same node are equal. Therefore, the end-to-end 
delay is mainly influenced by the waiting time at the nodes for 
different kinds of packets. In order to analyze the timeliness 
of packets with different priorities, we formulate the waiting 
time of the LOES scheme. The pr1 packets are sorted accord-
ing to the deadlines. We assume that N i,j represents the num-
ber of sending pr·i packets from the node at node level Li. 

Algorithm 3: Process of packets scheduling. 
Input: PKa 
Output: PA 

1: OUpon receiving emergency information 
packets 

2: for n ~ 1 to N do 
3: if PKa[n][l] == i then 
4: PNi ~ PNi + 1 
5: Put H id into I{ 
6: end if 
7: end for 
8: for i ~ 1 to 3 do 
9: if PNi > 1 then 

10: Sort the elements in I{ based on their deadlines; 
11: end if 
12: end for 
13: Get the packet with the highest priority and the 

shortest deadline to update PA; 
14: Broadcast the PA; 
15: The node whose MAC address is equal to PA sends 

the whole packet; 

tem denotes the time from sending m emergency information 
packets to receiving the broadcast packets. tp denotes the for-
warding delay. k i ,j denotes the number of packets whose pri-
orities are same as j, but the deadlines are shorter than current 
packet's. n is the original hop counts from the sink node. After 
we make the topology optimization, the value of n is likely to 
be reduced. Therefore, the total waiting time of pr1 packet is 
given as 

t~ $ t. [ k.,. .t, + m=f -.. ,,'""] · ( 10) 

The pr1 packets need to wait for the transmission of the pr1 
packets, and they also need to wait for the pr1 packets with the 
shorter deadlines. Thus, the total waiting time for pr2 packet is 
given as 

t2 ,; t. [ (k..i + N,,,) • t, + m= :.· .~::_" , t<m l · ( 11 I 

Similarly, the waiting time of the pr3 packet is given as 
n 

t~ ~ L (X;,3 +Ni, I +Ni,2) *tp 
i= I 

(12) 

From the above, we can see that LOES can deal with the 
emergency data packet first. The local optimization of the topol-
ogy can significantly reduce the hop counts from the sink node, 
which makes the emergency packets arrive at the sink node more 
quickly. 
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Fig. 6. Process of topology maintenance. 

C. Topology Maintenance With Self-Recovery 

The work of this phase mainly focuses on seeking the failure 
of nodes in network and bringing the network system back to 
normal. At the beginning of this phase, each node in the net-
work broadcasts a message ChkFN to seek the failure of nodes. 
A timer is started when the message ChkFN is broadcasted. 
Once the destination node has received the message ChkFN, it 
analyzes whether the source node in the message ChkFN is the 
neighbor node. If the source node is the neighbor node, the des-
tination node will reply a message ChkAck to the source node. 
Otherwise, the destination node will throw away the received 
message ChkFN. After the expiration of the timer, the source 
node will carry out statistics on all received messages ChkAck. 
If the all neighbor nodes send the message ChkAck to the source 
node, the neighbor nodes of the source node are working prop-
erly. Otherwise, the node that did not send the message ChkAck 
to the source node is the failure node. When the failure node 
is the source node's father node, we set the network connec-
tion flag of every node in the subtree with the source node 
as root node to 0. Then, we traverse each node in the subtree 
using the DFS method. The node that is traversed will broadcast 
the message RecNet to all nodes in the communication range. 
The destination node that receives the message will reply to a 
message RecAck. Once the network connection flag is 1 in the 
message RecAck, the source node sets the ID number of the 
father node to the Sr cl D in the message RecAck. Whereafter, 
the network connection flag and level of the nodes in the sub-
trees are updated based on the received message RecAck. At 
this moment, the subtrees of the failure node reconnect to the 
network successfully. Algorithm 4 shows the process of topol-
ogy maintenance. There is a loop in Algorithm 4 to scan array 
NL and the array length is constant. Thus, the complexity of 
Algorithm 4 is O(n). 

The process of topology maintenance is shown in Fig. 6 . 
When the first broadcast is completed, the sink node and node 
j find that node i has not replied the message ChkAck to them. 
Then, the flag of the nodes in the subtree with node j as the root 
node are set to 0. Next, the DFS method is used to traverse every 
node in the subtree. When traversing to node j, node j cannot 
receive any message RecAck within the timer. Differently, when 
traversing to node k, node k will receive the message RecAck 
from node m. We know that node m is in the network by ana-

Algorithm 4: Seeking the failure of nodes. 
lnput:T,Nr 
Output: Pos, T 

1: Broadcast message ChkFN; 
2: Start a timer and receive messages ChkAck from 

neighbor nodes during the timer; 
3: Put the ID numbers in receiving messages ChkAck into 

array AR; 
4: 
5: DUp on t imer expires 
6: for i ~ 0 to size(N L)-1 do 
7: if N L[i] .ID is not in arry AR then 
8: Pos ~ NL[i].Pos 
9: end if 

10: end for 
11: if Pos was updated then 
12: if Pos == FathNode.Pos then 
13: Set flag of each node in the subtrees to O; 
14: else 
15: Send Posto the sink node; 
16: end if 
17: end if 
18: Traverse the nodes in the subtree using the DFS method; 
19: Broadcast message RecNet; 
20: Start a timer and wait for receiving message RecAck. 
21: 
22: DUpon receiving message R ecAck 
23: if RecAck.f lag == 1 then 
24: Fath! D ~ RecAck.I D 
25: level ~ RecAck.level + 1 
26: Update the level of every node in the subtree; 
27: Return T; 
28: els if RecAck.flag == 0 then 
29: Wait for receiving message RecAck again; 
30: end if 
31: 
32: DUpon t imer expires 
33: Traverse the next node based on the DFS method; 

lyzing the received message. Therefore, node k sets its F athl D 
to the Sr cl D number in the message RecAck and updates the 
flag and level of all nodes in the subtrees with node k as the 
root node. After this phase, the subtrees of the failure node have 
reconnected back to the network. 

IV. S IMULATION RESULTS 

A. Simulation Setup 

In this section, we evaluate our proposed LOES with the 
waiting time, the end-to-end delay, and the packet loss rate as 
metrics. The simulations are run in NS2. In addition, we com-
pare LOES with the other packet scheduling schemes including 
FCFS, multilevel scheme, and DMP. A total of 500 nodes are 
randomly deployed in a sensor field of 300 m x 300 m. Every 
data packet in the network needs to be processed at the sink 
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Fig. 7. Waiting time of packets with different priorities. (a) pr1 packets. (b) pr2 packets. (c) pr3 packets. 

Parameter 

Network Size 
Communication Radius 
Channel 
Traffic Patterns 
Number of Nodes 
Transmission Speed 
Packet Size 
Simulation Time 

TABLE II 
S IMULATION S ETIINGS 

Description 

300m x 300m 
20m 

Wireless channel 
CBR 

Maximum500 
250 kb/ s 

JOO B/ 300 B/ B/ 500 B/ 700 B/ 900 B/ J JOO B 
JOOs 

node. The intermediate nodes randomly generate the data pack-
ets. Then, the priorities and the deadlines are randomly setting. 
The priorities of the data packets remain unchanged, but the 
deadlines are reduced with the executing time of LOES. The 
simulation settings are shown inTable II. 

B. Waiting Time 

In the simulation experiments, we control the packet genera-
tion rate to simulate the normal network load. In order to improve 
the accuracy of the simulation, three different experimental sit-
uations are set up. The ratio of pr1 packets, pr2 packets, and 
pr·3 packets is set as {3:5:2, 1:1:1, 5:3:2} corresponding to these 
three situations. The average value of the experimental results 
obtained from the three situations is the final result. 

Fig. 7 illustrates the final simulation result. Each value in the 
chart represents an average of waiting time under three network 
conditions proposed above. The error bar represents the worst 
waiting time and the best waiting time. From Fig. 7(a)-(c), we 
can obtain that the waiting time of the data packet is reduced 
with the increase of the priority for any scheme in our simula-
tion. It shows that these schemes can effectively complete the 
priority-based packet scheduling. Comparing them with each 
other in the worst waiting time, it can be seen that the perfor-
mance of LOES is the best among these four schemes for pr·1 
packets and pr2 packets. For pr3 packets, LOES and DMP have 
obvious advantages over FCFS and the multilevel scheme. Ad-
ditionally, the waiting time of LOES is slightly longer than that 
of the DMP. The reason is that LOES allocates more network 
resources to process the packets with the higher emergency, 
which can ensure that they can be scheduled first. However, the 

1 20~-----------~-------~ 
- without togology optimization 
- with togology optimization 
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Fig. 8 . Average waiting time in different situations. 

emergency packets are treated equally with the nonemergency 
packets in the DMP due to using the TDMA method all the 
time. The average waiting time of data packets based on dif-
ferent schemes is illustrated in Fig. 8. The result shows that 
the packet scheduling scheme with the topology optimization 
is much better than the packet scheduling scheme without the 
topology optimization in the average waiting time, which proves 
that the topology optimization is efficient in decreasing the wait-
ing time for the packet scheduling scheme. Among them, LOES 
with optimization is the best and FCFS without the topology 
optimization is the worst. 

C. Packets Loss Rate 

We make comparison with FCFS, DMP, and multilevel 
scheme in terms of the packet loss rate. Fig. 9 shows the packets 
loss rate under different packet lengths. We can see that LOES 
has the lowest packet loss rate than the other three schemes. 
The packets loss rate of the DMP increases obviously with the 
increase of packet length, far more than that of LOES. Both 
FCFS and multilevel scheme suffer from low efficiency. The 
reason is that the congestion can occur in FCFS and multilevel 
scheme. Then, the data packets will be resent to the destination 
node, which further aggravates the congestion of the network. 
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However, LOES and DMP use a TDMA method to control the 
time slots. Thus, there is no packet collision in LOES and DMP, 
theoretically. Therefore, the packet loss rate of LOES and DMP 
are much lower than FCFS and multilevel scheme. In the DMP, 
the packet is discarded at the sink node when its deadline ex-
pires. When the packet length is short, sending a data packet is 
quite fast. Thus, the packets can arrive at the sink node within 
the deadline. When the packet length becomes longer, the time 
slot has to be extended. The accumulation of several time slots 
will lengthen the waiting time. Packets fail to get forwarded to 
the sink node within the deadline and dropped, which lead to 
increasing the packet loss rate. In LOES, the packets with the 
shortest deadlines will be forwarded first to ensure the efficiency. 

Fig. 10 illustrates the packet loss rate in different situations. 
From Fig. 10, we can know that when there are failure of nodes in 
the network, the packet loss rate will increase compared with the 
network in the normal state for these four scheduling schemes. 
The reason is that the sink node cannot receive the data packets 
that are from the nodes in the subtrees of the failure node. After 
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Fig. 11. End-to-end delay under different packet lengths. (a) End-to-
end delay of emergency packets. (b) End-to-end delay of all packets. 

doing topology maintenance, the subtrees of the failure node 
reconnect to the network, and the data packets that come from 
the nodes in the subtrees can send to the sink node. Thus, the 
packet loss rate has reduced. The scheduling scheme with the 
topology optimization is the best. 

0. End-to-End Delay 

We compare LOES with FCFS, multilevel scheme, and DMP 
in the end-to-end delay. Fig. 11 illustrates the average end-to-
end delay of emergency packets and all packets under different 
packet lengths. Comparing Fig. l l(a) with Fig. l l(b), it is clear 
that the results in Fig. l l (a) have the similar trend to Fig. l l(b). 
However, the end-to-end delay of all packets is larger than that 
of emergency packets under the same packet length. When the 
packet length is 100 bytes, the real-time performance of LOES 
and DMP are approximately similar. With the increase of the 
packet length, the advantage of LOES on real-time performance 
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will be more obvious, especially in the average end-to-end delay 
of emergency packets. 

Fig. 12 compares the average end-to-end delay in different 
situations based on four scheduling schemes. The results show 
that the end-to-end delay using the scheduling scheme with the 
topology optimization is lower than that using the scheduling 
scheme without the topology optimization. After the topology 
optimization, each node in the network has the minimum hop 
counts and the shortest distance from the sink node. This is the 
reason why the scheduling scheme with the topology optimiza-
tion has the lower end-to-end delay. 

V. CONCLUSION 

In order to improve the real-time performance for emergency 
data packets, reduce the overhead of the packets transmission, 
and explore the recovery capability for large-scale sensor net-
works of the smart grid, this paper proposes LOES, a local-
optimization emergency scheduling scheme with self-recovery 
for multisink sensornetworks of the smart grid. We first combine 
the packet scheduling scheme with topology maintenance and 
local optimization. According to the packet scheduling scheme, 
the destination node can get emergency information of every 
data packet from the source node. Based on the emergency 
information of each data packet, we can allocate the network 
resources rationally to ensure the timeliness of emergency pack-
ets. The topology maintenance is to seek the failure of nodes in 
the whole network and reconnect the subtrees of the failure of 
nodes, which ensures that the network has recovery capability. 
The local-optimization strategy makes every data packet for-
ward through the shortest path in local area networks. Finally, 
we carry out simulations to evaluate LOES. The simulation re-
sults show that LOES is better than FCFS, DMP, and multilevel 
schemes in terms of the waiting time, the average end-to-end 
delay, and the packet loss rate. 

LOES explores the priority-based packet scheduling and im-
prove the speed of emergency response. However, it only meets 

the packet scheduling in the tree-based networks. Our future 
work will focus on how to deal with the emergency packets in 
the star networks and the mesh networks to ensure the timeliness 
of emergency packets. 
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