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 
Abstract— In recent years, three-dimensional GaN-based 

transistors have been intensively studied for their dramatically 
improved performance. However, thermal analysis of such devices is 
often oversimplified using the conventional Fourier’s law in thermal 
simulations. In this aspect, accurate temperature predictions can be 
achieved by coupled phonon and electron Monte Carlo simulations 
that track the movement and scattering of individual phonons and 
electrons. Based on these Monte Carlo simulations for the transistor 
region and the Fourier’s law analysis for the rest of the chip, accurate 
electrothermal simulations are carried out on a nanowire-based GaN 
transistor to reveal the temperature rise in such devices.    
 

Index Terms— Fin-shaped transistor, coupled electron and phonon 
Monte Carlo simulation. 
 

I. INTRODUCTION 

ith their high radio-frequency power density, operation 
frequency, and breakdown voltage, GaN-based devices 

exhibit significant advantages over silicon-based devices for 
high-power and high-frequency applications. Conventionally, 
tremendous efforts have been dedicated to GaN devices based 
on the two-dimensional electron gas (2DEG) on the 
heterojunction between planar films of GaN and AlxGa1-xN 
alloy [1]. Beyond such layered device structures, GaN 
fin-shaped field effect transistors (FinFETs) have also been 
studied in recent years, using GaN nanowires [2] or 
heterojunctions between GaN and its alloys [2-5]. With better 
gate controls, FinFETs reduce the detrimental short-channel 
effects and thus allow further miniaturization for high-speed 
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applications. In a recent study, the maximum drain current can 
reach 1.1 A/mm for GaN/AlGaN FinFETs, compared with 0.37 
A/mm current in a reference planar GaN/AlGaN device [5]. 

As a general concern for the performance of high-power GaN 
devices, overheating of such devices can dramatically 
deteriorate the device performance and shorten the lifetime. In 
this aspect, electron transport analysis must be coupled with 
thermal simulations to address the impact of device self-heating. 
Despite numerous electrothermal studies on conventional 
planar GaN devices, electrothermal simulations are rare for 
GaN-based FinFETs. More importantly, conventional Fourier’s 
law and bulk material thermal conductivities are often used in 
existing electrothermal simulations, as reviewed in a recent 
work [6]. This treatment is invalid at micro- to nano-scales, 
where the phonon mean free paths (MFPs) become comparable 
or longer than the structure sizes. In this case, phonon 
Boltzmann transport equation (BTE) should be solved together 
with electron simulations. Such calculations often involve a 
heavy computational load, particularly when heat spreading 
across the sub-millimeter chip is further considered. 

In practice, detailed electron and phonon transport within a 
GaN transistor and heat spreading across the whole chip can be 
both incorporated using a hybrid simulation technique [6, 7]. In 
such simulations, coupled electron and phonon Monte Carlo 
(MC) simulations are used to predict the temperature rise for the 
transistor regions. These MC simulations track the movement 
and scattering of individual electrons and phonons and can 
statistically obtain the solution for the phonon and electron 
BTE. Complicated 3D structures and energy dependence of 
carrier scattering and transport can all be considered in such 
simulations. In particular, the electron MC simulations provide 
phonons emitted by hot electrons. The net phonon emission will 
be further input into the phonon MC simulations to update the 
phonon temperatures that further affect electron scattering in 
electron MC simulations. The two simulations are thus carried 
out in an iterative way to achieve self-consistence. For regions 
away from the hot spot, phonons are anticipated to be in thermal 
equilibrium with the local temperature so that the Fourier’s law 
analysis becomes valid. In this case, the phonon MC simulation 
for the transistor region is coupled with the Fourier’s law 
analysis away from the transistor to provide the temperature 
distribution across the whole chip. This hybrid technique allows 
accurate temperature predictions of general nanoelectronic 
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devices and is employed here for 3D GaN FinFETs.  
    

II. SIMULATION SCHEME 

The electron and phonon MC simulations track the movement 
and scattering of individual electrons or phonons to statistically 
obtain the solution of the corresponding BTE. The 
computational domain is divided into many spatial bins called 
subcells. The local electron and phonon temperatures are 
computed by the energy density of these carriers within each 
subcell. These simulations converge when the temperature 
profile of electrons, optical phonons, and acoustic phonons are 
no longer changed during iterations. More details can be found 
in our previous studies [7] and a brief introduction is given here 
for completeness.    

In the hybrid simulations, electron MC simulations predict 
local phonon emission by hot electrons along the nanowire, 
which is input into the phonon MC simulations and the Fourier’s 
law analysis as the heat generation. The phonon MC simulations 
and Fourier’s law analysis are then carried out to refine the 
temperature predictions across the whole chip. The phonon MC 
simulations particularly update the local temperature along the 
nanowire, which affects the local electron scattering rates in 
electron MC simulations. The three simulations are carried out 
in an iterative way until the steady-state temperature distribution 
is obtained for the GaN FinFET. More details of this simulation 
technique can be found in our previous studies [6, 7]. 

The simulated FinFETs consisting of GaN nanowires of 120 
nm cross-section dimension (Fig. 1a). For these nanowires, bulk 
phonon dispersion and electronic band structures are still 
assumed. Electrons and phonons are scattered by the interfaces 
or boundaries within the simulated structure, leading to 
suppressed electron and phonon conduction. 

 

 
Fig. 1.  Schematics of the simulated 3D GaN-on-SiC device: (a) 3D 

structure, and (b) cross-sectional view perpendicular to the nanowires. 
 

A. Electron MC Simulations 

For electrons, the lowest three conduction band valleys of 
bulk wurtzite GaN are considered in electron MC simulations, 
known as the 1, U, and 3 valleys [8]. Here quantum 
confinement of electrons is not considered for >100 nm 
nanowire diameters though such effects can be critical to 
nanowires with a ~10 nm diameter. The electronic band 
structure is described by the analytical Kane’s model, 

*22 2/)1( iiii mkEE  , where α is band nonparabolicity, E 

is the kinetic energy of electrons, and i is index for the three 

valleys. The effective mass *
im  is evaluated at the bottom of 

each valley and the energy-dependent effective mass is given as 

 * 1 2im E  [9]. The electron scattering mechanisms include 

ionized impurity scattering, polar optical phonon scattering, 
acoustic deformation potential scattering, and intervalley 
optical phonon scattering. It is assumed that all Si dopants are 
activated, which is the case for a high growth or annealing 
temperature [10].  The expressions for different scattering rates 
can be found elsewhere [7]. All employed parameters are 
provided in Table I. Parameters for 1, U, and 3 valleys are 
listed in sequence for mi

*, Ec,i and αi. 
In electron MC simulations, the computational domain is half 

of the nanowire (cut by dot-dash line A in Fig. 1b) and is divided 
into 3×6×100 subcells to count the local electron concentration. 
The initial electric field is obtained from Silvaco ATLAS using 
the drift-diffusion model to describe electron transport. The 
three-dimensional electric field is updated during the simulation 
by solving the Poisson equation with applied terminal voltages 
and counted electron concentrations inside each subcell [7]. In 
steady states, both the current and electric field are no longer 
changed and the energy exchange between hot electrons and 
phonons are counted within each subcell for the following 
thermal simulations.  

TABLE I 
PARAMETERS USED FOR GAN IN ELECTRON MC SIMULATIONS 

Parameter (Unit) Symbol Value 

Electron density (cm-3) n 4.0×1018 
Electron effective mass (m0) mi* 0.21, 0.25, 0.40 
Valley minimum energy (eV) Ec,i 0, 1.95, 2.1 

Nonparabolicity (eV-1) αi 0.19, 0.1, 0 
Dielectric constant (ε0) εs, ε∞ 8.9, 5.35 
Mass density (g/cm3) ρ 6.095 

Acoustic deformation potential (eV) Da 8.3 
Intervalley deformation potential (eV/cm) Dij 1.0×109 

 
In the GaN nanochannel, hot electrons first pass their energy 

to the topmost longitudinal optical (LO) phonon branch that is 
fixed at 91.2 meV. These non-propagating hot LO phonons then 
transfer the energy to acoustic phonons to spread out the heat 
across the whole device. When the electron MC simulation 
converges, the detailed energy exchange between electrons and 
phonons are recorded within each subcell, as the input for the 
following thermal simulations. The steady-state optical-phonon 
temperature TLO can be further determined by the energy 
balance equation of optical phonons, dictating that energy 
passed from hot electrons to optical phonons are all passed to 
acoustic phonons in steady states [7, 11-13]. In this energy 
balance equation, the required electron temperature Te, drift 
velocity vd, and electron number density n are given by the 
electron MC simulations. 

 

B. Phonon MC Simulation  

For phonon transport, three identical acoustic phonon 
branches are considered in addition to non-propagating optical 
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phonons. Assuming three identical sine-shaped acoustic 
branches, the phonon angular frequency ω is related to the wave 
vector q by max 0sin( / 2 )q q   , in which max  and q0  are 

the maximum ω and q value, respectively. Here q0 and the 
equivalent atomic distance aD can be computed by 

2 1/3
0 / (6 )Dq a N   , with N as the volumetric density of 

primitive cells. The maximum angular frequency can be 
calculated from aD as max 2 /S Dv a   . The essential phonon 

scattering mechanisms include impurity scattering and the 
Umklapp process of the phonon-phonon scattering. The overall 
frequency-dependent phonon relaxation time ( )  is given as 

4 2
1 21/ ( ) exp( / )A B T B T      , where the first term on 

the right side is for impurity scattering and the second term is for 
Umklapp scattering.  Parameters used for all materials are 
obtained by fitting measured bulk thermal conductivities and 
are listed in Table II.  In comparison [6], the obtained phonon 
MFP distributions for undoped bulk materials are consistent 
with existing measurements on bulk SiC and GaN [14].  

For Si-doped GaN nanowires, the impurity scattering of 
phonons is stronger than that in pure GaN and A should be 

increased. Here A is estimated as 3
0 / 4 SA V v   [15], where 

the averaged sound velocity among all acoustic branches is 

Sv =3338 m/s, and the unit volume V0 for wurtzite GaN is 11.42 

Å3 [16]. For simplicity, only the mass difference due to 
substitution Si atoms is considered [17]. This gives 

 2

1 /Si Sif M M   [18], where fSi ≈4.5×10-5 is the fractional 

concentration of Si atoms at the 4.0×1018 cm-3 doping level, MSi 

is the atomic mass of Si, M  is the averaged atomic mass.  The 
obtained A=1.2×10-46 s3 is negligible compared with 
A=5.26×10-45 s3in Table II, the latter of which was fitted for real 
GaN samples with unintentional defects.   
 

TABLE II 
FITTED PHONON DISPERSION AND SCATTERING PARAMETERS FOR MATERIALS IN 

A FINFET.  

Parameters GaN 6H-SiC 

q0 (109 m-1) 10.94                8.94 
ωmax (1013 rad/s) 3.50                7.12 
aD (Å) 2.87                3.51 
A (10-45 s3) 5.26                 1.00 
B1 (10-19 s/K) 1.10                0.596 

B2 (K)      200.0 235.0 

 
For GaN doped with Si, phonon scattering by free electrons 

should be further considered and can reduce the 
room-temperature thermal conductivity by ~13% at a doping 
level of 7.0×1018 cm-3 [19]. This new phonon-scattering 
mechanism is further considered for heavily doped GaN 
nanowires and the scattering rate is given as [15] 
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where T ,  , Bk , Da, 
*m ,  , gv , FE  represent absolute 

temperature, Planck constant divided by 2π, Boltzmann 
constant, acoustic deformation potential, density of states 
(DOS) effective mass, density, averaged phonon group velocity 
[20], and Fermi level, respectively.      
  Special attention should be paid to the phonon transport 
across an interface. In particular, it is known that the 
GaN-substrate thermal boundary resistance plays an important 
role in restricting heat spreading [21, 22]. Based on the diffuse 
mismatch model, phonons are diffusively transmitted or 
reflected by an interface. The frequency-dependent phonon 
transmissivity from material 1 to 2 is given as [23] 
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in which the subscript 1 or 2 indicates the material, subscript p 
indicates the phonon branch, ω is the phonon angular frequency, 
Dp(ω) is the phonon DOS for branch p, and vg,p(ω) is phonon 
group velocity for branch p. Detailed treatment of interfacial 
scattering in phonon MC simulations can be found elsewhere 
[24, 25].   
 To minimize the computation load, a deviational MC 
technique is employed here [26, 27]. This new technique only 
tracks phonons related to the deviation of the phonon 
distribution function f from the equilibrium f0 as the 
Bose-Einstein distribution at a reference temperature. This 
allows phonon MC simulations for electronic devices with sizes 
up to tens of micrometers. 

In phonon MC simulations, phonons are assumed to be in 
thermal equilibrium with the local temperature on the phonon 
MC domain boundary. This local temperature is extracted from 
the Fourier’s law analysis for the whole chip. The detailed 
treatment of such an isothermal interface can be found in early 
phonon MC studies [26]. For the rest of the phonon MC domain 
boundary (i.e., the top surface of the device), diffusive phonon 
reflection is enforced.  

 

C. Coupling Phonon MC Simulations with Fourier Analysis 

Despite the enlarged phonon MC simulation domain with the 
new deviational MC technique, the domain size is still much 
smaller than the sub-millimeter device size. Using the 
volumetric heat generation extracted for each subcell within the 
electron MC simulation, the Fourier’s law analysis based on 
ANSYS is carried out for the whole device and the temperature 
profile is anticipated to be accurate outside the phonon MC 
domain. Within the phonon MC domain, the near-transistor 
temperature profile will be further refined with phonon MC 
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simulations, where the domain-boundary temperature is given 
by Fourier’s law analysis. 

To minimize the divergence between the phonon MC 
simulations and the Fourier’s law analysis, the thermal 
resistance KR  for any involved interfaces is computed using 

 12   in Eq. (2), given as [23] 

 1,max,

1, , 1, 120
1 / ( ) ( ) / 4

p

K g p p
p

R v c d


          ,           (3) 

with ω1,max,p as the maximum ω value for branch p in material 1.  
This KR value is used in the Fourier’s law analysis to be 

consistent with phonon MC simulations.  
To include phonon size effects within nanostructured 

devices, the bulk phonon MFPs within each nanostructure or 
microstructure is modified using the structure size, such as the 
film thickness and nanowire diameter [28].  

III. RESULTS AND DISCUSSIONS 

Figure 1 presents the simulated FinFETs, without showing 
the gate oxide and metal gate deposited onto the middle section 
of all nanowires. In calculations, an array of 31 parallel 
Si-doped GaN nanowires is used for the FinFET. The large 
nanowire array is used to obtain a large total output current. To 
reduce the computational load, one nanowire in the middle is 
chosen for the study and the phonon MC domain has size 15 m 
× 300 nm × 6 m. The 3-m long nanowire sits in the middle of 
the 15-m long MC domain. The 6-m deep MC domain 
includes the top 4 m of the SiC substrate. The distance from the 
hot spot to the boundary of this domain is 6–10 μm, which is 
longer than majority phonon MFPs in GaN and SiC [14] to 
validate the Fourier’s law analysis outside the phonon MC 
domain. On planes A and B in Fig. 1b, specular phonon 
reflection is enforced due to structure symmetry [24] within 
such a large nanowire array. Although this boundary condition 
is less accurate for nanowires on the edge of the nanowire array, 
limited influence is anticipated for a nanowire in the middle of 
the array and the computational load can be largely minimized 
with the proposed computational domain.  

Figures 2a and 2b show the predicted acoustic phonon 
temperature distribution along the nanowire, both in a top view 
and a side view. The source, drain, and gate are at x=6–6.5 μm, 
8.5–9 μm, and 7–8 μm, respectively.  Here the source and gate 
are both grounded, while 10 V voltage is applied to the drain.  
The peak electric field and thus peak temperature occur at the 
drain-side gate edge, similar to that observed in conventional 
planar GaN/AlGaN device [7]. The temperature distribution 
along the middle nanowire, computed by the Fourier’s law 
analysis, is also plotted in comparison with that from phonon 
MC simulations (Fig. 3). Near the hot spot, deviation can be 
found between the Fourier’s law analysis and phonon MC 
predictions, which is known for heat conduction over length 
scales comparable or shorter than phonon MFPs [29]. In this 
case, ballistic phonon transport is strong so that the Fourier’s 
law becomes invalid due to its assumption of diffusive phonon 
transport. Temperatures can often be under-predicted in 

Fourier’s law analysis. On the other hand, both temperature 
distributions converge at the boundary of the phonon MC 
domain, where most phonons emitted from the hot spot have 
travelled a distance to get scattered and thus reach thermal 
equilibrium with the local temperature. This comparison can be 
used to justify the size of the selected phonon MC domain.  

 

 
Fig. 2.  Temperature profiles from the coupled electrothermal simulation of 
GaN-on-SiC FinFETs: (a) side view at mirror symmetry plane A in Fig. 1; and 
(b) top view of the nanowire array.  All temperatures are in Kelvin. 
 

 
Fig. 3.  (a) Difference between the temperature profiles predicted by the phonon 
MC simulation and Fourier’s law analysis for the middle nanowire. (b) 
Temperature along the middle nanowire based on the phonon MC simulation 
(solid line) and Fourier’s law analysis (dashed line). 

 
In practice, the phonon MC domain cannot include all 

nanowires due to the huge computational load. The heat 
generation and boundary condition are anticipated to be 
different for nanowires from the middle to the edge of the 
nanowire array. One concern is whether different nanowires 
may have different temperature profiles and thus different heat 
generation by hot electrons. To check the temperature variation 
across different nanowires, the temperature profiles along the 1st 
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(edge), 8th, and 16th (middle) nanowires in the array are 
computed with the Fourier’s law (Fig. 4a). For the nanowire on 
the edge of the array, more heat leaks into the GaN film so that 
the maximum temperature rise is ~25 K lower than that for the 
middle nanowire. The Fourier’s law predictions are lower than 
the prediction by phonon MC simulations due to strong ballistic 
phonon transport in nanowire devices. Such temperature 
underestimation is anticipated to be similar for different 
nanowires so that the actual acoustic phonon temperature rise is 
within ~25 K divergence among all nanowires, i.e., within 8% 
divergence of the absolute temperature. The corresponding 
electron scattering rates by phonons are then very close along 
different nanowires, leading to almost identical heat generation. 
Therefore, it is reasonable to assume approximately equal heat 
generation for all nanowires, as extracted from electron MC 
simulations for the middle nanowire. The electron mobility 
along the central line of the middle nanowire is presented in Fig. 
4b. The mobility is generally lower than the 234 cm2/V·s 
mobility for a Si-doped bulk GaN layer [2]. The output current 
is 1.1 A/mm and is the same as that for GaN/AlGaN FinFETs 
[5]. 
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Fig. 4.  (a) Temperature profiles along the 1st, 8th, and 16th nanowires, as 
computed with the Fourier’s law. (b) Electron mobility along the central line of 
the 16th nanowire, from the source edge to the drain edge.  

As another important parameter in device thermal studies, the 
device thermal resistance is also computed as the maximum 
temperature rise divided by the total power dissipation of 31 
identical nanowires. Based on the Fourier’s law, previous 
calculations for the device thermal resistance [22] only consider 
acoustic phonons and completely neglect the thermal 
nonequilibrium between hot electrons, optical phonons, and 
acoustic phonons. In addition, heat dissipation is often 
computed as the classical Joule heat, which is the dot product 
between the current density and electric field. This is again 
inaccurate because hot electrons usually travel a few of their 
MFPs before passing their energy to phonons. To address these 
issues, the device thermal resistance is redefined as the 
maximum acoustic phonon temperature rise ΔTac divided by the 
total energy EEmit of emitted phonons, as counted in electron MC 
simulations.  

Different drain voltages are used in the computations and the 
computed device thermal resistance is plotted against the 
applied drain voltage in Fig. 5. Both curves monotonically 
increase with increased drain voltage, i.e., higher heat 
dissipation within the FinFET. This is due to stronger phonon 
scattering and thus decreased heat conduction at elevated 
temperatures. Compared with calculations using the Fourier’s 
law, phonon MC simulations tend to predict a higher device 
thermal resistance. The large difference is partially attributed to 
the ballistic thermal resistance between the nanowire and GaN 
film [30]. Phonons with MFPs much longer than the 120 nm 
width of the nanowire can travel ballistically into the GaN film. 
This leads to largely reduced heat transfer compared to the 
Fourier’s law. In bulk GaN, ~60% of the lattice thermal 
conductivity at 415 K is contributed by phonons with MFPs 
longer than 100 nm but less than the 2 μm thickness of the GaN 
film [14]. Therefore, a large ballistic thermal resistance is 
anticipated at nanowire-film junctions. Despite many 
advantages of nanostructured devices, such ballistic thermal 
resistance should receive more attention for its resulting higher 
temperature rise within the device.  

 
Fig. 5.  Device thermal resistance as a function of the applied drain voltage, 
assuming grounded source and gate. 
 

(a) 

(b) 
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In summary, electrothermal simulations have been carried out 
to understand the heat generation and transport within 
nanowire-based FinFETs. The coupled electron and phonon 
MC simulations allow accurate predictions for both the 
temperature rise and device characteristics.  For nanostructured 
devices, the ballistic thermal resistance at the 
nanostructure-substrate interface can be critical, as observed in 
nanowire-based FinFETs here. When the channel length is 
reduced, heating is confined to a smaller region and heat 
spreading becomes more difficult. The device thermal 
resistance is anticipated to become even larger. In this situation, 
thermal management by improved cooling on the substrate side 
is limited for reducing the hot-spot temperature. Coating the top 
of the device with a high-thermal-conductivity heat spreader can 
be more effective.  

ACKNOWLEDGMENT 

The authors thank Prof. David Broido for the input on the 
phonon relaxation times within bulk GaN; also thank Kevin 
Bagnall and Prof. Evelyn Wang for help with ATLAS 
simulation. As an undergraduate researcher, Michael Brandon 
Kronenfeld also helped at the beginning of this project for 
ATLAS simulations.  

REFERENCES 

[1] U. K. Mishra, P. Parikh, and W. Yi-Feng, “AlGaN/GaN HEMTs-an 
overview of device operation and applications,” Proceedings of the 
IEEE, vol. 90, no. 6, pp. 1022-1031, 2002. 

[2] K. S. Im, C. H. Won, Y. W. Jo, J. H. Lee, M. Bawedin, S. 
Cristoloveanu, and J. H. Lee, “High-Performance GaN-Based 
Nanochannel FinFETs With/Without AlGaN/GaN 
Heterostructure,” IEEE Transactions on Electron Devices, vol. 60, 
no. 10, pp. 3012-3018, 2013. 

[3] M. Azize, A. L. Hsu, O. I. Saadat, M. Smith, X. Gao, S. Guo, S. 
Gradecak, and T. Palacios, “High-electron-mobility transistors 
based on InAlN/GaN nanoribbons,” IEEE Electron Device Letters, 
vol. 32, no. 12, pp. 1680-1682, 2011. 

[4] K. Ohi, J. T. Asubar, K. Nishiguchi, and T. Hashizume, “Current 
Stability in Multi-Mesa-Channel AlGaN/GaN HEMTs,” IEEE 
Transactions on Electron Devices, vol. 60, no. 10, pp. 2997-3004, 
2013. 

[5] D.-G. Lee, V. Sindhuri, Y.-W. Jo, D.-H. Son, H.-S. Kang, J.-H. Lee, 
J.-H. Lee, S. Cristoloveanu, K.-S. Im, and J.-H. Lee, “Performance 
of AlGaN/GaN Nanowire Omega-Shaped-Gate Fin-Shaped 
Field-Effect Transistor,” Journal of Nanoscience and 
Nanotechnology, vol. 16, no. 5, pp. 5049-5052, 2016. 

[6] Q. Hao, H. Zhao, and Y. Xiao, "Multi-Length Scale Thermal 
Simulations of GaN-on-SiC High Electron Mobility Transistors," 
Multiscale Thermal Transport in Energy Systems, Y. Zhang and 
Y.-L. He, eds., Hauppauge, New York: Nova Science Publishers 
2016. 

[7] Q. Hao, H. Zhao, and Y. Xiao, “A hybrid simulation technique for 
electrothermal studies of two-dimensional GaN-on-SiC high 
electron mobility transistors,” Journal of Applied Physics, vol. 121, 
no. 20, pp. 1221-151, 2017. 

[8] J. Kolnik, İ. H. Oğuzman, K. F. Brennan, R. Wang, P. P. Ruden, and 
Y. Wang, “Electronic transport studies of bulk zincblende and 
wurtzite phases of GaN based on an ensemble Monte Carlo 
calculation including a full zone band structure,” Journal of 
Applied Physics, vol. 78, no. 2, pp. 1033-1038, 1995. 

[9] J. Kołodziejczak, Acta Physica Polonica, vol. 20, pp. 289, 1961. 
[10] Y. Irokawa, O. Fujishima, T. Kachi, and Y. Nakano, “Electrical 

activation characteristics of silicon-implanted GaN,” Journal of 
applied physics, vol. 97, no. 8, pp. 083505, 2005. 

[11] J. Lai, and A. Majumdar, “Concurrent thermal and electrical 
modeling of sub‐micrometer silicon devices,” Journal of Applied 
Physics, vol. 79, no. 9, pp. 7353-7361, 1996. 

[12] K. Raleva, D. Vasileska, S. M. Goodnick, and M. Nedjalkov, 
“Modeling thermal effects in nanodevices,” IEEE Transactions on 
Electron Devices, vol. 55, no. 6, pp. 1306-1316, 2008. 

[13] A. Ashok, D. Vasileska, O. L. Hartin, and S. M. Goodnick, 
“Electrothermal Monte Carlo simulation of GaN HEMTs including 
electron–electron interactions,” IEEE Transactions on Electron 
Devices, vol. 57, no. {Grishakov, 2015 #100}3, pp. 562-570, 2010. 

[14] J. P. Freedman, J. H. Leach, E. A. Preble, Z. Sitar, R. F. Davis, and J. 
A. Malen, “Universal phonon mean free path spectra in crystalline 
semiconductors at high temperature,” Scientific reports, vol. 3, pp. 
2963, 2013. 

[15] J. M. Ziman, Electrons and phonons: the theory of transport 
phenomena in solids: Oxford University Press, 2001. 

[16] J. Zou, D. Kotchetkov, A. Balandin, D. Florescu, and F. H. Pollak, 
“Thermal conductivity of GaN films: Effects of impurities and 
dislocations,” Journal of applied physics, vol. 92, no. 5, pp. 
2534-2539, 2002. 

[17] D. Kotchetkov, J. Zou, A. Balandin, D. Florescu, and F. H. Pollak, 
“Effect of dislocations on thermal conductivity of GaN layers,” 
Applied Physics Letters, vol. 79, no. 26, pp. 4316-4318, 2001. 

[18] P. Klemens, “The scattering of low-frequency lattice waves by static 
imperfections,” Proceedings of the Physical Society. Section A, vol. 
68, no. 12, pp. 1113, 1955. 

[19] M. Slomski, P. P. Paskov, J. H. Leach, J. F. Muth, and T. Paskova, 
“Thermal conductivity of bulk GaN grown by HVPE: Effect of Si 
doping,” physica status solidi (b), 2017. 

[20] M.-S. Jeng, R. Yang, D. Song, and G. Chen, “Modeling the thermal 
conductivity and phonon transport in nanoparticle composites using 
Monte Carlo simulation,” Journal of Heat Transfer, vol. 130, no. 4, 
pp. 042410, 2008. 

[21] D. G. Cahill, P. V. Braun, G. Chen, D. R. Clarke, S. Fan, K. E. 
Goodson, P. Keblinski, W. P. King, G. D. Mahan, A. Majumdar, H. 
J. Maris, S. R. Phillpot, E. Pop, and L. Shi, “Nanoscale thermal 
transport. II. 2003–2012,” Applied Physics Reviews, vol. 1, no. 1, 
pp. 011305, 2014. 

[22] K. Park, and C. Bayram, “Thermal resistance optimization of 
GaN/substrate stacks considering thermal boundary resistance and 
temperature-dependent thermal conductivity,” Applied Physics 
Letters, vol. 109, no. 15, pp. 151904, 2016. 

[23] E. T. Swartz, and R. O. Pohl, “Thermal boundary resistance,” 
Reviews of Modern Physics, vol. 61, no. 3, pp. 605-668, 1989. 

[24] M.-S. Jeng, Y. Ronggui, D. Song, and G. Chen, “Modeling the 
thermal conductivity and phonon transport in nanoparticle 
composites using Monte Carlo simulation,” Journal of heat 
transfer, vol. 130, no. 4, pp. 042410, 2008. 

[25] Q. Hao, G. Zhu, G. Joshi, X. Wang, A. Minnich, Z. Ren, and G. 
Chen, “Theoretical Studies on the Thermoelectric Figure of Merit of 
Nanograined Bulk Silicon,” Applied Physics Letters, vol. 97, no. 6, 
pp. 063109, 2010. 

[26] J.-P. M. Péraud, and N. G. Hadjiconstantinou, “Efficient simulation 
of multidimensional phonon transport using energy-based 
variance-reduced Monte Carlo formulations,” Physical Review B, 
vol. 84, no. 20, pp. 205331, 2011. 

[27] J.-P. M. Péraud, and N. G. Hadjiconstantinou, “An alternative 
approach to efficient simulation of micro/nanoscale phonon 
transport,” Applied Physics Letters, vol. 101, no. 15, pp. 153114, 
2012. 

[28] G. Chen, Nanoscale Energy Transport and Conversion: A Parallel 
Treatment of Electrons, Molecules, Phonons, and Photons, New 
York: Oxford University Press, 2005. 

[29] S. Sinha, and K. E. Goodson, “Multiscale thermal modeling in 
nanoelectronics,” International Journal for Multiscale 
Computational Engineering, vol. 3, no. 1, 2005. 

[30] M. E. Siemens, Q. Li, R. Yang, K. A. Nelson, E. H. Anderson, M. 
M. Murnane, and H. C. Kapteyn, “Quasi-ballistic thermal transport 
from nanoscale interfaces observed using ultrafast coherent soft 
X-ray beams,” Nat Mater, vol. 9, no. 1, pp. 26-30, 01//print, 2010. 

 
 



IEEE TRANSACTIONS ON ELECTRON DEVICES, VOL. 65, NO. 3, MARCH 2018 7

 
Qing Hao (M’16) received his B.E. degree in Thermal 
Engineering from Tsinghua University, China, in 
2001. He then obtained his M.S. degree from the 
University of Texas at Austin in 2004, and Ph.D. 
degree from the Massachusetts Institute of 
Technology in 2010, both in Mechanical 
Engineering. He is now an Associate Professor in 
Aerospace and Mechanical Engineering at the 
University of Arizona. His current research interests 
include thermoelectrics, batteries, and electronic 

devices. 
 

Hongbo Zhao received his B.S. degree in Physics 
from University of Science and Technology of China 
in 1994 and his Ph.D. degree in Condensed Matter 
Physics from Boston College in 2003. He has worked 
at University of Arizona, University of Hong Kong, 
and South China Normal University. From 2013 to 
July 2017, he worked as a research scientist at 
University of Arizona. His research interests include 
nanomaterials and thermoelectrics. 
 

 
Yue Xiao is a graduate student at the University of 
Arizona. He obtained his bachelor’s degree from 
Huazhong University of Science and Technology 
(HUST) in 2012 and Master’s degree from Lehigh 
University in 2015. His research is centered on 
thermoelectrics. 
  


