




3

TABLE 1: Transmission cost and client storage for compared schemes.

Scheme Communication Costa Efficiencyb Client Storagec
End-to-End Delayd

Moderate
Network

High
Network

single column-related query (e.g., statistical, conditional queries)
RowPKG [28] Z · (B1 ·N) · (2M − 1) 1.00 O(M ·N) · w(1) 6096 s 776 s
ODS-2D [23] (M/4) · [Z · (16 ·B1) · log2(M ·N/16)] 17.04 O(M · log(M ·N)) · w(1) 1245 s 292 s
OMAT Z2

· (B1 ·M) · log2(N) 28.44 O(M · log(N)) · w(1) 475 s 60 s
single row-related query (e.g., insert/delete/update queries)

RowPKG [28] Z · (B2 ·N) · log2(M) 1.00 O(N · log(M)) · w(1) 567 ms 56 ms
ODS-2D [23] (N/4) · [Z · (16 ·B2) · log2(M ·N/16)] 0.19 O(N · log(M ·N)) · w(1) 2380 ms 350 ms
OMAT Z2

· (B2 ·N) · log2(M) 0.25 O(N · log(M)) · w(1) 2032 ms 128 ms

traversal on database tree index (e.g., range queries)
non-caching
ODS-Tree [23] 2 · Z1 ·B · (H + 1)2 1.00 O(H) · w(1) 7929 ms 1318 ms
OTREE Z2 ·B · (H + 1) · (H + 2) 1.60 O(H) · w(1) 3762 ms 592 ms

half-top caching

ODS-Tree [23] 2 · Z1 ·B ·

⌈

H+1

2

⌉

· (H + 1) 1.00 O(
√

2H) +O(H) · w(1) 5979 ms 1008 ms

OTREE Z2 ·B ·

⌈

H+1

2

⌉

·

(⌈

H+1

2

⌉

+ 1
)

3.20 O(
√

2H) +O(H) · w(1) 1676 ms 272 ms

• Table Notations: M and N denote the total number of (real) rows and columns in the matrix data structure, respectively. H is the height of the
tree data structure. Z and B denote the bucket size and size of each block (in bytes), respectively.
• Settings: We instantiate our schemes and their counterparts with underlying Path-ORAM for a fair comparison. The bottom half of the table
compares OTREE and ODS-Tree when combined with tree-top caching technique proposed in [29], in which we assume the top half of tree-based
ORAM is cached on the client during all access requests.
• Server Storage: All of the oblivious matrix structures require O(MN) server storage, however, the storage of OMAT is a constant (e.g., Z = 4)
factor larger than others. OTREE is twice more storage efficient than ODS.
a Represents the total cost in terms of bytes to be processed (e.g., communication/computation depends on the underlying ORAM scheme) between
the client and the server for each request. For OMAT , ODS-2D and RowPKG, the cost is for one access operation per query. For OTREE and ODS,
the cost is for traversing an arbitrary path in a binary tree.
b Denotes the communication cost efficiency compared to chosen baseline, where Z = 4, B1 = 64, B2 = 128,M = 215, N = 29 for ODS-2D,
RowPKG and OMAT, and Z1 = 4, Z2 = 5 (for stability), B = 4096, H = 20 for ODS-Tree and OTREE.
c Client storage consists of the worst-case stash size to keep fetched data. Additionally, the position map of OMAT and RowPKG are
O((M + N) log(M + N)) and O(M · log(M)), respectively. For ODS based structures and OTREE, position map requires O(1) storage due to
pointers and half-top cached blocks are also included in client storage.
d The delays were measured with a MongoDB instance running on Amazon EC2 connected with the client on two different network settings which
are described in Section 5.1.

OTREE allows efficient oblivious conditional queries (e.g., a
range query).

We illustrate desirable properties of our schemes in
Figure 2-(c,d), and further discuss them as follows.

• Highly efficient and diverse oblivious queries: OMAT sup-
ports a diverse set of queries to be executed with ORAM.
Specifically, OMAT permits oblivious statistical queries over
value-based columns such as SUM, AVG, MAX and MIN. More-
over, oblivious queries on rows (e.g., insert, update) can
be executed on an attribute with a similar cost. As shown
in Table 1, with the given parameters and experimental
setup, executing a column-related query such as statistical
or conditional query with OMAT is approximately 28×more
communication efficient than that of RowPKG and this
enables OMAT to perform queries approximately 13× faster
than that of RowPKG. Compared to ODS-2D, although
OMAT is only 1.6 × more communication-efficient, it per-
forms approximately 5× faster in practice due to the large
number of additional round-trip delays. OTREE achieves
better performance than ODS for obliviously accessing the
database index, which is constructed from the values of a
column as a tree data structure. The communication cost of
OTREE is 1.6× less than that of ODS without caching. This
gain can be increased up to 3.2× with the caching strategy.

• Generic Instantiations from Tree-based ORAM Schemes: We
notice that any tree-based ORAM scheme (e.g., [21], [22])
can be used for both OMAT and OTREE instantiations.

This provides a flexibility in selecting a suitable underly-
ing ORAM scheme, which can be adjusted according to
the performance requirements of specific applications. Note
that, in this paper, we instantiated our schemes with Path-
ORAM [21] due to its efficiency, simplicity and not requiring
any server-side computation.

• Comprehensive Experiments and Evaluations: We imple-
mented OTREE, OMAT, and their counterparts under the
same framework. We evaluated their performance with a
MongoDB database instance unning on a remote Ama-
zonEC2 server with two different network settings: (1)
moderate-speed network and (2) high-speed network. This
permits us to observe the impact of real network and cloud
environment.

2 PRELIMINARIES

We now present cryptographic techniques and implemen-
tation frameworks that are used by or are relevant to our
proposed schemes.

2.1 Tree-based ORAM

ORAM enables a client to access encrypted data on an
untrusted server without exposing the access patterns
(e.g., memory blocks, their access time and order) to the
server [16]. Existing ORAM schemes rely on IND-CPA en-
cryption [30] and an oblivious shuffling to ensure that any
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position maps (pmrow and pmcol) to store the assigned path
for each row T[i′, ∗] and each column T[∗, j′] of table T

in OROW and OCOL, respectively. Our position maps store
all necessary information to locate the exact position of a
row/column data in the tree-based ORAM structures as
pm := (id, 〈pathID, level, order〉), where 0 ≤ level ≤ log2(N)
indicates the level of the bucket, in which the row/column
with id resides, and 1 ≤ order ≤ Z indicates its order in the
bucket.

• The Proposed OMAT Access Scheme. We present our
OMAT scheme, which is instantiated with Path-ORAM, in
Algorithm 1. Specifically, given a column (resp. row) identi-
fier (id) to be accessed1, the client retrieves its location from
the column (resp. row) position map (step 1). The client then
assigns the column (resp. row) to a new location selected
uniformly at random (steps 2–7). The client reads all columns
(resp. rows) residing on the same path according to tree-
based ORAM layout (as depicted in Figure 6-(c) to the stash
(steps 8–9). In this case, we modify the original ReadBucket
subroutine of Path-ORAM, where it now takes an extra
parameter (dim) that indicates the dimension to be read, and
outputs the corresponding Z columns/rows in the bucket.
The client retrieves the column (resp. row) with id from the
stash (step 10). One might observe that according to OMAT

structure, the retrieved column (resp. row) will contain data
from dummy rows (resp. columns) as depicted by empty blue
cells in Figure 6-(b). Therefore, to obtain only the real data
of the requested column (resp. row), the client filters all data
from dummy rows (resp. columns) (step 11). Moreover, since
the position of the retrieved column (resp. row) is moved to
a new random position (steps 2–7), it is required to update
all rows (resp. columns) that are currently stored in the stash
at this column (resp. row) position to achieve the consistency
(step 12). If the access is to update, the client then updates
the column (resp. row) with new data (steps 13–14) Finally,
the client performs eviction as described in Path-ORAM to
flush columns (resp. rows) from the stash back to the OMAT

structure in the server (steps 15–23).

Notice that all columns/rows are IND-CPA decrypted
and re-encrypted as they are read and written to/from the
server, respectively. We assume that it is not required to
hide the information whether a column or a row is being
accessed. However, this can be achieved with the cost of
performing oblivious accesses on both row and column (one
of them is dummy selected randomly) for each access.

• Use Case: Statistical and Conditional Queries. Recall that,
in row-oriented packaging, implementing secure statisti-
cal queries on a column requires downloading the entire
ORAM blocks from the database. In contrast, OMAT struc-
ture allows queries such as add, delete, update not only
on its row but also on its column dimension. Thus, we
can implement statistical queries (e.g., MAX, MIN, AVG, SUM,
COUNT, etc.) over a column in an efficient manner via OMAT.
Note that OMAT can also permit conditional query on rows
with WHERE statement. Similar to statistical queries, the
query can be implemented by reading the attribute column
on which the WHERE clause looks up OCOL first to de-

1. The access can be any types of operation such as
read/add/delete/modify.

termine appropriate records that satisfy the condition, and
then obliviously fetching such records on OROW structure.
For example, assume that we have the following SQL-like
conditional search.

SELECT * FROM A WHERE C > k

It can be implemented by:

1) Read the column C with id′ on OCOL as
C[∗, id′]← OMAT.Access(read, col, id′).

2) Get IDs of rows whose value larger than k, and such
IDs are in pmrow as
I ← {id|id ∈ pmrow.id ∧C[id, id′] > k}

3) Access on OROW to get the desired result as
R[id, ∗]← OMAT.Access(read, row, id), for each id ∈ I .

The aforementioned approach can work with any unin-
dexed columns. In the next section, we propose an alter-
native approach that can offer a better performance if the
columns can be indexed with certain restrictions.

3.2 Oblivious Access on Tree Structures

In the unencrypted database setting, conditional queries
can be performed more efficiently, if column values can be
indexed by a search-efficient tree data structure (e.g., Range
tree, B+ tree, AVL tree). Figure 10 illustrates an example of
a column indexed by a range tree for (non)-equality/range
queries, in which each leaf node points to a node in another
linked-list structure that stores the list of matching IDs. We
propose an oblivious tree structure called OTREE, in which
indexed data for such queries are translated into a balanced
tree structure. As in OMAT, OTREE can be instantiated from
any tree-based ORAM scheme. Notice that oblivious access on
a tree was previously studied in [23]. Our method requires
less amount of data to be transmitted and processed, since
the structure of indexed values (i.e., the tree data structure)
is not required to be hidden, and the client is merely re-
quired to traverse an arbitrary path of the tree. We present
the construction of OTREE as follows.

• Oblivious Data Structure for OTREE: Given a tree-indexed
data T of height H as input, we first construct the OTREE

structure of height H with ORAM buckets as illustrated in
Figures 7-(a,b). Then, each node of T at level ` is assigned
to a random path and placed into a bucket of OTREE which
resides on the assigned path at level `′ where `′ ≤ `. In
other words, any node of T at level 0 ≤ ` ≤ H will reside in a
bucket at level ` or lower in OTREE. If there is no empty slot
in the path, the node will be stored in the stash if OTREE is
instantiated with stash-required ORAM schemes (e.g., Path-
ORAM).

We assume T is sorted by nodes’ id and the position of
nodes at level ` is stored in its parent node at level `−1 using
the pointer technique proposed in [23]. Hence, each node
of T is considered as a separate block in OTREE structure
as: b := (id, data, childmap), where id is the node identifier
sorted in T (e.g., indexed column value), data indicates the
node data, and childmap is of structure 〈id, pos〉 that stores
the position information of node’s children.

• The Proposed OTREE Access Scheme: OTREE can be instanti-
ated with any tree-based ORAM schemes (e.g., Ring-ORAM
[25], Circuit-ORAM [22]) , as similar to OMAT in Section 3.1,
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Fig. 8: Average bucket load within each level of the ORAM tree for different bucket sizes, where y-axis shows the average
percentage of bucket being used and x-axis shows the bucket levels from 0 (root) to 14 (leaf).
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(a) Table A

80

4020

40

(b) Database Index as Range Tree for Values of k

8060

80

{1,4,7} {2,3} {6} {5}

Fig. 10: Values in a column indexed as a tree, and a linked
list to retrieve matching IDs for conditional queries.

1) Traverse a path with OTREE to get a leaf node as b ←
OTREE.Access(k).

2) Get ID and position map of linked-list node which b
points to as (id, pos)← b.childmap

3) Access on ODS to get the desired result as
R ← ODS.Access(id, pos, ·)

The overall cost for this approach is: O(log2 N + k ·
O(log(N)), where k is the distance from the first element of
the linked-list. The first part is the overhead of OTREE and
the second part is the overhead of ODS (without padding).

4 SECURITY ANALYSIS

Our security analysis, as in Path-ORAM [21], is concise as
the security of our proposed schemes are evident from their
base ORAM.

Definition 1 (ORAM security [21]). Let ~y :=
((op1, id1, data1), . . . , (opM , idM , dataM )) be a data request
sequence of length M , where each opi denotes a read(idi) or
a write(idi, data) operation. Let A(~s) denote the sequence of
accesses made to the server that satisfies the user data request
sequence ~s. An ORAM construction is secure if: (i) For any two
data request sequences ~x and ~y of the same length, the access
patterns A(~x) and A(~y) are computationally indistinguishable
to an observer, and (ii) it returns the data that is consistent with
the input ~s with probability ≥ 1− negl(|~s|). That is, the ORAM
fails with only a negligible probability.

Corollary 1. Accessing OMAT leaks no information beyond (i)
the size of rows and columns, (ii) whether the row or column
dimension being accessed, given that the ORAM scheme being
used on top is secure by Definition 1.

Proof. Let M be an OMAT structure consisting of two logical
tree-based ORAM structures OROW and OCOL as described
in Section 3.1 with dimensions M and N , respectively. Let
the bit B = 0 if the query is on OROW and B = 1, other-
wise. A construction providing OMAT leaks no information
about the location of a node u being accessed in M beyond
the bit B and dimensions (M,N). This is due to the fact
that OMAT uses a secure ORAM that satisfies Definition 1
to access each block of OROW and OCOL in M. Thus, as
long as the node accessed within OROW or OCOL is not
distinguishable from any other node within that OROW and
OCOL through the number of access requests, it is indistin-
guishable by Definition 1.

Note that the information on whether the row or column
was accessed can be hidden by performing a simultaneous
row and column access on both dimensions for each query.
This poses a security-performance trade-off. One can also
hide the size of row and column by setting OMAT matrix
with equal dimensions, but this may introduce some cost
for certain applications.
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Corollary 2. Accessing OTREE leaks no information about the
actual path being traversed, given that the ORAM scheme being
used on top is secure by Definition 1.

Proof. Let T be a tree data structure of height H . Let T`

be the set of nodes at level 0 ≤ ` ≤ H in the tree. A
construction providing OTREE leaks no information about
the location of a node u ∈ T` being accessed in the tree
beyond that it is from T`. This is due to OTREE uses
a secure ORAM that satisfies Definition 1 to access each
level of the tree. Thus, as long as a node accessed within
level ` is not distinguishable from any other node within
that level through the number of access requests, it will be
indistinguishable according to Definition 1.

Side-channel leakages in Path-ORAM. There are several
side-channel attacks on Path-ORAM (e.g., [32], [33]) when
it is executed by the secure CPU playing on behalf of the
ORAM client. In this context, since the secure CPU resides
in the untrusted party, the adversary has a partial view on
it to exploit the timing leakage (e.g., [32]). In our model, we
assume that the client is fully trusted and it is totally apart
from the adversary view (i.e., untrusted database server).
Therefore, we do not consider these side-channel leakages
due to the difference between our model and the secure
CPU context.

5 PERFORMANCE EVALUATION

5.1 Configurations

• Implementation: We implemented our schemes and their
counterparts on CURIOUS framework [26]. We integrated
additional functionalities into the framework to perform
batch read/write operations to prevent unnecessary round-
trip delays, and also to communicate with MongoDB in-
stance via MongoDB Java Driver. We chose MongoDB as our
database and storage engine. We preferred MongoDB since
its Java Driver library is well-documented and easy to use.
Moreover, it supports batch updates without restrictions,
which is important for consistent performance analysis.

• Data Formatting: We created our database table with ran-
domly generated data with a different number of rows,
columns, and field sizes. We then used the table to construct
tree-based ORAMs for compared schemes. For instance, in
OMAT, we created OROW and OCOL structures from this
table, while an oblivious tree structure is created for OTREE,
as described in Section 3.

• Experimental Setup and Configurations: For our experiments,
we used two different client machines on two different
network settings: (i) A desktop computer that runs CentOS
7.2 and is equipped with Intel Xeon CPU E3-1230, 16 GB
RAM; (ii) A laptop computer that runs Ubuntu 16.04 and is
equipped with Intel i7-6700HQ, 16 GB RAM. For our remote
server, we used AmazonEC2 with t2.large instance type that
runs Ubuntu Server 16.04. While the connection between
the desktop and the server was a high-speed network with
download/upload speeds of 500/400 Mbps and an average
latency of 11 ms, the connection between the laptop and the
server was a moderate-speed network with download/upload
speeds of 80/6 Mbps and an average latency of 30 ms.

• Evaluation Metrics: We evaluated the performance of our
schemes and their counterparts based on the following
metrics: (i) The Response time (i.e., end-to-end delay) in-
cluding decryption, re-encryption and transmission times
to perform a query; (ii) Client storage including the size of
stash and position map; (iii) Server storage including the
size of OMAT or OTREE. We compared the response times
of OMAT and its counterparts for both row- and column-
related queries (e.g., statistical, conditional). For OTREE and
ODS-Tree, we compared the response times of traversing an
arbitrary path on the tree-indexed database. To measure the
end-to-end delay, we used the std::chrono C++ library
to get the actual duration at the client side, from the time
the client sends the first command until he receives the
last response from the Amazon server. For each experiment,
we ran 50 times and took the average number as the final
response time reported in this section. We now describe our
experimental evaluation results and compare our schemes
with their counterparts.

5.2 Experimental Results

• Statistical and Conditional Queries (Column-Related): We first
analyze the response time of column-related queries for
OMAT, ODS-2D and RowPKG. With these queries, the client
can fetch a column from the encrypted database for statisti-
cal analysis or a conditional search. Given a column-related
query, the total number of bytes to be transmitted and
processed by each scheme are shown in Table 1. RowPKG’s
transmission cost is the size of all ORAM buckets, where
Z ·(B ·N) and (2M−1) denote the bucket size and the total
number of buckets, respectively. As for OMAT, its oblivious
data structure OCOL allows efficient queries on column di-
mension with O(log(N)) communication overhead, which
outperforms the linear overhead of O(N) of RowPKG.
While OMAT and RowPKG can fetch the whole column with
one request, it requires M/4 synchronous requests for ODS-
2D where each request costs Z · (16 · B1) · log2(M · N/16)
bytes due to 4× 4 clustering of the cells.

We measured the performance of OMAT and its counter-
parts with arbitrary column queries. In this experiment, we
set parameters as B = 64 bytes and Z = 4. The number of
columns N varies from 24 to 29, where the number of rows
is fixed to be M = 215 . Figures 11a and 12a illustrate the per-
formance of the schemes on two different network settings
with two different client machines as described in Section
5.1. For a database table with 210 rows and 29 columns,
OMAT’s average query times are 60 s and 475 s compared to
RowPKG’s 775 s and 6100 s, and ODS-2D’s 292 s and 1245 s
on high- and moderate-speed networks, respectively. This
makes OMAT about 13× faster than RowPKG. While OMAT

performs 2.6× faster than ODS-2D on the moderate-speed
network, it becomes 4.9× on high-speed network since the
latency starts to dominate the response time of ODS-2D with
M/4 requests due to its construction with pointers.

• Single Row-Related Queries: We now analyze the response
time of row-related queries for OMAT and its counterparts.
Given a row-related query, the total number of bytes to be
transmitted and processed by OMAT and its counterparts
are summarized in Table 1. For OMAT and RowPKG, (B ·N)
and Z · log2(M) denote the total row size and the overhead
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Fig. 11: End-to-end delay of queries for OMAT and counterparts with high-speed network setting.
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Fig. 12: End-to-end delay of queries for OMAT and counterparts with moderate-speed network setting.

of Path-ORAM, respectively. Due to OMAT’s OCOL and
OROW structures, OMAT is always a constant factor of
Z = 4 more costly than RowPKG. Clustering strategy of
ODS-2D also introduces more cost and makes ODS-2D 4.2×
more costly than RowPKG when N = 32.

We measured the performance of OMAT and its coun-
terparts with arbitrary row queries, where the number of
rows M varies from 210 to 220. The block size is B = 128
bytes and the number of columns is fixed as N = 32. By this
setting, the total row/record size is B ·N = 4096 KB. Figures
11b and 12b illustrate the performance of the compared
schemes for both network settings. We can see that OMAT

performs slower than RowPKG by a constant factor of
approximately 2.3× and 3.6× on high and moderate-speed
network, respectively. As for ODS-2D, Figure 11b explicitly
shows the effect of the round-trip delay introduced by net-
work latency on ODS-2D due to N/4 synchronous requests.
Although ODS-2D has similar cost with OMAT, it performs
approximately 220ms and 380ms slower than OMAT.

• Traversal on Tree-indexed Database: We analyze the response
time of oblivious traversal on database index that is con-
structed as a range tree by putting distinct values of a

column to the leaf of the tree. Figure 10 exemplifies the
constructed range tree, and this structure is used along with
its linked list to perform conditional queries (e.g., equality,
range) on an indexed column, and fetch matching IDs.
We compare our proposed OTREE and ODS-Tree with no
caching and half-top caching strategies.

Given a database index tree constructed with values of
the column, the total number of bytes to be transmitted and
processed by OTREE and ODS-Tree without caching are
Z2 ·B · (H+1) · (H+2) and 2 ·Z1 ·B · (H+1)2, respectively,
where H is the height of tree data structure. While ODS
traverses the tree with O(H), the additional overhead of
Path-ORAM makes the total overhead to be O(H2). As
for OTREE, its level restriction on ORAM storage reduces
the transmission overhead by 1.6×. With half-top caching
strategy, overheads of both schemes reduce as shown in
Table 1, however, OTREE’s construction benefits more from
caching by performing traversal 3.2× less costly than ODS-
Tree.

For this experiment, we set the block size B = 4 KB, the
number of blocks inside a bucket for ODS-Tree is Z1 = 4,
and the number of blocks inside a bucket for OTREE is Z2 =
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Fig. 13: End-to-end delay of traversal on tree-indexed database for OTREE and ODS-Tree.

5 (see Section 3.2 for the stability analysis). We benchmarked
OTREE and ODS-Tree with arbitrary equality queries when
the number of indexed values varies from 29 to 219. The
number of indexed values is set to 219 for large database
setting. For both network settings, Figure 13 demonstrates
the effect of half-top caching strategy and how the structure
of OTREE gives more leverage in response time. While
OTREE without caching performs around 2× faster than its
counterpart, caching allows OTREE to perform 3.6× faster
than ODS-Tree with caching for both network settings.

5.3 Client and Server Storage

We now analyze the client storage overhead of our schemes
and their counterparts. The position map of OMAT requires
O((M +N) · log(M +N)) storage, while RowPKG requires
O(M · log(M)), since only the position map of rows are
stored. However, the dominating factor is M , since large
databases have more rows than columns. ODS’s pointer
technique allows it to operate with O(1) storage for po-
sition map. Moreover, the worst-case stash size changes
with the query type, because stash is also used to store
currently fetched data and the worst-case storage costs are
summarized in Table 1. For row-related queries, the worst-
case stash storage is the same for both OMAT and RowPKG
but ODS-2D requires more storage due to clustering. For
column-related queries, RowPKG requires storing O(M ·N)
that corresponds to all ORAM buckets. Besides the query
performance issues, this also makes RowPKG infeasible for
very large databases to perform column-related queries.
In addition, ODS-2D also requires O(log(M)) times more
client storage compared to OMAT. While RowPKG and
ODS-2D have the same server storage size, OMAT requires
constant Z×more storage due to additional dummy blocks.

Since OTREE and ODS do not require the position
map to operate, the client storage consists of the stash and
additionally cached block according to the caching strategy
used. For the worst-case, both schemes have the same client
storage with the same caching strategy; however, the stash
of OTREE may be more loaded than ODS as shown in
Figure 9 due to its level restriction. Moreover, server storage

of OTREE is 2× less than ODS, since Path-ORAM of ODS
requires one more level than OTREE.

6 CONCLUSIONS

In this paper, we introduced two new oblivious data struc-
tures called OMAT and OTREE. The proposed techniques
can be instantiated with any tree-based ORAM scheme
to enable efficient private queries on database instances.
OMAT enables various statistical and conditional queries
on generic database tables, which may be highly inefficient
for its counterparts relying rely on row-oriented packag-
ing. On the other hand, OTREE provides more efficient
range queries on tree-indexed database than existing ODS
techniques, and also receives more benefit from caching
optimizations. These properties allow OMAT and OTREE to
be ideal data structures to construct oblivious database
services on the cloud, which offers high security and privacy
guarantee for the users.
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