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ENTANGLEMENT IN NON-LOCAL GAMES AND THE
HYPERLINEAR PROFILE OF GROUPS

WILLIAM SLOFSTRA* AND THOMAS VIDICK

ABSTRACT. We relate the amount of entanglement required to play linear-
system non-local games near-optimally to the hyperlinear profile of finitely-
presented groups. By calculating the hyperlinear profile of a certain group,
we give an example of a finite non-local game for which the amount of
entanglement required to play e-optimally is at least Q(1/€*), for some
k > 0. Since this function approaches infinity as e approaches zero, this
provides a quantitative version of a theorem of the first author.

1. INTRODUCTION

Let G be a two-player non-local game. Such a game is specified by finite sets
of inputs X and Y and outputs A and B, associated with the first (Alice) and
second (Bob) players respectively, a probability distribution 7 on input pairs
(r,y) € X x Y, and a winning predicate V € {0, 1}*B*X>Y A quantum
strategy S for the game G is specified by Hilbert spaces H4 and Hp, a state
|v) € Hy ® Hpg, a positive operator-valued measure {A%},c4 on H, for every
x € X, and a positive operator-valued measure {BZ}be pon Hg foreveryy € Y.
A strategy is finite-dimensional if at least one of dim(H 4) or dim(Hp) is finite;
in this case we say that the strategy has dimension min{dim(H ), dim(Hp)}.
The winning probability of strategy S in game G is defined as

w(G:S) = > wzy) > Viabdlry) (WAL B ) .

(z,y)eX XY (a,b)eAxB

The quantum value w?(G) of G is the supremum of winning probabilities
w(G;S) across all finite-dimensional quantum strategies S. A basic question
about G is: what is the minimum amount of entanglement E(G,¢€) used by a
strategy that achieves winning probability at least w?(G) — €? Here we mea-
sure entanglement by the Schmidt rank. When lower bounds on F(G,¢) are
known, G can potentially be used to certify entangled states. As a result, many
lower bound results exist [PGWP*08, JPPG*10, JP11, Slol1, Coll6, CN16,
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CRSV17, JOP16, NV17, OV16]. In particular, it is known that F(G,€) can
be arbitrarily large. For example, a result of Ostrev and the second author
[OV16] states that for any n > 1, there is a two-player game G,, with input
sets of size n and output sets of size 2, such that

1
(1.1) E(gn,()(m» > 90V
As with all known results of this type, the lower bound requires games of
increasing size to get E(G,,e) — +00. A recent result of the first author is
that there is a fixed, constant-size non-local game G such that E(G,€) — 400
as € — 0 [Slo17]. In other words, there is a game which cannot be played
optimally using any finite-dimensional Hilbert space. The purpose of this
paper is to prove the following quantitative version of this result:

Theorem 1.1. Let F(G, €) be the smallest possible integer d such that there is

a quantum strateqy S of dimension d for G with success probability w(G;S) >

wi(G) —e. Then there is a non-local game G and constants C,C' > 0 such that
C - - C’

g = E(G,e) < an

for all e > 0.

The game G constructed in the proof of Theorem 1.1 is similar to the game
constructed in [Slo17], and in particular is an example of a linear system non-
local game with w?(G) = 1. Linear system games are a subclass of non-local
games for which the existence of perfect quantum strategies is controlled by
an associated finitely-presented group I', called the solution group. The proof
of Theorem 1.1 is based on the observation that e-perfect strategies for lin-
ear system games G correspond to approximate representations of the solution
group I' of G. As a result, the function E(G,¢) is linked to the dimension of
approximate representations of the solution group I' of G. For sofic groups,
the asymptotic dimension growth of sofic approximations is measured by the
sofic profile of the group, a concept introduced by Cornulier [Cor13]. Theorem
1.1 can be thought of as a calculation of a “hyperlinear profile” of the solution
group I', measuring the asymptotic dimension growth of unitary approxima-
tions to I'.

Since hyperlinear profiles do not seem to have been studied heavily before,
we explore some of their properties here. In particular, we give two related
definitions of hyperlinear profile. The first, which we work with throughout
the paper, is defined for finitely-presented groups, and is convenient for work-
ing with non-local games. The second matches Cornulier’s definition of sofic
profile, and in particular, is independent of the choice of presentation. Al-
though we do not know if the two definitions are precisely the same, we show
that they are the same under a natural equivalence relation.
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In light of (1.1), we do not expect the inverse polynomial scaling from The-
orem 1.1 to be optimal, and we hope that this initial lower bound opens the
door to further results. We find it interesting that the theorem provides a
finite test that may be executed on two spatially isolated quantum systems,
such that the higher the success in the test, the larger the dimension that can
be certified. The correspondence between near-optimal strategies for linear
system games and approximate representations of solution groups may also
be of independent interest. In particular, this correspondence implies that
any e-optimal strategy can be turned into an O(e'/?)-optimal strategy with a
maximally entangled state (see Remark 5.7).

The rest of the paper is organized as follows. In Sections 2 and 3, we
introduce our first definition of hyperlinear profile, and prove our main lower
bound. In Section 4, we recall the notion of a solution group of a linear
system game, and explain how hyperlinear profile is related to entanglement
for strategies with maximally entangled states. In section 5, we show that
hyperlinear profile is related to entanglement for strategies with general states.
In Section 6, we use the embedding theorem of [Slo17] and the results of Section
3 to prove explicit bounds on the hyperlinear profile of the solution group,
finishing the proof of Theorem 1.1. Finally, in Section 7 we give the second
definition of hyperlinear profile, and compare the two definitions.

1.1. Notation. We use the following notation throughout the paper. F(S) is
the free group generated by S, U(C?) is the unitary group of C%, and M,(C) is
the set of d x d matrices. We use the following norms on My(C): the operator
norm |-, the Frobenius norm ||-||» defined by [|Al| = 1/Tr(A*A), and the

normalized Frobenius norm |[|-[|; = [|-[| / Vd. Given a positive semidefinite
matrix p, we also let [|-|| ) denote the seminorm defined by [|A[| , = /Tr(A*Ap).
Note that |- = l-ls I, = I/, and }All, = [|49"2]|,. We use & for

the linear functional Tr(-)/d on My(C).
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2. HYPERLINEAR PROFILE OF FINITELY-PRESENTED GROUPS

In this section, we state our first definition of hyperlinear profile, along with

some basic properties. The starting point is the following definition from, e.g.,
[Slo17] or [HS17].

Definition 2.1 ([Slol7]). An e-representation of a finitely-presented group
G = (S : R) is a homomorphism ¢ : F(S) — U(C?) from the free group F(S)
generated by S to the unitary group U(C?), such that
lo(r) — 1|, <€
for allr € R.
An element g € G is non-trivial in approximate representations if there is

some representative w € F(S) of g and 6 > 0 such that for all € > 0, there is
an e-representation ¢ with ||¢p(w) — 1| > 4.

Suppose (S : R) and (S’ : R') are two presentations for a group G. While
the set of e-representations depends on the choice of presentation, any e-
representation with respect to (S : R) is an O(e)-representation with respect
to (S’ : R') (with the constant depending on the isomorphism between the
two presentations), and vice-versa. Similarly, whether ¢ is non-trivial in ap-
proximate representations is independent of the choice of presentation. The
dependence on ¢ is also somewhat arbitrary, due to the following well-known
consequence of the tensor-power trick:

Lemma 2.2. Suppose g1,...,9, € G = (S : R) are all non-trivial in ap-
prozimate representations. Let w; € F(S) be a representative of g; for each
1 < i < n, and choose § € (0,4/2). Then for every e > 0, there is an
e-representation ¢ such that |[¢(w;) — L[|, > 6 for all 1 <i <n.

A finitely-presented group is said to be hyperlinear if every non-trivial el-
ement is non-trivial in approximate representations. It is not known if there
is a group which is not hyperlinear, and deciding this is a major problem in
the field. For comparison, if every non-trivial element is non-trivial in finite-
dimensional representations, then the group is said to be residually-finite, and
there are examples of finitely-presented, hyperlinear, but non-residually-finite
groups. Suppose G is such a group, so that there is w € F(S) representing
an element which is trivial in all finite-dimensional representations, but non-
trivial in approximate representations. If we fix 4 > 0, then the dimension of
e-representations ¢ with [[¢(w) —1f|; > ¢ must increase as ¢ — 0. The hy-
perlinear profile of G is a collection of functions which measure these growth
rates.

Definition 2.3. Let G = (S : R) be a finitely-presented group, and let T
be a finite subset of F(S). The (hyperlinear) profile of T' is the function
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hip(T) : Rog x Ry — NU {400} such that hlp(T’;0,¢€) is the smallest integer
d for which there is an e-representation ¢ of dimension d with

l¢p(w) =1, >0 forallweT,

or +00 if no such d exists.

If T = {w}, then we write hlp(w; d, €) for hlp(T'; 6, €). The hyperlinear profile
of G s the collection of functions hlp(T'), where T is a finite subset of F(S)
not containing any element with trivial image in G.

If T does contain an element with trivial image, then hlp(7’; d, €) will always
be infinite for small enough e. It is clear that hlp(7") is non-decreasing in §
and non-increasing in €. Another easy property of the hyperlinear profile is
that it is non-decreasing under homomorphisms, in the following sense:

Lemma 2.4. Let G; = (S; : R;), i = 1,2, be two finitely-presented groups,
and suppose ¢ : F(S1) — F(S2) is a homomorphism which descends to a
homomorphism G1 — Gy. Then there is a constant C' > 1 such that

Wp(T, 6, ) < Wp(6(T),6,6)
for any finite set T"C F(S1) and €, > 0.

Note that while the elements ¢(R;) are trivial in G5, they do not necessarily
appear in 5. The constant C' in Lemma 2.4 depends on how many times the
relations from Ry must be applied to show that the elements ¢(R;) are trivial.

We are mainly interested in the asymptotic behaviour of hlp(7T’) as e — 0
with ¢ fixed. When ¢ induces an isomorphism between G; and G5, Lemma 2.4
shows that the asymptotics of the functions hlp(7") are somewhat independent
of the choice of presentation. We can say the same thing about the choice of
representatives in F(S):

Lemma 2.5. Suppose wgy, w; € F(S) represent the same element in G = (S :
R). Then there is a constant C' > 1 such that

hlp(w07 0 — CE? E) < hlp(w17 57 E)
for all e > 0 and 6 > Cle.

Although we won’t use it, the following lemma puts some limits on how
much the choice of § can affect the asymptotics:

Lemma 2.6. Let G = (S : R), and 0 < 6 < §' < /2. Then there is a constant
k > 1 such that

hip(T,8,€) < hip(T, &', ¢) < khlp(T, 6, ¢/k)"*
for all € > 0 and finite subsets T C F(S).
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For instance, the choice of § within the range (0, v/2) does not affect whether
hlp is polynomial or exponential in 1/e.

Proof. We only need to prove the second inequality. The proof is similar to
Lemma 2.2, in that we can use the tensor power trick. Suppose ¢ is an e-
representation of dimension d with

|p(w) — 1|, >
for all w € T. Let ¢ be the direct sum of ¢ with its complex conjugate, and
with 2d copies of the trivial representation. Then 1 is an €/2-representation
of dimension 4d, such that tr(¢)(w)) is real and non-negative for all w € F(w),
and ¢ (w) — 1|, > /2 for all w € T. Since [[¢(w) — ]l||fc =2 — 2tr(¢p(w)),
we have that tr(¢(w)) < 1 — 62/8. Hence

) — 1} =2~ 2 (w)" > 2 -2 (1 - 58) |

By choosing n large enough, we can make the right-hand side larger than (¢")%.
Since " is a (ne/2)-representation of dimension (4d)", we conclude that

hip (T, 5 %) < 4" hip(T, 8, )",
and the lemma follows. O

Note that we have not restricted Definition 2.3 to hyperlinear groups. In
terms of hyperlinear profile, a finitely-presented group G = (S : R) is hy-
perlinear if and only if hlp(T, J, €) < +oo for all finite subsets T C F(S) not
containing any elements with trivial image in G, and real numbers § € (0, v/2),
e > 0. Similarly, G is residually finite if and only if hlp(7T’, d, €) is bounded as
e — 0 for all finite subsets T' € F(S) (again, not containing any elements with
trivial image in G) and § € (0, v2).

Although we can choose any § in (0, v/2) when measuring hlp(7’, §, €), it can
make sense to take ¢ to be greater than or equal to v/2. The largest value of
U — 1|, when U is a unitary is 2, and this is achieved when U = —1. Thus,
hlp(w, 2, €) measures the growth rate of e-representations ¢ where ¢(w) = —1.
The following proposition shows that when w € F(S) represents a central
involution in G (which will be the case in the main example of the next section,
and also when working with linear system games), d = 2 is a natural choice.

Proposition 2.7. Suppose g € G is a central involution, and G = (S : R) is
a presentation such that g has a representative w € S. Let 0 < § < 2. Then
there is a constant C' > 1 (depending on 0) such that

hlp(w, 2, Ce) < hlp(w, d,¢) < hlp(w, 2, €)
for all e > 0.
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The proof of Proposition 2.7 relies on some simple stability properties.
Lemma 2.8.

(a) Suppose X is a matriz with || X||,, < 1. Then there is a unitary matriz
U with [| X = Ul[; < || X*X — 1||;, and in fact U can be any unitary in
a polar decomposition X = UP of X.

(b) If X, Y are unitary matrices and X? = 1, then there is a unitary matriz
Z such that ZX = XZ and

Iv = ZIl, < XY =Y X],.

(c) If X is any normal matriz, there is a self-adjoint matriz Z with Z* = 1
such that
Ix - z||; < 2[|x* -1,.

We expect that Lemma 2.8 is well-known to experts. We give the proof of
parts (a) and (b) for the convenience of the reader. A proof of part (c) can be
found in [Slo17, Lemma 3.6].

Proof of Lemma 2.8. For part (a), let X = UP be a polar decomposition of
X, where U is unitary. Then

IX = Ull; =P -1l = [[vX*X -1, < |[X*X -1,

where the last inequality comes from the fact that 1 — 2z < 1 — 22 for all
z € [0,1].

For part (b), let Zy = (Y + XY X). Then Z; and X commute, and
1Y — Zol|; and || Z5Zy — 1| are both at most TIXY — Y X|;. So part (b)
follows from applying part (a) to Zp. O

We also need that small perturbations of e-representations remain O(€)-
representations.

Lemma 2.9 ([Slo17], Lemma 2.3). Let ¢ be a d-dimensional e-representation
of the finitely-presented group G = (S : R). If ¢ : F(S) — U(CY) is a
homomorphism such that

[(s) = o), < €

for all s € S, then ¢ is an (e + O(€'))-representation, where the constant
depends on the length of the relations in R.

Proof of Proposition 2.7. We only need to prove the first inequality. Suppose
¢ is a d-dimensional e-representation of G with [[¢(w) — 1|, > ¢. Then by
Lemmas 2.8 and 2.9, there is an O(e)-representation ¢ such that ¥ (w) is a
central involution in the group generated by 1(S), and ||¢(s) — ¥(s)]| < O(e)
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for all s € S. If € is small enough such that ||¢(w) — ¥ (w)|| < §/2, we then
have [|¢)(w) — 1, > 6/2. This inequality implies that the dimension of the
(—1)-eigenspace of 1)(w) is bounded below by Q(dé?). If P is the projection
on the (—1)-eigenspace of ¢(w), then it is not hard to see that Py P is an
O(e/d)-representation of G (see for instance the proof of Lemma 3.9 of [Slo17]).
Since ¢ is fixed, there is a constant C' such that for every d-dimensional e-
representation, there is a Ce-representation 1 of dimension at most d with

Y(w) = —1. O

3. BOUNDS ON HYPERLINEAR PROFILE FOR A SPECIFIC GROUP

The question of whether there is a non-hyperlinear group is notoriously
difficult, and it seems reasonable to look for related questions which might
be more approachable. In this context, it seems natural to seek examples of
groups for which the hyperlinear profile grows particularly fast. We note that
very little seems to be known about this question. In the case of the sofic
profile, any non-residually-finite group has a sofic profile at least as large as
1/e, essentially because the smallest positive value of the normalized Hamming
metric on the symmetric group S, is 1/n [Corl3, Fact 3.8]. In contrast, for the
hyperlinear profile, it is not clear that there is even a “default” lower bound
of this form. The only explicit lower bound we are aware of prior to our work
is the following example due to Tobias Fritz [Fril3]:

Example 3.1. Let G be the Baumslag-Solitar group BS(2,3), so
G = (u,v:v v = u?).

It is shown in [Fril3] that there is a constant C > 0 such that if ¢ : F(u,v) —
U(CY) is a homomorphism with

lo(o) ™ éu)?é(v) — ()’ <e.

op —
for some € > 0, then
2
lp(w) — 1], < e,
1 1,-1

where w = vo tuvu~ v tu v, Note thatw # e in G. If ¢ is an e-representation
of G then

lo() " o(w)*6(v) = d(w)’,, <
Consequently

Vd||g(v) " d(u)d(v) — d(u)’]|, < Vde.

op —

lé(w) = 1ll; < ll¢(w) = 1], < “ Ve,

from which by rearranging terms we get the lower bound
hip(w,d, €) = Q(/In(d/€))
for any 6 > 0.
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The main result of this section, and the key result of this paper, is that
there is a group with a hyperlinear profile somewhere between 1/¢2/3 and 1/e,
up to constants.

Proposition 3.2. Define

_ -1 _ 2 -1 _
K ={a,b,c,x,y :xyx™" =y, xzcx " =c,

Y=b,yby™' = q,

2

yay -
c=aba® =t =c

For any 0 < § < 2 there exists C,C" > 0 such that

=e).

/
(3.1) % < hlp(c, d,¢€) < C;

€3
for all e > 0.

For the remainder of this section, we let K denote the finitely-presented
group defined in Proposition 3.2. The group is similar to the group defined in
[Slo17, Section 5]. In particular, K is sofic, and hence hyperlinear. The element
¢ is a central involution which is trivial in all finite-dimensional representations,
so K is non-residually finite. Because we have chosen a presentation for K
in which ¢ is a generator, Proposition 2.7 implies that we only need to prove
Proposition 3.2 when § = 2. In fact, it is not necessary to make c a generator—
we could replace ¢ with ab, the relation ¢ = ab with [a,b] = e, and remove
¢ from the presentation—but we keep the slightly redundant presentation for
simplicity.

The proof of Proposition 3.2 is split into several steps. For both the upper
and lower bound, it is helpful to look at the subgroup

KO: <y7a7bvc:yay_1:bvyby_1 :a,CZCLb,CL2 :b2 :C2I€>

of K. Abstractly, Ky is the semidirect product Z X Zgy X Zs of Zo X Zs by the
automorphism switching the order of the factors. Given U € U(C?), we can
define a 2d-dimensional representation ¢ of K by

32 o= (g O)em= (7" 7). mdem= (g ).

The first lemma needed for the lower bound in Proposition 3.2 is that every
d-dimensional e-representation of K can be turned into a 2d-dimensional O(e)-
representation which restricts to a representation of Ky that satisfies (3.2).

Lemma 3.3. Let ¢ be a d-dimensional e-representation of K such that ¢(c) =
—1. Then there is a 2d-dimensional O(€)-representation v of K such that

=5 %) wo=(9) wa - (g 5).
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where the blocks are of size d x d, and U € U(C?).

Proof. Since [|¢(a)? — 1|, < ¢, part (c) of Lemma 2.8 implies that there is a
unitary matrix Z such that ||¢(a) — Z||; < 2¢ and Z* = 1. By Lemma 2.9,
replacing ¢(a) with Z and ¢(b) with —Z yields an O(e)-representation o with
a(a)? = a(b)? =1 and a(a)a(b) = —1 = a(c). Let 8 = a ® @, where « is the
O(e)-representation defined from « by switching a and b, so

a(z) = a(x),a(y) = a(y), ala) = a(b), a(b) = a(a), and a(c) = —1.
Then (a)? = B(b)? = 1, B(a)B(b) = —1 = B(c), and tr(B(a)) = 0, so there is

a choice of basis such that

sa=(5 %) wa am=( ),

where the blocks are of size d x d.

_ (N1 Y,
5= (3 30)
be a 2d x 2d unitary matriz such that || BB(a) — B(b) B[ ; < €, for some ¢ > 0.
Then there are d x d unitaries Vo and V3 such that

P B, =
(%)

The assumption made in the claim implies that [[Y" — BJ|; < ¢'/2, and since
B is assumed unitary, [[Y*Y —1||, < O(¢) (to avoid having to add (¢)* to
the right side of this inequality, note that we can assume ¢’ < 2). It follows
that [|[Y;'Y; — 1f|; < O(¢€) for i = 2,3. Since B is unitary, [[Y;|,, < 1 for
i = 2,3, and hence by part (a) of Lemma 2.8 there are unitaries V; with
1Y; = Vill; < O(¢€), i = 2,3. O

Bly) = (2 }52) -

Applying Claim 3.4 to B = ((y), there exists unitaries V5 and V3 such that

P )l =0

Claim 3.4. Let

Proof. Let

Let
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Applying Lemma 2.9 once again, we conclude that the homomorphism = :
F({a,b,c,z,y}) — U(C*) defined by

1) = () ) = Ao or s € farbea)

is an O(e)-representation. Then
(V5 0 Vo 0
U ERCEY
satisfies the conditions of the lemma with U = V3V5. O
With Lemma 3.3, we can prove the lower bound in (3.1).
Lemma 3.5. There is a constant C' such that

(3.3) hip(c,2,€) >

)

Dl Q

for all e > 0.

Proof. Let ¢ be a d-dimensional e-representation of K such that [|¢(c) — 1|, >

2, i.e. ¢(c) = —1. Applying Lemma 3.3 we deduce the existence of a unitary
U € U(C?%), and unitaries X = ¢(x),Y = 9(y) € U(C??) such that

(3.4) Y = (8, %) and [ XYXT—V?|| < Ve,
for some constant C; > 0 (the second condition uses || - [|o, < Vd|| - ||7). Let
€1 = C1v/de. We show that satisfying both conditions requires d > 0261_1 for
some constant Cy > 0; this will prove the lemma.

Let © C R be such that the elements (f mod 1) are pairwise distinct for
€ O, and the set of eigenvalues of U is A = {2 0 € ©}. We prove a lower
bound on d by showing that the set © must be large.

For a,b € R, let d(a,b) measure the arc-length distance between = = e
and y = e?™. We first prove a simple lemma that will facilitate manipulation
of angles.

Claim 3.6. Let a,b € R, and set x = ¢*™ and y = €*™. Then d(a,b) <
7|z —y|. Moreover, for any square root ' = e*™ of x there is a square root
y' = 2% of 4 such that d(a’, V') = Ld(a,b).

)

2ima

Proof. The statement of the lemma is invariant under rotation, so we may
assume @ =0, x = 1, and b € (—1/2,1/2|. If [z — y| > 1 the bound on d(a,b)
is trivial, so for the first part of the lemma we can assume in particular that
be[-1/4,1/4). Then

d(b,0) = 2m|b|
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< | sin(27d)|
<7l —yl.
For the moreover part of the lemma, note that the square roots 2’ = %7 of

x are such that a’ € %Z. For any such square root, v = €™ for t/ = a’ + %b
is a square root of y such that d(',a") = d(b/2,0) = d(b,0)/2. O

The next claim shows that as soon as © # () it must contain many distinct
values.

Claim 3.7. Let 6 € ©. For every integer { > 0 there exists angles
{ej@, je {1,...,2f}} co

such that for each j € {1,... 2%},

(3.5) (0, 270 + j27') < 2mey.

Proof. If € > 1 the claim is trivial, so assume ¢; < 1. We prove the claim
by induction on ¢. The base case ¢ = 0 is obtained by setting 9](-0) = 6.
Assume the statement of the claim true for some ¢ > 0. Let j € {1,...,2}.
By assumption d(9 () 9~ Y0 + j)) < 2mey, which using Claim 3.6 implies that

)\y) 62”6 has square roots y; = %™t and y, = €?7%2 such that

(3.6) max {d (o1, 270 + 7)), d(p2, 27O + 5 +29)} < Ter

Since Qf) €0, )\y) is an eigenvalue of U, which using the first equation in (3.4)
implies that both y; and y, are eigenvalues of Y. Using the second equation

1) (£+1) (¢+1) (Z+1)
in (3.4) there must exist eigenvalues )\éfl = ¥™2j-1 and )\ ) = e2ints

Y2 such that

of

max { ‘)‘2l;+11 - yl),
Using Claim 3.6, this implies
max {d 2§+11), ©1), d(@wr1 ,2) } < €.
Using the triangle inequality and (3.6),
max {d(@gjﬂ), 2700 + j)), d(@éﬁtll), 270+ +2°)} < et + e,
which (after relabeling the {GJ(»ZH), g €{1,...,21}}) completes the induction.
O

As long as 27e; < 2-F U7 the bound (3.5) implies that all Gf) are distinct

modulo 1, and hence that d > 2¢. If we choose £ so that 27 (+2) < 2¢, < 2-(+1)
then d > 2° > 1/(8¢;), proving the lemma. O

)\(é—i-l _yz}} < €.

Finally we prove the key lemma for the upper bound.
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Lemma 3.8. Let d = 2°, where £ > 2. Then there is a homomorphism
¢ F({a,b,c,z,y}) — U(C?)
such that ¢(c) = —1, and
lo(r) =11, <27
for all defining relations r of K.

Proof. Let d = 2° be a power of two. Let {f;, i € {1,...,d}} denote the
canonical basis of C?. Let

=) 2= ()

in this basis, where each block has size d/2. Let

/2 /2
V=2 fifa + D & il
j=1 j=1

where for j € {1,...,d/2}, §; = j2=“~Y. Then Y is unitary and satisfies
YAYT =B and YBYT = A. For j € {1,...,d/2}, let

0,
uj = fit ezmgfg“’ vj = h- 22”7fd
V2 V2
We can diagonalize Y as
d/2 /2

227r 2z7r —] l
E E 2 2
Y e 2 uju + 'U] ],

: d/2 1T * * 3
and verify that Y? = Z]/lez Si(fifr + f%ﬂ-f%ﬂ). Let X be the unitary
defined as follows: if j is even, Xu; = f%- and Xv; = f%%, while if 7 is odd,
Xuj = fa, ;41 and Xvj = fsa 41 We verify that X maps eigenvectors of

2 2 4 2
Y to eigenvectors of Y2 in a way such that the associated eigenvalues always
differ by at most 2.

For the case of even j, the eigenvalue of Y associated to u; is the same as
the eigenvalue of Y2 associated to f i. The eigenvalue of Y associated to v; is

(2D 1y (39— (E—1)
2im("—5—+3) while the eigenvalue of Y2 associated to fd Ll e2im(i+3)2 ,

e

which given d = 2¢ are identical.
For the case of odd j, the difference between the eigenvalue of Y associated
to v; and the eigenvalue of Y2 associated to fsa Lt 18
4 2

0. 1
‘(é + 5)—9%“# mod 1
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1 )+ 1 3.2
[ ) O3 ) o

=27

A similar calculation holds for the remaining case. Thus [[XY XT — V2| <

27¢. The proof of the lemma is concluded by defining a homomorphism ¢ :
F({a,b,z,y}) = U(C?) by ¢(a) = A, $(b) = B, ¢(v) = X and ¢(y) =Y. O

Proof of Proposition 3.2. Using Proposition 2.7, the lower bound is shown in
Lemma 3.5. The upper bound follows directly from Lemma 3.8 by noting that
-1l < M1y O

4. LINEAR SYSTEM GAMES

We now turn to the connection between hyperlinear profile and linear system
games. Let Ax = b be an m X n linear system over Z,. For every 1 <i < m,
let V; be set of indices of variables which appear in equation 7, i.e. V; = {1 <
Jj <mn:A; # 0} The linear system non-local game associated to Az = b is
played as follows [CM14]:

(1) The first player (Alice) is given an integer i, chosen uniformly at ran-
dom from {1,...,m}, and must reply with a vector y € Z;fi satisfying
Zkew yr = b;. The output is interpreted as an assignment to the
variables in equation 1.

(2) The second player (Bob) is given an integer j, chosen uniformly at
random from {1,...,n}, and must reply with x; € Z,, interpreted as
an assignment to the variable z;.

(3) The two players win if either j ¢ V;, or y; = ;.

A quantum strategy S for the game (presented in terms of observables) consists
of

(a) two Hilbert spaces H4 and Hp, along with a unit vector |¢)) € Hya®@Hp,

(b) a collection of {£1}-valued observables Y;;, 1 <i<m, j€V;, on Hy
such that:

() [Ley, Yij = (—1)% for all 1 <i < m, and
(11) }/;jnj/ = }/;j’}/;j for all 1 <1< m, j,j, c ‘/Z',
and

(c) a collection of {£1}-valued observables X;, 1 < j <n, on Hp.
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As mentioned in the introduction, a quantum strategy for a non-local game
is usually presented in terms of POVMs, rather than observables. A strategy
as above, presented in terms of observables, is equivalent to a strategy in the
usual form, in which the measurements are projective [CM14, Slo17]. Indeed, if
{A?}yezy, {BS}eez,, |1) is a strategy for a linear system game in which { A},

and {B§}. are projective measurements, then we can express this strategy in
terms of observables by setting Y;; = Ey(—l)yin/ foreach 1 <i<m, j €V,
and X; = BY — B]. In this way, the observables Y; and Xj correspond to
Alice’s and Bob’s assignments to variable z;.

Using Naimark dilation, any strategy with POVMs can be turned into a
strategy with projective measurements. This multiplies the dimension of the
Hilbert space by the number of outputs.

Lemma 4.1. Let {A?}i_, and {BV},_, be two families of POVMs, on Hilbert
spaces Hy and Hp respectively, and let |1) be a state in Hy @ Hg. Then
there are famzlzes of projective measurements {A“ _, and {Bb}b 1, on Hilbert

spaces HA and HB respectively, and a state |w> € HA ® HB, such that
(W] Af @ B [v) = (4] Af @ B} |4)

for all i VRS b. Furthermore, the Hzlbert spaces HA and HB can be chosen so
that dim HA = kdim H4 and dim HB =/dim Hp.

As a result, it suffices to prove Theorem 1.1 for strategies with projective
measurements. Thus for the remainder of the paper, we assume that all strate-
gies are projective, and presented in terms of observables.

Given a strategy S for a non-local game presented in terms of observables as
above, if j € V;, then Alice and Bob win with probability p;;(S) = (b;; +1)/2
on inputs (4, j), where

bij(S) = (Y| Yi; @ X; 1) .

The quantity b;;(S) is called the success bias on inputs (i,j). The strategy S
is perfect if p;;(S) = 1 for all inputs (i, j), and e-perfect if p;;(S) > 1 — € for all
inputs (7,j). Note that a strategy is perfect if and only if w(G;S) = 1, but it
is not true that a strategy is e-perfect if and only if w(G;S) =1 — €. It is not
hard to show that the two are related up to a factor depending on the size of
the game:

Lemma 4.2. Let G be the linear system game associated to the m x n linear
system Ax = b. If S is an e-perfect strategy, then w(G;S) > 1—e. On the other
hand, if S is a strategy such that w(G;S) > 1 —¢€, then S is (nme)-perfect.
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Proof. The game G has nm pairs of inputs in total, each chosen with probabil-
ity 1/(nm). Therefore success probability 1 — € in the game implies that each
question must lead to a valid answer with probability at least 1 — nme. 0

The solution group [CLS16] associated to Az = b is the finitely-presented
group I'(A, b) generated by indeterminates 1, .. ., x, and J, and satisfying the
relations

(a) J2=e, and [x;,J] = e for all 1 <j <n,
(b) x?zeforalllgjgn,

(©) [liey, 2 = Jb for all 1 <i <m, and

(d) zjxy =xjpx; forall j, 7" € V;, 1 <i < m.

Let G be the linear system non-local game associated to the linear system
Ax = b. Several criteria relating representations of I'(A, b) to the existence of
perfect strategies for G have been given in [CM14, CLS16, Slo17], including:

Proposition 4.3 (Proposition 3.4, [Slo17]). If J is non-trivial in approximate
representations of I'(A,b), then wi(G) = 1.

For this paper, we need a quantitative version of Proposition 4.3, and also its
converse. We start by giving the quantitative version, together with a converse
for maximally entangled states; although this is not necessary for the proof
of Theorem 1.1, it is easier to establish, and gives a tighter connection with
hyperlinear profile. The converse for general states will be given in the next
section.

Proposition 4.4. Let G be the linear system non-local game associated to the
m X n linear system Ax = b.

(a) Given a d-dimensional e-representation ¢ of I'(A,b) with ¢(J) = —1,
we can construct an O(e?)-perfect strategy for G which uses the mawi-
mally entangled state ) € C? @ C.

(b) If |0) , {Yi;},{X;} is an e-perfect strategy for G, where [¢) € C? @ C?
is mazimally entangled, then the function

¢ Flay,... xn,J) = UCYH
sending x; — X; and J — —1 is an O(\/€)-representation of I'(A,b).

Proof. For part (a), see the proof of Proposition 3.4 in [Slo17] (the key idea is
that Z5 is a stable group for any k).
For part (b), observe that if [1)) € C? ® C? is maximally entangled, we have
that
(Y| A® Bly) = tr(A"B),
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where the transpose is taken with respect to the Schmidt basis for |1). Given
an e-perfect strategy where [¢)) € C¢®@C? is maximally entangled, let Z;; = Yj;,
the entry-wise complex conjugate of Y;; with respect to the Schmidt basis of
|1)). Then

tr(ZX;) = (Y] X5) = (0] Yy @ X [) = by(S) > 1 = 2e.
Hence || Z;; — Xj||§ = 2—2&(2;})(]-) < O(e). For any 1 <7 < m, we have that

H Zij = (—]l)bi, and ZijZij’ = Zz’j’Zij for all j,j/ € V;

JEV:

Hence

(where the constant depends on the size of V;), and
1X; X — X3 X, < O(Ve) for all j,j" € V.

Hence the homomorphism ¢ sending z; — X; and J — —1 is an O(y/e)-
representation of I'(A, b). O

Proposition 4.4 implies that, for strategies using maximally entangled states,
the Hilbert space dimension of near-perfect strategies is given by the hyper-
linear profile of the generator J in the solution group. To make this precise,
we make the following definition.

Definition 4.5. Given a non-local game G, let w™(G) be the supremum of
winning probabilities w(G; S) across all finite-dimensional quantum strategies
S using a maximally entangled state. Let E™¢(G,€) be the smallest possible
integer d such that there is a quantum strateqy S for G with

w(G;S) =z w™(G) — €
where S uses a mazimally entangled state in C? @ C.
Lemma 4.2 and Proposition 4.4 imply:

Corollary 4.6. Let G be the linear system non-local game associated to a
linear system Ax = b, and let J be the generator J € T'(A,b). If w™(G) =1,
then there are constants C' > C" > 0 (depending on G) such that

hip(J,2,CVe) < E™(G,€) < hlp(J,2,C"'Ve) .

Note that, by Proposition 2.7, the asymptotics of hlp(J, 2, €) are determined
by hlp(J, 0, €) for any § € (0, 2].
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5. NEAR-OPTIMAL STRATEGIES WITH GENERAL STATES

In this section we prove a version of part (b) of Proposition 4.4 for strategies
with general states. Recall that any Hermitian matrix X has a unique polar
decomposition X = UX, where ¥ is positive-semidefinite and U is a unitary
operator on ImY. We write |X| for the positive-semidefinite part X, and
X|X|! for the unitary part U.

Theorem 5.1. Let G be the linear system non-local game associated to the
m X n linear system Ax = b, and suppose A has no non-zero columns. If
V) {Yi; 1 {X;} is an e-perfect strategy for G, where |) € Hy ® Hp, then
there is a projection P on Hpg such that

¢ F(xy,...,xn,J) = U(Im P)

sending v; — (PX;P)|PX;P|™* and J — —P is an O(e*/*)-representation of
['(A,b) on Im P.

If the jth column of A is zero, then the only relations containing x; in I'(A, b)
are 15 = e and [z}, J] = e. So if we set ¢(x;) to an arbitrary unitary when the
jth row of A is zero, then Theorem 5.1 holds for any matrix A. Hence, the
following corollary is an immediate consequence of Theorem 5.1 and part (a)

of Proposition 4.4:

Corollary 5.2. Let G be the linear system mon-local game associated to a
linear system Ax = b, and let J be the generator J € I'(A,b). If w?(G) = 1,
then there are constants C' > C" > 0 (depending on G) such that

hip(.J, 2, Ce*) < E(G, €) < hlp(J,2,C'Ve).

In particular, if w?(G) = 1 then E(G,¢) is finite for all € > 0, so we can
strengthen Proposition 4.3:

Corollary 5.3. Let G be the linear system game associated to a linear system
Ax = b. Then wi(G) = 1 if and only if J is non-trivial in approximate
representations of I'(A,b).

The proof of Theorem 5.1 has two ingredients. The first is a state-dependent
version of part (b) of Proposition 4.4.

Proposition 5.4. Let G be the linear system non-local game associated to the
m x n linear system Az = b, and let V; = {j : Aij # 0}. Suppose that A has
no zero columns. If [¢), {Yi;}, {X,} is a finite-dimensional e-perfect strategy
for G, where |¢) € Hy @ Hpg, and p is the reduced density matriz of 1) on
Hpg, then

(a) || X;p"% = p 2 X;|| . < O(f€) for all1 < j <mn,
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(b) “Hje‘/;; X;— (=1)%|| <O(e) for all 1 <i < m, where the constant
depends on the size opf Vi, and
(¢) 1X; Xk — X Xjl|, < O(Ve) forall1 <i<m, j,k €V

Proof. Without loss of generality, we can pick a basis {|t)} of H4 such that
1) =37, [t) A|t), where A = p/2. For any matrices B and C,

(Y] B ® C'|y) = tr(BACN),

where the transpose is taken with respect to the basis {|i)}. Suppose that B
and C' are unitary, and that

(0| BT @ Cly) >1—0e).
We claim that

(5.1) |CA=AC]l, < O(Ve),
and that
(5.2) [CA=AB [ < O(Ve).

To prove equation (5.1), observe that tr(BACA) can be thought of as the
Frobenius inner product of A\Y2B*\/2 and AY2CAY2. Applying the Cauchy-
Schwarz inequality, we get that

1 —O(e) < tr(BACA) < |[A2BAV2|| | A2ONY?
where the last inequality uses the fact that
|A2B AWH = tr(BAB*\) < ||BAB*|| ||\ = 1.

“)\1/20)\1/2

Ip < I

Since we can assume that € < 1 (so that €2 = O(e)), we get that
[CA = AC||7 =2 = 2tx(C*ACA) = 2 — 2 ||AY2ON2 }f, < O(e).

Equation (5.2) follows immediately from the fact that AB* and C'A are unit
vectors in the Frobenius norm.
Now for part (a), if 7 € V; then by assumption

(5-3) (0] Yyy @ X; [9) 2 1= 0(e).

Since A has no zero columns, every j appears in some V;, so we conclude from
equation (5.1) that

1XA = AXGll < O(Ve).
For part (b), fix 1 < i < m. Using equations (5.3) and (5.2), as well as the
unitary invariance of the Frobenius norm, we get that

HHX)\ AH

JEVE

Ve),
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where the constant depends on the size of V;. Since []..,, Yi; = (—1)%, we get

ha jev; Lig
R} DR ) PR

The same argument, using the fact that Y;; and Yj; commute, can be used for
part (c). O

Let x; denote the indicator function of a subset I C R, and for a € R let
X>a = Xla+oc)- Note that if A is a self-adjoint operator (and I is measurable),
then x;(\) is a projection. The second ingredient in the proof of Theorem 5.1
is the following version of Connes’ joint distribution trick:

Lemma 5.5 ([Con76], Lemma 1.2.6). Let A\, X' be positive semidefinite opera-
tors on a finite-dimensional Hilbert space. Then

+oo
/0 o) = XovaOV)|[da < A = X5 A+ Nl

Connes’ argument applies more generally to any semifinite von Neumann
algebra with a normal semifinite faithful trace. For the convenience of the
reader, we give a self-contained proof (following the original) for the finite-
dimensional case.

Proof. The proof is based on the following trick due to Connes: for any positive
semidefinite operators A\, \" on a finite-dimensional Hilbert space, there is a
discrete measure v on R>( x R such that

(5.4) 1O =g = [ 15@) = glw)l? dv

()
for any pair of functions f, g : R, — R, . Indeed, if we write the spectral de-
composition X = 37, Ay |ug) (ua|, X' = 37N [v;)(vy], and set v = 37, 0o, o] (wil v5) 1%,
then Equation (5.4) follows by direct calculation.
Now for non-negative real numbers z, vy,

“+oo
2
65 [ Do)~ xeva)de=1s* = = o~ ylle+ ol
0

Thus, using (5.4) followed by Fubini’s theorem,

+o0 +oo
2 2
/ HXE\/&O‘) —X>\/6(X)HF‘Z“:/( )/ }Xzﬁ(x) —Xzﬁ(y)‘ da dv
0 z,y) JO
[ e yllo+ gl
(z,)

1/2 1/2
< (/ \x—y|2dl/) (/ |x+y\2dl/)
(z,y) (z,y)
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= [[IA = N[plIA+ Nl#
where the last equality again uses (5.4). O
We need one other easy lemma:

Lemma 5.6. Let A\ be a compact positive semidefinite operator on a Hilbert
space. Then

“+oo
/ Yova(Nda = X2,
0
Proof. 1t suffices to prove the lemma for A = t |v) (v|, where |v) is a unit vector,
and ¢ > 0. But then
lv) (v] a < t?
a )\ = )
Xzva (V) {0 a > t?
SO
+o0o 12
/ Xya(A)da = / lv) (v| da = t* |v) (v] = N2
0 0
U

Proof of Theorem 5.1. Let V; = {j : A;; # 0}, and suppose |¢), {Y;;}, {X;} is
an e-perfect strategy for G. Let p be the reduced density matrix of |¢)) on Hp,
and let A = p'/2. By Lemma 5.6, for any Hermitian W on Hp,

(5.6) /0 h tr(Wx>,a(A))da = tr(Wp) .

Then, if R is one of the relations [[,.. X; — (—1)%, 1 <i<m,or X;X; —
X Xj, 5,k eV,

(5.7 / IR W[ da = [RI2 < O,

where the equality is by (5.6), using that x> ()) is a projection, and the
inequality follows from parts (b) and (c) of Proposition 5.4. Finally, Lemma
5.5 and part (a) of Proposition 5.4 imply that

(5.8) /0 OonNa(A)—Xszﬁ(A>Xj\\id“

< A = XX vaMN X (1A + X5 (N X | < O(Ve)

for all 1 < j < n. Putting equations (5.6), (5.7), and (5.8) together, and using
the fact that € < €? for € small enough,

/o+oo i [xzva(A) — Xsz\/a(/\)XjHr; + Z H ( IR (_l)bi>X2ﬁ()\)H

7 JjEVE

2

F
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—+00

L3S (X — X X)) eV da < O(2) / tr(xs ye(A)da.
i jAkEV; 0
All the integrands in the above equation are zero if a > ||)\||§p,

that we can find 0 < ag < ||)\||§p such that if P := x> /a;(A), then

(5.9) i |P—x;Px |+ 3 ||( 1% - (~1))P

+) ) (XX — Xk X;) Pll3 < O(?) tx(P).
i j#keV;

so it follows

2

F

Since all summands on the left are positive, we conclude that all summands
are bounded by O(e'/?) tr(P) (where the constant depends only on m and n).

In addition, a < H)\Hip implies that P # 0. Let )Afj = (PX,;P)|PX,;P|™"
for j = 1,...,n. We want to show that the homomorphism ¢ from F(S) to
U(Im P) sending z; — )Z'j is an O(e'/*)-representation. To start, we need
to show that PX,P is almost unitary, so )?j is close to PX;P. Note that

if BB* < 1 (or equivalently, B*B < 1) then ||AB| < ||A]| and similarly
|BA| » < ||A]l for any matrix A. As a result,
IX;P = PX;P| . = |(X;P — PX))Pll; < | X;P — PX| . < O(e"*) tx(P)"/?,
and hence
[(PX;P)? = P|, = |PX;(PX;P — X;P)|| -
<[[PX;P = X;P|p
< O(Y*) tr(P)V2.
By Lemma 2.8, part (a),
|X; — PX;P||, < O('/*) tx(P)"/2,
and we also have B
|X; — X;P| . < Oy tr(P)2.
To finish the proof, we claim that
X5, -+ X P = Xy - X, || < O tr(P) V2

for any 1 <'y,...,4% < n, where the constant depends on k. Indeed, for any
1<j<n,if B=X;, ---X; P (P isincluded at the end for the case j = n)
then B*B = P < 1, thus BB* <1 and

HXil...XZ.j)Z*Z. ...)}ikp_Xil...Xi )Z)Z*kaHF

j—1771

- H (Xijp - 5(%)5(2

Jj+1

j+1
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< ||x;, P - X, || < O(V*) t(P)V2

so the claim follows. Thus if ¢' : F(S) — U(Hp) is defined by sending z; — X
and J — —1, then

160) = Pl = ey 606) = Py

1 ) /
< W (H‘b(r) -0 (T)PHF + ||(¢ (7”) _ 1>P||F)
< O(eY).
for any of the defining relations r of I'(A, b). 0

Remark 5.7. When combined with Proposition 4.4, part (a), Theorem 5.1
implies that any e-perfect strategy can be turned into an O(e'/?)-strategy with
a maximally entangled state. This can also be proved directly using Lemma 5.5,
and when combined with part (b) of Proposition 4.4, this gives another route
to prove Theorem 5.1. The Connes joint distribution trick can also be used
to prove similar statements about other classes of games, such as synchronous
games [PSST16] and weak projection games [Manl4]. Determining the largest
class of games to which this idea can be applied seems to be an interesting
question for further work.

6. BOUNDS ON HYPERLINEAR PROFILE OF A SPECIFIC SOLUTION GROUP

To apply Corollary 5.2, we need examples of solution groups with bounds on
the hyperlinear profile of J. In this section, we use Proposition 3.2 to prove:

Proposition 6.1. There is a solution group I'(A,b) and constants C,C" >
0 such that J is non-trivial in approzimate representations of T'(A,b), and

furthermore
!

C C
273 <hlp(J,2,¢) < -

for all e > 0.

To prove Proposition 6.1, recall from [Slo17] that a group is an extended
homogeneous-linear-plus-conjugacy group if it has a presentation (S : R),
where

(a) the set S of generators is split into two disjoint subsets Sy and Sy,
where S; = {y1, ...y} is linearly-ordered,

(b) R contains the relations x? = e for all z € S,
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(c) there is a collection V of ordered subsets of Sy such that for all V' € V,
R contains the relations

H xr =e, and zy = yx for all distinct z,y € V
eV

(these relations are similar to the relations of a solution group), and
(d) every other relation of R is of the form
(i) xyx = z for some (not necessarily distinct) x,y, z € S,

(ii) zyz~t = z for some = € Sy and (not necessarily distinct) y, z € So,
or

(iii) yiy;y; " = y¥ for some 1 < j <i <nand k> 0.

We call a presentation G = (S : R) of this form a presentation of G as
an extended homogeneous-linear-plus-conjugacy group. We can use the main
argument of [Slo17] to prove:

Proposition 6.2. Let G = (S : R) be a presentation of G as an extended
homogeneous-linear-plus-conjugacy group, and suppose w € Sy represents a
central involution in G which is non-trivial in approrimate representations.
Then there is a solution group I'(A, b) and constants C > C' >0, N € N, such
that J is non-trivial in approzimate representations of I'(A, b), and furthermore

hlp(w, 2, Ce) < hlp(J,2,€) < N hip(w, 2, C’¢)
for all e > 0.
We need one lemma before proving Proposition 6.2.

Lemma 6.3. If A and B are unitary matrices, then

Iy
Proof. Observe that ||1 — [A, B]||; < 2|1 — A||,. Hence
2= 21y <1 = [A Blll; + 1+ [A, Blll; < 2|1 — All; + |1 + [A, B]

1
I —Afl; 21 =51 +[A, 5]

Ire
U

I

Proof of Proposition 6.2. We combine several propositions from [Slo17]. By
[Slo17, Proposition 4.8], G embeds in a homogeneous-linear-plus-conjugacy
group (¢, and the embedding can be chosen so that the image of w is non-trivial
in approximate representations of G'. We then make G’ into a linear-plus-
conjugacy group G by adding two new generators t and J, along with relations
stating that J is central, J2 = 2 = e, and twt = J. Since G is an HNN
extension of G/ X Zs, G’ embeds in G, and [Slo17, Lemma 5.2] implies that .J
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is non-trivial in approximate representations of G. Finally, [Slo17, Proposition
4.2] implies that G embeds in a solution group I'(A,b), where J € G maps
to J € I'(A,b), and J is non-trivial in approximate representations of I'(A, b).
Suppose A is an m x n matrix. We conclude that there is a homomorphism
U F(S)— F(xy,...,z,,J) descending to an embedding G < I'(A,b), such
that if z is the image of ¢ in F(xy,...,z,, J), then [V (w), z] = J in I'(A, b).

To show the lower bound on hlp(J, 2, €), note that there is a constant Cy > 1
such that if ¢ is an e-representation of I'(A, b) with ¢(J) = —1, then

[T (w)), ¢(2)] + 1 < Coe.
By Lemma 6.3, [[¢(¥(w)) — 1[|; > 1 — O(¢). We conclude that
hlp(w,1 — O(€),O(¢)) < hlp(¥(w),1 — O(e),€) < hlp(J, 2,¢),

where the first inequality follows from Lemma 2.4. Finally, since w represents
a central involution, we conclude from Proposition 2.7 that hlp(w, 2, O(e€)) <
hip(J, 2, €).

The upper bound on hlp(J, 2, €) requires careful attention to the construction
of W described above. Suppose ¢ is a d-dimensional e-representation of G with
¢(w) = —1. Then the proof of [Slol17, Proposition 4.8] (including the change
of presentation) implies that there is a 2d-dimensional e-representation 7 of G’
with y(w) = —1, @ 1,4. Setting

1) = ~Land o) = 3 g).

we get a 2d-dimensional e-representation v of G with ~v(J) = —1. Finally
[Slo17, Remark 4.5] implies that there is an 8d-dimensional O(e)-representation
v of I'(A, b) with +/(J) = —1. We conclude that hlp(.J,2, O(e€)) < 8 hlp(w, 2, €),
so the proposition follows with N = 8. U

Proof of Proposition 6.1. Consider the group K defined in Section 3. Since
abc = e and a, b, and ¢ are involutions, this relation implies that the elements a,
b, and ¢ pairwise commute. Hence K is an extended homogeneous-linear-plus-
conjugacy group. Changing the presentation by adding the relations ab = ba,
ac = ca, and bc = cb does not change the asymptotics of the hyperlinear profile
of ¢, so by Proposition 6.2 there is a solution group I'(A4, b) with

Q(1/€¥/?) < hlp(J,2,€) < O(1/€).
U

Proof of Theorem 1.1. Upper and lower bounds both follow directly from Corol-
lary 5.2 and Proposition 6.1. U



26 WILLIAM SLOFSTRA AND THOMAS VIDICK

7. A PRESENTATION-INDEPENDENT VERSION OF HYPERLINEAR PROFILE

A weakness of Definition 2.3 is that it depends on the presentation of G.
Following [Corl3], we can define another version of hyperlinear profile which
is independent of the presentation, while still being in the spirit of Definition
2.3.

Definition 7.1. Let E be a finite subset of a group G containing the identity.
Let n(E) be the function Ry X Rug — N U {400} such that n(E;d,€) is the
smallest integer d for which there is a function ¢ : E — U(CY) with

(a) d(e) =1,
(b) llo(x)o(y) — ¢p(xy)|l; < € whenever x, y, and xy are in E, and

(¢) llo(x) = ¢(W)ll; = & whenever x #y in E,

or 400 if no such function ¢ exists.

Given a finite subset E of G containing the identity, let o(£}; J, €) be defined
similarly to n(E; 4, €), but with U(C?) replaced by the group Sy of d x d per-
mutation matrices. Then o(F) is a two-parameter version of the sofic profile
defined in [Corl3]. Specifically, the sofic profile of E' is

(7.1) N—>NU{+oo}:nr—>a<E;\/¥,\/g>.

More precisely, the sofic profile of E is the equivalence class of this function
under the equivalence relation which identifies non-decreasing functions with
the same asymptotic growth rate. However, for our purposes we can ignore
this distinction. The square roots in Equation (7.1) come from the fact that
sofic profile is defined in terms of the normalized Hamming metric on S,,, which
for u,v € S, is [|u — UH;/2

Let G = (S : R) be a finitely-presented group. Then the collection of
functions {n(F)} and {hlp(7T")} are roughly equivalent, in the sense that any
function in one collection is bounded (asymptotically) by some function in the
other collection.

Proposition 7.2. Let G = (S : R) be a finitely-presented group.

(a) Suppose T C F(S) is a finite subset not containing any element which
s trivial in G. Then there is a constant C' > 0 and a finite subset
of G containing the identity such that for all €,6 > 0,

hip(T,0 — Ce,Ce) < n(E,,¢€).

(b) Suppose E C G is a finite subset containing the identity. Then there
is a constant C' > 0 and a finite subset T C F(S) not containing any
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element which is trivial in G, such that for all €,6 > 0,
n(Ev 57 C€) S hlp(T7 57 6)‘

Proof. For (a), suppose T' C F(S). Let E C G be the set of all elements of
the form z{'z3* - - - 27", where x7" - - - 2% is an element of 7"U R U S for some
(not necessarily distinct) elements xy,...,x, € S, integers ay,...,a, € Z,
and 0 < i < n. Note that £ contains the identity. Let C be the length of
the longest word in T'U R, and suppose ¢ : £ — U(C?) has the property
that [|¢(z)d(y) — ¢(zy)ll; < e whenever z, y, and zy are in E. Define ¢ :
F(S) — U(CY) by ¥(s) = ¢(s) for all s € S. By the definition of E, if
w € T U R then [(w) —d(w)|l; < Ce. Thus [|¢(r) —1f|, < Ce for all
r € R, and [[¢(w) — 1|, > [[¢(w) — 1| ; — Ce for all w € T. We conclude that
hip(T,0 — Ce,Ce) < n(E, d,¢€) for all 4,¢ > 0.

For part (b), suppose E' C G is finite. Choose a representative w(u) € F(5)
for every u € E'\ {e}, and set w(eg) = e € F(S5). Let T C F(S) to be the set
of elements of the form w(u)w(v)~!, where u and v are distinct elements of E,
and choose C' such that for any triple u, v, and wv in F, the word w(u)w(v) can
be turned into w(uwv) by at most C' applications of the relations in R. Suppose
Y F(S) — U(CY) is an e-representation of G, and define ¢ : E — U(CY) by
¢(u) = Y(w(u)). Note that ¢(e) = 1. Then

[p(u)o(v) — d(uv)ll; = [[P(w(u)w(v)) = Plw(uv))|; < Ce

for all triples u, v, and wv in E. If v and v are distinct elements of E, then
[¢(u) — ()]l = Y (w(w)w(v)™") — 1|, so we conclude that n(E,d,Ce) <
hip(7, 0, €) for all d,e > 0. O

We do not know whether there is a finer way to regard the families {n(£)}
and {hlp(7")} as asymptotically equivalent, aside from the rough comparison
in Proposition 7.2. This raises the question of whether we should call {n(FE)}
the hyperlinear profile of GG, and find a different term for {hlp(7")}. However,
the point of hyperlinear profile (and this is also true of sofic profile) is to see
how fast the functions n(E) or hlp(T') can grow. Introducing another term
would also raise the possibility of confusion with another related concept, the
sofic dimension growth of Arzhantseva and Cherix (see [Cav16]), which is in
a somewhat different spirit. Thus we suggest that both families {n(E)} and
{hlp(T")} should be regarded as the hyperlinear profile of G, with a specific
definition selected to fit the context.
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