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THE MULTILINEAR POLYTOPE FOR ACYCLIC HYPERGRAPHS*
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Abstract. We consider the multilinear polytope defined as the convex hull of the set of binary
points z satisfying a collection of equations of the form ze = [[,¢, 2v, € € E, where E denotes
a family of subsets of {1,...,n} of cardinality at least two. Such sets are of fundamental impor-
tance in many types of mixed-integer nonlinear optimization problems, such as 0 — 1 polynomial
optimization. Utilizing an equivalent hypergraph representation, we study the facial structure of
the multilinear polytope in conjunction with the acyclicity degree of the underlying hypergraph.
We provide explicit characterizations of the multilinear polytopes corresponding to Berge-acylic and
~-acyclic hypergraphs. As the multilinear polytope for v-acyclic hypergraphs may contain exponen-
tially many facets in general, we present a strongly polynomial-time algorithm to solve the separation
problem, implying polynomial solvability of the corresponding class of 0 — 1 polynomial optimization
problems. As an important byproduct, we present a new class of cutting planes for constructing
tighter polyhedral relaxations of mixed-integer nonlinear optimization problems with multilinear
subexpressions.
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1. Introduction. Consider a hypergraph G = (V| E), where V = V(G) is the
set of nodes of G, and E = E(G) is a set of subsets of V of cardinality at least two,
called the edges of G. The rank r of G is defined as the maximum cardinality of an
edge in E. With any hypergraph G, and cost vector ¢ € RV we associate a 0—1
multilinear optimization problem of the form

max g CyZy + g Ce H 2y

(MO) veV ecE vEe
st. 2z, €{0,1} YveV.

Without loss of generality we can assume that c. is nonzero for every e € E. We
refer to the objective function of (MO) as a multilinear function and each product
term [], . 20 as a multilinear term. Problem (MO) is a well-known NP-hard op-
timization problem. Since (z,)? = z, for any z, € {0,1} and any positive integer
p, problem (MO) is equivalent to unconstrained 0—1 polynomial optimization. In
particular, if » = 2, then we obtain the well-studied unconstrained 0—1 quadratic
optimization (QP) which is equivalent to the max-cut problem (see, e.g., [5, 25]).
Moreover, it is simple to show that the maximum value of a multilinear function over
a box is attained at a vertex of the box [28]. Clearly, multilinear functions are closed
under scaling and shifting of variables. It then follows that (MO) is equivalent to
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maximizing a multilinear function over a box. The latter problem has been studied
extensively by the global optimization community [1, 27, 31, 29, 24, 33, 23, 3].

It is common practice to linearize the objective function of problem (MO) by
introducing a new variable for every multilinear term and obtain an equivalent opti-
mization problem in a lifted space:

max g cq,zv—kg CeZe

veV eeE
(MO’) s.t. 2. = H zy, Ve€FE,

vee

z, € {0,1} VYo eV.

Subsequently, a convex relaxation of the feasible region of problem (MO’) is con-
structed and the resulting problem is solved to obtain an upper bound on the optimal
value of problem (MO’). In this paper, we study the problem of constructing sharp
polyhedral relaxations for the feasible region of problem (MO’). More precisely, we
consider the multilinear set S defined as

(1) SG:{zG{O,l}V"‘E:ze:HzU VeeE}.

vee

Throughout the paper, we assume that each z,, v € V, appears in at least one multilin-
ear term. In fact, if z, does not appear in any multilinear term, then the set Sg can be
written as the cartesian product S(y fv3,2) X {0, 1}. We refer to the convex hull of S¢
as the multilinear polytope MP . Moreover, we refer to the rank r of the hypergraph
G as the degree of the corresponding multilinear set Sg. Building convex relaxations
for multilinear sets has been a subject of extensive research by the mathematical pro-
gramming community [1, 25, 13, 27, 31, 29, 24, 4, 23, 16, 15, 14, 7]. If all multilinear
terms in Sg are bilinears, i.e., r = 2, the corresponding multilinear polytope coincides
with the Boolean quadric polytope QP first defined by Padberg [25] in the context
of unconstrained 0—1 QPs. We should remark that for the Boolean quadric poly-
tope, our hypergraph representation simplifies to the graph representation defined
by Padberg [25]. In [16], we introduce the hypergraph representation framework for
higher degree multilinear sets and study the facial structure of their convex hull. In
particular, we develop the theory of various types of lifting operations, giving rise to
many types of facet-defining inequalities in the space of the original variables. A great
simplification in studying the facial structure of the multilinear polytope is possible
when the corresponding multilinear set Sg is decomposable into simpler multilinear
sets Sg;, j € J; namely, the convex hull of S¢ can be obtained by convexifying each
Sa,, separately. In [15], we study the decomposability properties of multilinear sets.

1.1. Explicit characterization of MP¢s and tractability of (MO). In this
paper, we are interested in characterizing sufficient conditions under which the mul-
tilinear polytope admits a “desirable” explicit description. More precisely, for hyper-
graphs G with certain “degrees of acyclicity,” we derive an explicit characterization of
the polytope MP¢. In addition, we prove that for the same class of hypergraphs, this
convex hull characterization enables us to solve problem (MO) in polynomial time.

In [25], Padberg derives a closed-form description of the Boolean quadric polytope
QP provided that the underlying graph G is acyclic or is series-parallel. Moreover,
in those cases, given any objective function coefficient vector ¢ € RV*¥, the cor-
responding unconstrained 0—1 QP is polynomially solvable [5]. However, for higher
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degree multilinear optimization problems, similar tractability results are rather scarce.
The explicit characterization of the multilinear polytope MP is available for the spe-
cial case where r = n and the edge set E(G) contains all subsets of V' of cardinality
at least two (see, e.g., [32, 26]). In addition, in [14], the closed-from description of
MPyg; is given for a hypergraph G consisting of two edges that intersect in at least two
nodes. Motivated by the existing results for the Boolean quadric polytope, in this
paper we provide explicit characterizations of higher degree multilinear polytopes.
Our new characterizations will be given in terms of easily verifiable assumptions on
the structure of the corresponding hypergraph and serve as generalizations of those
for unconstrained 0—1 QPs.

We start by defining a well-known tractable relaxation of the multilinear polytope.

1.2. Standard linearization of multilinear sets. A valid polyhedral relax-
ation of the multilinear set Sg can be obtained by replacing each multilinear term
ze = [ [,ce #v, by its convex hull over the unit hypercube:

MPIéP:{z:zvgl Yv eV,

(2) 220, 22> z,—le|+1 Ve €E,

vee

2e < 2, Ve€FE VUE@}.

The above relaxation has been used extensively in the literature and is often re-
ferred to as the standard linearization of the multilinear set (see, e.g., [20, 13]). Tt
is well-known that the Boolean quadric polytope QP coincides with its standard
linearization QP%;P if and only if the graph G is acyclic [25]. To generalize this result
to higher degree multilinear polytopes, it is natural to look into the notion acyclic-
ity for hypergraphs. Interestingly, unlike graphs for which there is a single natural
notion of acyclic graphs, there are several nonequivalent definitions of acyclicity for
hypergraphs which collapse to graph acyclicity for the special case of ordinary graphs.
In fact, the notion of graph acyclicity has been extended to several different degrees
of acyclicity of hypergraphs [18]. Next, we briefly review the concept of cycles in
hypergraphs, as it plays a crucial role in our subsequent developments.

1.3. Cycles in hypergraphs. Let G = (V, E) be a hypergraph. The most
restrictive type of acyclicity in hypergraphs is Berge-acyclicity. A hypergraph is Berge-
acyclic when it contains no Berge-cycles, defined as follows (see [6, Chapter 5] for more
details).

DEFINITION 1. A Berge-cycle in G of length t for some t > 2 is a sequence

C =wy,e1,v9,€9,...,0¢, €, 01 with the following properties:
® vy, V,...,v; are distinct nodes of G,
® ¢1,6e9,...,6 are distinct edges of G,
e v, V41 €e; fori=1,...,t—1, and vy, v € ey.

Note that Berge-cycles of length two are present only when two edges intersect
in at least two nodes (see Figure 1(a)).

The next class of acyclic hypergraphs, in increasing order of generality, is the class
of v-acyclic hypergraphs. We first recall the notion of a «-cycle (see, e.g., [17, 8] for
more details).
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Fia. 2. Examples of v-acyclic hypergmﬁézs containing Berge-cycles of length two and three.
Fic. 2. Ezamples of y-acyclic hypergraphs containing Berge-cyeles of length two and three.

DEFINITION 2. mn G is Ber e-cycle C'
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engt eneral (see Figure 2 ere exist several equivalent cHaracterizations for
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converse is not true (see Fi ure In fact ’y acyclic hypergraphb are a significant
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@h%egﬁ%l ﬁ:ggée,gl lo{,{@glgotg notion qfoﬁoﬁgégclécmy, in ][8] the author characterizes

'y-acyc 1c pergra hs as follows:
1gure 1(c) for an example of a @' écle A hypergraph is called 3-acyclic if

it (%89%9'@18396&1% atlyhypeperaph 1§ i Vedihond - seuckiedd apdeaptu it
t’?&?séogg%ﬁ’gt?mﬁﬁr%nced hypergraphs [22] and S-cycles have been also referred to

s( gcﬁl @g@l‘&cwwij sing the notion of (- acychmty7 m{ | the author characterizes
@g@%dfg;ﬁmg nodes vy, V2, v3 suchthat {{vy,va}, {v1,vs}, {v1,ve,vs}} Clj

€ E}.

PRgPOS TIOQIJ\? f }A hypergraph G = (V,E) is y-acyclic if and only if it satzséies
Thro }p&%ghbsngﬁp%sgwen any cycle C' = vy, e1,vg,€3,...,0, €, V1, we denote by
V(C) & (@1 4s-3- e} dhe nodes of the cycle C, and by E(C) = {e1,...,e} the edges

of C. (ii) there do not exist distinct nodes vy, va,vs such that {{v1,va}, {v1,vs}, {v1, ve,

1.4. Ouk Sdtributionysin %}ﬁsEp}aper, we present new explicit characteriza-
tions dhMuliilingatipolytppes siortesponding:t6' aeyelic hypergraphsy, As an impattante
byproddes, we{intraduega tiewncldss off critéing ates atelconsH(CY) tighfer polyhetirale

reldxationg’of general Multilinear sets. As we detail later, the separation problem for
the p 0pos cuttm% gs can be %olved efficiently for -ac%/clexgjyg%r%ﬁa?hs and

1 aper, we presen aC{]EI‘IZ&—
efal Eer ra pap
ar
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4
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peevioos, worldemiye5h technical result on decomposability of multilinear sets that will
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grepbled €2, 13} fer ¥hamddEpth EuGiaihdesuigeosibibity” prhpertitow fupetdhapfan6s.
induweddry ¢ shohddpremalhyhetgoaplr &kt iV this sesthenedbésndt oldwefto’ jur

Givenibypergrhphs [(h].= (V1, E1) and Go = (Va, E2), we denote by G1 NGy the hyper-
graphl(36 'V, W, BEDk anldyperdeaphe by ipdrgsaphedypetEtaphl | 1§ & BarkaUypyr-
gra¥hwicGhEi der Eh rpkifgt 4pIEG GanehlatsGhs €V Baosdétiohehseptipr dplpeafi-GH BushG
thatlated By ¥'Gs We paytthhhyhersptaShy @8 decoWipdsahlelete Hhe seleScF aredl S}
ifGiven hypergraphs G; = (V1, E1) and Go = (Va, E5), we denote by G1 NGy the hyper-
graph (V1NVa, E1NE,), and we denote by G1 UG2, the hypergraph (ViU Vs, Eq1UE,).
Now consider the hypepsaph & canddet, G1c@y e section hypergraphs of G such

that Gy UG = G. We say that the set Sg is decomposable into the sets Sg, and Sg,
witere Si;, j = 1,2 is the set of all points in the space of S¢ whose projection in the

space deﬁned by G is Sg,. Next, in Theorem 5, we provide a sufficient condition for
decomposability of Multiline@@;nsﬁ;g% FigieSs, lvsbiatSya, simple hypergraph G for
which by Theorem 5 the set S¢ is decomposable into Sg, and Sg,.
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and that for every edge e of G containing nodes in V(G1) \ V(G2) either e D p, or
eNp=10. Then the set Sg is decomposable into Sg, and Sg, .

Proof. Clearly the inclusion convSg C convSg, N convSg, holds, since Sg C
Sc, NSa,. Thus, it suffices to show the reverse inclusion. If either G or G coincides
with G, then the statement is trivial. Henceforth, we assume that both G; and G4 are
different from G, implying G\G; and G'\ G5 are nonempty. Let Z € convSg, NconvSg,.
We will show that Z € convS¢g. Let Z contain those components of Z corresponding to
nodes and edges that are both in G and in G3. In particular, z; is a component of
z. Let 2! be the vector containing the components of Z corresponding to nodes and
edges in G but not in Gy, and let z? be the vector containing the components of %
corresponding to nodes and edges in Gy but not in G;. Using these definitions, we
can now write, up to reordering variables, z = (21, z, 22).

By assumption, the vector (z!,%) is in convSg,. Thus, it can be written as a
convex combination of points in Sg,; i.e., there exists p > 0 with Z(r,s)esc;l s =1
such that

o CEE S

(r,s)€Sa,

where the r vectors contain the components corresponding to nodes and edges in Gy
but not in G5, and the s vectors contain the components corresponding to nodes and
edges that are both in G and in Gs.

Symmetrically, the vector (z,22) is in convSg,. Thus, it can be written as a
convex combination of points in Sg,; i.e., there exists v > 0 with Z(S’,t)EScz Verp =1
such that

(@) (2, z2) = Z ve (s, 1),

(s',t)€Sa,

where the s’ vectors contain the components corresponding to nodes and edges that
are both in G; and in G5, and the t vectors contain the components corresponding to
nodes and edges in G5 but not in Gy.

By considering the component of (3) and of (4) corresponding to p we obtain

Zp = E Hr,s = § Vst ty

(r,5)€SG, sp=1 (8',t)€SG, s5=1
11—z = E Mr,s = E Vgl t.
(r,s)€Sg,:55=0 (s',1)€SG,:85=0

We claim that for every (r,s) € Sg, and every (s',t) € Sg, with s; = s; we have
(r,5',t) € Sg. This is clearly true if s; = s;; = 1, as in this case all components of the
two vectors s and s’ are equal to one. Now, assume s; = S% = 0. In this case we show
that (r,s’) € Sg,, which implies (r,s’,t) € Sg. Consider a component of r which
corresponds to an edge, say, €, of G7 containing nodes in V(Gs3). By assumption
€ D p, and since s; = 0, if follows that r; = 0. Since s;-, = 0 as well, we conclude that
(r,s') € Sg,-

Next, for every (r,s) € Sg, and (s',t) € Sg, with s; = s, we define

_ . o
e trs - Vst 1] Z5 if sp =5 =1,
r,s,s t +— _ . o
s Vst /(1= Zp) if 55 = s, = 0.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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The multipliers 7, 5 s+ are nonnegative and satisfy

§ Tr,s,s’,t

(r,8)€SG, (s t)€ESG,85=5

Z Hr,s Z Vgt t Z Hr,s Z Vgt t

(r,5)€Sq, sp=1 (s ,£)€Sq, sp=1 n (r,5)€SG, :55=0 (s',t)€SG,:85=0

Zp 1—213

To prove that Z € convSg, it suffices to show that

(5) Z Tr,s,s’,t(r, 3/, t) = (217 z, 2:2) .

(r,s)€SG,,(s",t)ESG, sp=5}

The restriction of (5) to the variables corresponding to nodes and edges in Gy
but not in G5 can be shown as follows:

E Tr,s,s' tT

(r,8)€SG,,(s",t)ESG, s5=55

E ,Ufr,sr § Vs/,t E ,ur,sr E Vs/,t

_ (r,5)€SG, :5p=1 (5'775)ESG2IS;3:1 n (r,s)€SG, 155=0 (slvt)eSGzzs%:o
= E M sT + E Hp,sT

(r,5)€ESG, :5p=1 (r,8)€SG, :55=0
= E o, sT = zh

(r,5)€Sa,

The restriction of (5) to the remaining variables is shown below.

Z Tr,s,s’,t(5/7t)

(r,8)€Sa,,(s",t)ESa, :sf,:s;7

Z Vs’,t(slat) Z Hr,s

(s',t)€SG, s5=1 (r,8)€SG, :sp=1

Zp

Z I/S/’t(sl, t) Z Hr,s

(s',t)€SG,185=0 (r,5)€SG, :55=0

1—-z,

= Z I/Sl7t(5/,t) + Z Vs’,t(slvt)

(s',t)€SG, s5=1 (s',t)€SG,:85=0

= Z v u(s',t) = (2,27). a

(s',t)€Sa,

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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3. The multilinear polytope for Berge-acyclic hypergraphs. In this sec-
tion, we characterize multilinear sets for which the standard linearization defined
by (2) is equivalent to the multilinear polytope. Namely, we show that MPIC“;P = MPg
if and only if the hypergraph G is Berge-acyclic. We start by establishing a property
of MPg and MPE which enables us to identify conditions under which MP ¢ ¢ MPE’
by examining the relative strength of such relaxations corresponding to hypergraphs
with much simpler structures than G.

Given a hypergraph G = (V,E) and V C V, we define the subhypergraph of G
induced by V as the hypergraph Gy with node set V and with edge set {eNV :
e € E, [enV| > 2}. For every edge e of Gy, there may exist several edges €’ of
G satisfying e = ¢/ N V; we denote by ¢/(e) one such arbitrary edge of G. For ease
of notation, we often identify an edge e of Gy with an edge ¢’(e) of G. Denote by
R a relazation of the multilinear set; namely, R is a function that associates to each
hypergraph G a set Rg containing all points in Sg. Define

(6) Ly={zeRV Pz, =1WweV\V}.

Denote by projg. (Re N Liy) the set obtained from Rg N Ly by projecting out all
variables z, for allv € V\V, and z; for all f € E\{e/(e) : e € E(Gy)}. The following
lemma establishes that for the multilinear polytope and the standard linearization the
two sets R, and projg,, (R N Ly ) are in fact identical.

LEMMA 6. Let G = (V, E) be a hypergraph and let Ly be a set defined by (6) for
someV CV. Then

(i) MPg, = Projc., (MPg N Ly),

(ii) MPE. = projg, (MPE" N Ly).

Proof. (i) The set MPoN Ly is a face of MPg; hence MP¢ N Ly = conv(SgNLy).
Moreover, since the operations of taking the convex hull and taking the projection
commute, we have projg_(conv(Sg N Ly)) = conv(projg, (S¢ N Ly )). Finally from
the definition of the subhypergraph Gy it follows that projg . (ScNLy) = Sa,,, which
in turn implies that proj,_(MPg N Ly) = MPq, .

(ii) From (2) and (6), it follows that

MPIéPﬂLV:{z:zvgl YweV, z,=1,YweV\V,

Ze >0, 2, > Z 2o —|leNV|+1 Ve € E,

vEeNV

2. <z, Ye€ E YveenV, z <1 VeeE,VUEe\V}.

First notice that in the above system, each variable z,, v € V \ V only appears in
the equality z, = 1. Hence, projecting out these variables from MPIC“;P N Ly simply
amounts to dropping the corresponding equalities from the above system. Now con-
sider a variable z; for some f € E\ E, where we define E := {¢'(e) : e € E(Gy)}. The
variable zf appears in the following inequalities: zp > 0, 2y > 37 ¢ rry 20— |fAV]+1,
zp < zy forallv e fn V and zp < 1forallve f\ V. By projecting out zy from
these inequalities using Fourier-Motzkin elimination, we obtain a system of inequali-
ties that are implied by the following system: 0 < z, < 1forallv € fNV and z, = 1
for all v € f\ V. Consequently, by projecting out all variables z, for v € V' \ V, and
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z. for e € E '\ E, we obtain
projy (MPIE;P N LV) = {z 12, <1 YoeV,

Ze >0, z¢ > Z zy—leNV|+1 Ve € E,
vEeNV

20 <z, Ye€ E VUEeﬂV}.

Finally, from the definitions of the standard linearization and the subhypergraph Gy
it follows that proj, (MPg” N Ly) = MPg . o

Now consider a hypergraph G for which we would like to show that MPgs C
MPg". Since MPg C MPg, it suffices to show that for some V' C V(G) we have
proje., (MPg N Ly) C projg,, (MPg” N Ly). By Lemma 6, the latter inclusion can be
established by showing that MPg,, C MP[C‘}‘),/. Indeed, a careful selection of the subset
V' and employing the above technique is a key step in the proof of Theorem 7.

Let QPIéP denote the standard linearization of the Boolean quadric polytope QP .
In [25], Padberg shows that QPg” = QP if and only if G is an acyclic graph. The
following theorem generalizes the above result to higher degree multilinear sets using
the notion of hypergraph acyclicity introduced in section 1. We remark that this
result has been discovered independently in [9] using a different proof technique.

THEOREM 7. MPéP = MP¢ if and only if G is a Berge-acyclic hypergraph.

Proof. “=" We first show that if the hypergraph G contains a Berge-cycle C
of length two, then MP&" does not coincide with MPg. Let E(C) = {ej, ez} with
ler Nes| > 2. It then follows that the inequality

(7) Dzt ze, — 2e, < ea\ e

vEes\e1

is valid for S¢;. To see this, observe that the value of 3 cea\er 2ot Ze; does not exceed
the right-hand side of inequality (7), unless z, = 1 for all v € e2 \ €1 and z., = 1;
however, this in turn implies that z., = 1. Thus, inequality (7) is valid for Sg. (See
also [14], wherein the validity of inequalities (7) for S¢ is established.) Now, consider
the point Z defined as follows: Z, = 1 for allv € eg\ ey, 2, = 1/2forallv € ey, 2, =0
for the remaining nodes in G, z., = 1/2, z,, =0, z. = 1 for all e C ey \ €1, 2z, = 0 for
all e ¢ e; Ueg, and z. = 1/2 for all remaining edges in G. Clearly, this point does not
satisfy inequality (7), as |e2\ e1|+1/2—0 £ |ea\ e1|. However, it can be checked that
Z belongs to MP%P, provided that |e; Nea| > 2. Hence, if the hypergraph G contains
a Berge-cycle of length two, we have MPg C MPIéP.

Now, consider a hypergraph G with |e; Nes| < 1 for all e1,eq € E(G); that is,
G does not contain any Berge-cycle of length two. We show that if G contains a
Berge-cycle of length greater than or equal to three, then MPg C MPI(‘;P. Denote
by C' a Berge-cycle of minimum length ¢, where t > 3. We claim that the subhyper-
graph Gy () is a graph that consists of a chordless cycle of length t. To obtain a
contradiction, suppose that Gy ¢y is not a chordless cycle. Since C' is a Berge-cycle
of minimum length, it follows that there exists an edge € in E(Gy () containing at
least three nodes in V(C). Denote by é an edge of G with e = é N V(C). Since by
assumption |e; Ne;| < 1 for all e;,e; € E(G), there exist no two nodes in é that are
also present in another edge of G. Define C' = vy, e1,vs,...,v, €4, v1. Without loss
of generality, suppose that v; € € and va ¢ €. Let v be the next node of V(C) after
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the first node v; that is present in e. Clearly, k < ¢ since by assumption € contains at
least three nodes of C. It then follows that the sequence vy, e1,v9,...,ex_1, vk, €,v1 iS
a Berge-cycle of length k. However, this contradicts the assumption that C' is Berge-
cycle of minimum length. Therefore, the graph Gy () consists of a chordless cycle.

By Lemma 6, to prove MPg C MP%;P, it suffices to show that MPq,, ., C MP%I:/(C).

The polytope MP¢,, ., is clearly integral. However, it is well-known that MPIC“;F;(C) is
not integral, since the graph Gy (¢) consists of a chordless cycle [25]. Consequently,

if the hypergraph G contains a Berge-cycle, we have MPg C MPIC“;P.

“<” Conversely, let G be a Berge-acyclic hypergraph. We show that MP]éP =
MPg. The proof is by induction on the number of edges of G. In the base case G
has only one edge and it is well-known that in this case MPIE;p = MP¢. To prove the
inductive step, we assume that G has at least two edges. We first show that there exists
at least one edge € of G such that éN(Ucc g(ay\ee) = {0} for some ¥ € V(G). To obtain
a contradiction, suppose that such an edge does not exist. By Berge-acyclicity, every
two edges of GG intersect in at most one node, as otherwise, they form a Berge-cycle of
length two. It then follows that every edge of G intersects with at least two other edges
in two distinct nodes. In particular, G has at least three edges. However, this implies
that we can always find a Berge-cycle, which is in contradiction with the assumption
that G is Berge-acyclic. Hence, G has an edge é with €N (Uecp(a)\e€) = {0} for some
0 € V(G). We now define G; as the section hypergraph of G induced by €, and G2
as the section hypergraph of G induced by U.cpgyee. Clearly, G UGz = G and
G1 NGy = {v}. Thus, by Theorem 5, the set S¢ is decomposable into Sg, and Sg, .
Both hypergraphs G; and G5 have fewer edges than G and are Berge-acyclic since
they are section hypergraphs of G. Therefore, by the induction hypothesis we have
MPg" = MPg, and MPg = MPg,, implying MPg" = MPg. 0

Clearly, for a rank-r hypergraph G = (V, E), the standard linearization MPIéP
has at most |V| + (r 4+ 2)|E| linear inequalities. Therefore, by Theorem 7, for a
Berge-acyclic hypergraph G, problem (MO) can be solved via linear optimization in
polynomial time, i.e., in a number of iterations bounded by a polynomial in |V, |E|,
and in the size of the vector c. (See [30] for more details.)

4. The multilinear polytope for ~-acyclic hypergraphs. As we detailed
in section 1, Berge-acyclicity is the most restrictive type of hypergraph acyclicity.
Indeed, by Theorem 7, the multilinear polytope for Berge-acyclic hypergraphs has a
very simple structure; that is, MPg = MPIE;P. In this section, we study the structure
of the multilinear polytope for the next class of acyclic hypergraphs, in increasing
order of generality, namely, the class of y-acyclic hypergraphs. As we described in
section 1, y-acyclic hypergraphs represent a significant generalization of Berge-acyclic
hypergraphs and may contain Berge-cycles of arbitrary lengths, in general.

We start by establishing a key connection between v-acyclic and laminar hyper-
graphs. By building upon a result concerning balanced matrices and integral polyhe-
dra, in section 4.1, we show that the multilinear polytope for laminar hypergraphs has
a simple structure. Subsequently, in section 4.2, we introduce a generalization of the
inequalities defined by (7), which we will refer to as flower inequalities. We introduce
a new polyhedral relaxation of the multilinear set, obtained by addition of all flower
inequalities to its standard linearization. Finally, using our decomposability results of
section 2 together with our convex hull characterization for laminar hypergraphs, in
section 4.3, we prove that this new relaxation coincides with the multilinear polytope
if and only if the underlying hypergraph is y-acyclic.
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4.1. Laminar hypergraphs. Recall that a hypergraph G is laminar if for any
two edges ey, es € E(G), one of the following is satisfied: (i) e; Nex =0, (ii) e1 C e,
(iii) e2 C e1. The following proposition establishes a key connection between laminar
hypergraphs and ~-acyclic hypergraphs.

PROPOSITION 8. Let G = (V, E) be a y-acyclic hypergraph, and let ¢’ € E. Then
the subhypergraph Ger is laminar.

Proof. Assume by contradiction that G/ is not laminar. Then there exist nodes
v1, 02,03 € V(Ger) and edges e;,e; € E(Ge) such that vi,vs € €;, v1,v3 € €5, va ¢ e,
vs ¢ e;. Note that ¢’ € E(G./) contains all three nodes vy, vz, v3. Let é;,¢é; € E such
that e; = é;Ne’,e; = €;Ne’. Then {{v1,ve}, {v1,vs}, {v1,v2,v3}} = {en{v1,ve,v3} :
ec {é;,é;,¢}}. As G is y-acyclic, this contradicts property (ii) of Proposition 4. 0O

In particular, Proposition 8 implies that if a y-acyclic hypergraph G has an edge
that contains all nodes of G, then G is laminar. In our next result, we characterize the
multilinear polytope for laminar hypergraphs. To do so, we make use of a fundamen-
tal result due to Conforti and Cornuéjols regarding the connection between integral
polyhedra and balanced matrices. We recall that a 0,£1 matrix is balanced if, in
every square submatrix with exactly two nonzero entries per row and per column, the
sum of the entries is a multiple of 4.

THEOREM 9 (see [12, Theorem 6.13]). Let A be a balanced 0,£1 matriz with
rows a*, i € S, and let Sy, Sa, S3 be a partition of S. For each a', let n(a®) denote the
number of elements equal to —1. Then

R(A) = {z € R":a'z > 1 — n(a’) fori € Sy,
a'z =1 —n(a) fori e Ss,
alr <1— n(ai) fori e Ss,

0<z<1}

is an integral polytope.

Given a laminar hypergraph G = (V, E), and an edge e € E, we define I(e) :=
{peVUE:pCe pgefore € E, ¢ Ce}. Givenap e VUE that is strictly
contained in at least one edge of F, there exists a unique edge € of G that satisfies
p € I(€). To obtain a contradiction, assume that there exist two distinct edges €1, é;
with p € I(é1)N1(é2). It then follows that p C €; and p C &;. Since p € I(€;), we have
€2 ¢ e1. Symmetrically, since p € I(é3), we have €1 ¢ é2. However, this contradicts
the laminarity of G. The next theorem characterizes the multilinear polytope for
laminar hypergraphs.

THEOREM 10. Let G = (V, E) be a laminar hypergraph. Then MPg is described
by the following system:

(8) 2y <1 Yo eV,

(9) —2. <0 Ve € E such thate ¢ f for f € E,
(10) —2p+ 2. <0 Ve e E, Vp € I(e),

1) > -z <|[(e) -1 Ve € E.

p€l(e)
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Proof. Let @ be the polyhedron described by inequalities (8)—(11). In the follow-
ing, we first show that the integer points in ) coincide with those of MPs. To do
so, it suffices to prove that MPg C Q C MPIC“;P. Subsequently, we show that @ is an
integral polytope, which together with the first claim implies Q = MPg.

We start by showing that @ is a valid relaxation of Sg, i.e., MPg C Q. Clearly,
inequalities (8) and (9) are present in the description of MPE;P. In addition, inequali-
ties (10), if p is a node, and inequalities (11), if I(e) only consists of nodes, are present
in MPg". The validity of the remaining inequalities in (10) as well as inequalities (11)
follows from the fact that for any e € E, we have z, = 1 if and only if 2, = 1 for all
p € I(e). Hence, MPs C Q.

We now show that @ C MPIéP. Let us consider the inequalities in the description
of MPIéP given by (2). Inequalities z, < 1 for every v € V are given by (8). Inequalities
ze > 0 for every e such that e is not contained in any other edge are given by (9).

For every other edge eg, let e1,...,e; be a maximal sequence of edges such that
ei—1 € I(e;) for every i = 1,...,t. Then inequality z.,, > 0 can be obtained by
summing inequalities z., , > z, in (10) for every ¢ = 1,...,¢, and inequality z,, > 0

in (9). Inequalities z. > >, . 2z, —|e| 41 for every e such that e does not contain any
other edge are given by (11). For every other edge e, inequality z. > > . 2, —|e[+1
can be obtained by summing inequalities zy > > ;) 2 — [[(f)[+1in (11) for every
f Ce. Inequalities z, < z, for every edge e € F and node v € I(e) are given by (10).
Now let ey be any edge and let v be a node not in I(eg). Let eq,...,e; be a maximal
sequence of edges such that e; € I(e;—1) for every i = 1,...,t, and such that v € e;.
Then inequality z., < 2z, can be obtained by summing inequalities z., , < z, in (10)
for every i = 1,...,t, and inequality z., < z, in (10).

We now show that @ is an integral polytope. Clearly, inequalities (8)—(11) are of
the form defined in the statement of Theorem 9. Thus by this theorem, it suffices to
show that the constraint matrix of system (8)—(11) is balanced. In fact, by definition
of a 0,+1 balanced matrix, we can equivalently show that the constraint matrix A
corresponding to the system (10)—(11) is balanced as inequalities (8) and (9) introduce
singleton rows in the constraint matrix. Assume by contradiction that there exists a
square submatrix of A with exactly two nonzero entries per row and per column, such
that the sum of the entries is congruous to 2 modulus 4. Let B be a square submatrix
of this type with the minimum number of rows.

We show that no column of B corresponds to a node of G. By contradiction
assume that a column of B corresponds to a node v € V. Let e be the unique
edge of G that satisfies © € I(€). Then zz has a nonzero coefficient only in the
following two inequalities from the system (10)—(11): —z; + 2z < 0 defined by (10),
and 3 7(e) 2p — e < |I(€)| — 1 defined by (11). Since the column of B corresponding
to ¥ has two nonzero entries, these two inequalities must correspond to two rows
of B. The first inequality has only one more nonzero coefficient, namely, the one
corresponding to e. Therefore, a column of B must correspond to €. Now, let B’ be
obtained from B by removing the rows corresponding to the above two inequalities,
and the columns corresponding to v and e. The nonzero entries of B present in the
removed rows and columns are a —1 and a +1 in the first inequality, and a +1 and
a —1 in the second inequality, which implies that the sum of the entries of B’ is
congruous to 2 modulus 4. It follows that B’ is a square submatrix of A with fewer
rows than B, contradicting the minimality of B.

Since the sum of the entries of B is congruous to 2 modulus 4, there is at least
one row of B with two entries of the same sign. This row then corresponds to an
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inequality in (11), say, the one corresponding to an edge eg € E. Since no column
of B corresponds to a node of GG, the two entries of the same sign must correspond
to two edges, say, e; and e} in I(ep). In particular, two columns of B correspond to
e1 and e}. Since each row contains only two nonzero entries, we also argue that no
column of B corresponds to eg.

We now show that there is at least one edge in I(e;), and that a column of B
corresponds to it. As B has two nonzeros per column, there is another inequality
among (10), (11) that corresponds to a row of B with a nonzero corresponding to e;.
If this inequality is in (10), then we claim that it is —z, + 2., < 0 for p € I(e1). If not,
since e is the unique edge with e; € I(eq), it must be —z, + 2., < 0. But then the
corresponding row of B has only one nonzero entry since no column of B corresponds
to eg. If this inequality is in (11), since eq is the unique edge with e; € I(ep), then it
must be }° ..y % — Ze; < [I(€1)| — 1. As no column of B corresponds to a node of
G, in both cases we argue that a column of B must correspond to an edge, say, ez, in
1(61).

Similarly, we show that there is at least one edge in I(e3), and that a column
of B corresponds to it. There is another inequality among (10), (11) corresponding
to a row of B with a nonzero corresponding to e;. This inequality cannot have a
nonzero coefficient corresponding to ep, as otherwise we would obtain a column of B
with three nonzero entries. Therefore, such inequality is either —z, + z., <0 in (10)
for p € I(e2), or 3_ 1) %p — Zex < [I(€2)| — 1 in (11). In both cases we argue that
a column of B must correspond to an edge, say, es, in I(ez).

By repeating the latter argument, we can show the existence of an edge e; €
I(e;—1) in G for any positive integer ¢, which contradicts the finiteness of G. d

Before proceeding further, we remark that our proof of Theorem 10 relies on the
balancedness of the constraint matrix of the minimal system defining the polytope
MP¢, which does not hold for v-acyclic hypergraphs, in general. The following ex-
ample demonstrates that if we relax the laminarity assumption of G, the constraint
matrix of the minimal system defining MP¢ is no longer balanced.

Ezample 1. Consider the ~-acyclic hypergraph G with V(G) = {v1,v2,v3,v4}
and FE(G) = {ei23, €234}, where edge e; contains the nodes with indices in I. It can
be checked that the following inequalities define facets of MPg:

—Zyy + Zeyyy < 0,
—Zug + Zejas S 07
+Zv2 + ng + Zv4 - 26234 S 2

Let B be the constraint matrix of the above system. The square submatrix B’ of B
obtained by selecting columns corresponding to nodes vo, v3 and edge e123 has exactly
two nonzero entries per row and per column, and the sum of the entries is congruous
to 2 modulus 4. Therefore the constraint matrix of the minimal system defining MP &
is not balanced.

4.2. Flower inequalities. In what follows, we define the support hypergraph of
a valid inequality az < « for MPg, as the hypergraph G(a), where V(G(a)) = {v €
V i ay # 0} U (UeeEia.20€), and E(G(a)) = {e € E : a. # 0}. Let us revisit the
valid inequalities for MP¢ defined by (7). Clearly, the support hypergraph of these
inequalities contains Berge-cycle of length two. In [14], the authors show that for a
hypergraph G consisting of two edges intersecting in more than one node, the addition
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of these inequalities to the standard linearization yields the corresponding multilinear
polytope. In this section, we present a significant generalization of this result.

Consider a hypergraph G = (V, E). We say that two edges of G are adjacent if
their intersection is not empty. Let ey be an edge of G and let ek, k € K, be the set
of all edges adjacent to ey with |eg Nex| > 2. Let T be a nonempty subset of K such
that e; Ne; = 0 for all i,j € T with ¢ # j. Then the flower inequality centered at eg
with neighbors ey, k € T, is given by

(12) Szt Y %o, — Ze < leo \ Ukerer| +|T] 1.

vEep\Ukerer keT

It is simple to check that the support hypergraph of flower inequalities contains Berge-
cycles of length two only. We first show that inequalities (12) are valid for MPg.
Clearly, for any given nonempty subset T" of K, the left-hand side of these inequalities
could exceed the right-hand side, only if z, = 1 for all v € ey \ Uperer and z,, =1
for all £ € T. However, this in turn implies that z., = 1. It then follows that
inequalities (12) are valid for MPg. We refer to the inequalities of the form (12) for
all nonempty 7' C K satisfying e; Ne; = 0 for all ¢,j € T, as the system of flower
inequalities centered at ey. We define the flower relaxation MPg as the polytope
obtained by adding the system of flower inequalities centered at each edge of G to
MPEP.

Clearly, inequalities (8)—(11) in the statement of Theorem 10 are either flower
inequalities or are present in (2): inequalities (8) and (9) are present in the description
of MPIéP, and inequality (10) is present in the description of MPIC‘;P forallp € V, and is
a flower inequality for all p € E. Finally, inequality (11) corresponds to an inequality
in MPE” provided that I(e) contains no edge of G; otherwise it is a flower inequality.
Thus, we have the following result.

COROLLARY 11. Let G be a laminar hypergraph. Then MPg = MPg.

Consider a hypergraph G with E(G) = {e; : k € {1,..., K}} such that e; D ey D
-+« Deg_1 D ex. Clearly, this hypergraph is laminar. The multilinear polytope for
this special class of laminar hypergraphs is characterized in [19, 14].

4.3. «-acyclic hypergraphs. Our main result in this section states that MPg
coincides with MP¢ if and only if the underlying hypergraph G is y-acyclic. To this
end, in the following two lemmata, we establish some basic properties of the polytope
MPE.

LEMMA 12. Let G be a partial hypergraph of the hypergraph G. Then all inequal-
ities defining MPg are also present in the system defining MPg.

Proof. Clearly, the description of MPIC“;p contains all inequalities present in the
description of MPIE;,P, since the latter is obtained by replacing each multilinear term

Ze = [[,ce v by its convex hull over the unit hypercube for all e € F(G) and we have

E(G) € E(G). In addition, from the definition of flower inequalities it follows that
every flower inequality for Sg is also a flower inequality for S, as again E(G) C E(G).
Consequently, all inequalities defining MPg are also present in the system defining
MPZ. 0
LEMMA 13. Let G = (V,E) be a hypergraph, let V. C V, and let Ly be a set
defined by (6). Then
MPE,, C projg, (MPG N Ly) .
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Proof. We prove the statement by showing that every nonredundant inequality in
Projg,, (MPg N L) is also present in Mng. First, let us characterize the projection
operation projg_ () for the set MPE N Ly, As before we define E := {e/(e) : e €
E(Gy)}. Consider an edge e € E \ E; based on the cardinality of e NV, three cases
arise:

(i) enNV = 0: since z, = 1 for all v € e , in this case the inequality z. >
> vee 2o — |e| + 1 simplifies to z. > 1, which together with z, < z,, v € e implies that
2ze = 1.

(ii) eNV = {v} for some © € V: since z, = 1 for all v € e\ {v}, in this case the
inequality z. > >, . 20 — |e| + 1 simplifies to z. > z5, which together with 2z, < z,,
v € e implies that z. = z3.

(iii) [eNn V| > 2: by definition of E, for any e € E'\ E with |[eNV| > 2, there exists
an edge € € E such that éNV =eN V. Clearly, the following two flower inequalities
are present in MPg:

Z Zy+2e — 2o < le\ g

vEe\é

and

Z Zy + ze — 22 < |€\ €.

vEe\e

Since by assumption eNV = eNV/, it follows that z, € V\V for allv € (€\e)U(e\ ).
Hence, substituting z, = 1 for v € V'\ V in the above inequalities yields z, = ze.

Hence, projg, (MPg N L) can be obtained from MPg by substituting z, = 1 for
alveV\V,z=1forallec E\ EwithenV =0, z. = 2, for all e € E\ E with
eNV = {v} for some v € V, and 2. = zz foralle € E\ E withenV =énV for
some € € E, and dropping out all variables z,, v € V\V and z, for all e € E\ E from
the description of MPg. It is then simple to verify that all nonredundant inequalities
in projg,, (MPg N Ly) corresponding to the standard linearization of S are present
in MPlélj7 and hence are also present in MPZ‘—/~ Hence, it suffices to show that the
same statement holds for the remaining inequalities in projg,, (MPg NLy), i.e., those
corresponding to the flower inequalities in MPg.

Consider a flower inequality for Sg centered at ey with neighbors e, k € T, as
defined by (12). Substituting z, = 1 for all v € V' \ V in inequality (12), we obtain

(13) Z 2y + Z Zer — Zey < |(e0 \ Ugerer) N V| +|T| — 1.

ve(eo\Urerer)NV keT

We would like to show that if inequality (13) is nonredundant for MP& N Ly, then the
corresponding inequality in pProjg,, (MPg N Ly) is also present in MP(};V. We claim
that without loss of generality we can assume that |eg Ne, N V| > 2 for all k € T.
To see this, suppose that |eg Nex N V| < 1 for all k € T’, where T' is a nonempty
subset of T. We now show that in this case inequality (13) is implied by a number of
inequalities present in the description of MPgﬂLp. Consider the following inequality:

(14) > b Y et D Ze,—Ze < leo\Ueryrer|+HT\T|- 1.

vEeoN(Uperser) vEeg\Ukerek keT\T’

Clearly, the above inequality is a flower inequality for Sg centered at eg with neighbors
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ex, K € T\T', if T\ T" is nonempty and simplifies to > .-
otherwise. Notice that the latter inequality is present in the description of MPIC‘;P
and hence is present in MPg. For each k € T”, consider the inequality z., — 25 < 0
if egNe, NV = {v}, and 2., < 1if egNepNV = (). Substituting z, = 1 for all
v € V\ V in these inequalities together with inequality (14) and summing up the
resulting inequalities, we obtain inequality (13). Henceforth, we can assume that
in (13) we have |eg Nex N V| > 2 for all k € T.

Denote by &g the edge of G in E with éo NV =eqNV. Note that if ey € E, then
we have éy = eg. Similarly, for each k € T, denote by €&, the edge of G in E with
€NV = e, NV. As we detailed before, by projecting out all variables z,, v € V\ V,
and z., e € E'\ E, from inequality (13), we obtain

Zy T Zeg < |60‘ -1,

(15) Z Zy + Z Zg, — ey < |(éo \ UkeTék) n ‘7| + ‘T| —1.

’UG(éo\UkeTék)ﬂ‘_/ keT

Now define eg—éoﬁf/and e;f—ékﬂf/for all k € T. Since éy € E and é, € E
for all k € T, it follows that ej € E(Gy) and e) € E(Gy) for all k € T'. Moreover,
since 60NV =egNV, 6,NV =¢e, NV forall k € T, legNexn V| > 2 for all
keT, and e;Ne; = 0 for all 4,5 € T, we have |eoﬂek| > 2 for all k € T and
e;Nes =0 for all i,j € T. Hence, the hypergraph G with E(G) = Ugere, U e} is
the bupport hypergraph of a flower inequality of the form (15). This implies that all
nonredundant inequalities present in projg, (MPg N Ly;) are also present in MPg‘7
and this completes the proof. 0

Recall that in Theorem 7, in order to show that for certain hypergraphs G, we have
MPg € MPE, by Lemma 6, we proved that MPg < MPg" ,, for some V C V(Q).
The above lemma enables us to utilize a similar technique to prove that MP& C MPg
for some hypergraph G. That is, since by part (i) of Lemma 6, we have MPg, =
proji;(MPg N L) and by Lemma 13, we have MPgV C proji (MP& N Lyy), it follows
that if MPg, C MP¢_ for some V C V/, then projy (MPgNLy) C projy (MPGN Ly ),
which in turn implies that MP4 C MPg. We are now ready to prove our main result.

THEOREM 14. MPg = MPg if and only if G is a y-acyclic hypergraph.

Proof. “=" First, we show that if G is not y-acyclic, then we have MPg C MPg.
To do so, we make use of Proposition 4. To obtain a contradiction, first suppose
that G violates condition (ii) in Proposition 4. That is, suppose that there exist
nodes vy, v9,v3 € V(G) such that {{vy,va}, {v1,vs}, {v1,v2,v3}} C {eN {vy,v9,0v3} :
e € E(G)}. Let V := {v1,v2,v3}, and denote by e12 := {v1,v2}, e13 := {v1,v3},
eos = {va,vs}, €123 := {v1,v2,v3}. By part (i) of Lemma 6 and Lemma 13, to
prove MPg € MPZ, it suffices to show that MPg, C MPg‘,/. Note that E(Gy) =
{612, 613,6123} if €23 §é {6 n {Ul, 1]2,’1]3} e E(G)} and E(G“/) = {612, €13, €23, 6123},
otherwise. It is simple to verify that the inequality —z,, + Ze;, + Zeys — Zegns < 0
defines a facet of MPg,,. However, this inequality is not implied by the inequalities in
MPgV, as its support hypergraph corresponds to a Berge-cycle of length three, while

the support hypergraph of all inequalities in MPgV correspond to a single edge, or
a Berge-cycle of length two. Hence, if condition (ii) in Proposition 4 is violated, we
have MPg € MPEZ.
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Next, suppose that condition (ii) in Proposition 4 is satisfied but G contains at
least one f-cycle. Denote by C' a f-cycle of minimum length. We claim that the
subhypergraph Gy (¢ is a graph that consists of a chordless cycle of length at least
three. First note that by Definition 3, the set E := {e N V(C) : e € E(C)} is the
edge set of a chordless cycle in Gy (). We would like to show that E(Gy(cy) = E.
Observe that E C E(Gy(cy). To obtain a contradiction, assume that EcC E(Gy ().
Since by assumption C' is a S-cycle of minimum length, it follows that E(Gy () has
an edge € with || > 3. Denote by € an edge of G with e = eNV(C). Two cases arise:

Case 1. If {v1,v9,v3} C €, where vy,vq, and vz are consecutive nodes in C, it
follows that {{vy,va}, {v1,vs},{v1,v2,v3}} C {e N {v1,v9,v3} : e € E(G)}, which
contradicts the assumption that condition (ii) in Proposition 4 is satisfied.

Case 2. Suppose that € does not contain three consecutive nodes in C. Let the
B-cycle C' be given by the sequence v, €1, v, €9, ..., 0¢, €, v1. Suppose that vy € € and
vy ¢ €. Note that this assumption is without loss of generality, since € does not contain
three consecutive nodes of C. Let v; be the next node of V(C) after the first node vy
for which vy, € €. Clearly, k > 3 since by assumption vy ¢ €. In addition k < ¢, since by
assumption € contains at least three nodes of C'. Finally, by construction we have €N
{v1,...,08} = {v1,v}. Tt then follows that the sequence vy,eq,va,..., €51, 0, €,v1
is a B-cycle of length k, where k < t. However, this contradicts the assumption that
C is p-cycle of minimum length.

Hence, we conclude that Gy () is a graph that consists of a chordless cycle. To
show that MPg C MPg, by part (i) of Lemma 6 and Lemma 13, it is sufficient
to prove that MPg,, ., C MPZV " The latter inclusion is valid as the odd-cycle

inequalities are facet-defining for MP¢, [25] and are clearly not present in MPgV "

Consequently, if the hypergraph G contains a ~-cycle, we have MPs C MPg.

“«<=" Conversely, let G be a y-acyclic hypergraph. We show that MPg = MPg. In
the following, we say that an edge of a hypergraph G is maximal if it is not contained in
any other edge of G. The proof is by induction on the number of maximal edges of G.
First, consider the base case; that is, suppose that G has one maximal edge ¢’ = V(G) .
In this case, by Proposition 8, we conclude that G is a laminar hypergraph. Hence, by
Corollary 11, we have MPg = MPZ. We now proceed to the inductive step; namely,
we assume that MPg = MPg7 for any y-acyclic hypergraph G with x maximal edges.
We would like to show that the same statement holds if G is a y-acyclic hypergraph
with k¥ + 1 maximal edges.

Lifting and decomposition. Consider a maximal edge e’ of G, and define E’
to be the set of edges contained in €/, and V := €/ N (Ueep\pre). Clearly, E\ E' # 0,
as by assumption G contains at least two maximal edges. We say that ¢’ is a leaf of
G if V C € for some, é € E\ E’. We claim that G contains a leaf ¢/. To obtain a
contradiction, suppose that G does not contain any leaves. It then follows that for
every maximal edge €', and every maximal edge e adjacent to €/, there exists another
maximal edge adjacent to €', say, €”’, such that neither of the two sets ¢’ Ne’ and
e’ Ne” is a subset of another. From Proposition 8, it follows that the sets ¢’ Ne” and
e’ Ne are disjoint. We now show that G contains a S-cycle, which violates property
(i) of Proposition 4. Let e; denote a maximal edge of G. Denote by es a maximal edge
of G adjacent to e; and let e3 denote a maximal edge of G adjacent to e such that
e Neg is disjoint from e; N es. Recursively, let e; be a maximal edge of G adjacent
to e;_1 such that e;_1 Ne; is disjoint from e; 5 Ne;_1. Eventually, there exists an
index 4 such that e; intersects some e; for j <4 —1. Let ¢ be the first such index, and
let s <t — 2 be the largest index such that eg intersects e;. Now let vs be a node in
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esNey, and, for every i = s+1,...,¢, let v; be a node in e¢;_1 Ne;. Then the sequence
Vg, Csy Vs 1, 415 - - -, Uty €4, Vs 18 & [-cycle of length ¢ — s+ 1 > 3.

Now, let €’ be a leaf of G' and, as before, let 1_7 =€ N (Ueep\pre). We define Gt
as the hypergraph obtained by adding the edge V to G if V ¢ VU E, and G := G,
otherwise. Subsequently, we define G as the section hypergraph of GT induced by ¢’,
and G as the section hypergraph of GT induced by Ueer\E(Gy)€- Clearly, both Gy
and G5 are different from G*. In addition, we have Gy UGy =Gt and GiNGy = V.
By Proposition 8, the subhypergraph G,/ of G is laminar. Moreover, the hypergraph
(G1 is a partial hypergraph of G/, and thus G; is laminar as well. As G, contains
the edge V, this implies that every edge e” of G containing nodes in V(G;) \ V(G2)
satisfies either ¢’ D V or ¢/ NV = (). Thus all assumptions of Theorem 5 are satisfied
and the set Sg+ is decomposable into Sg, and Sg, .

Since Gy is laminar, by Corollary 11 we have MPg, = MPgl. Now, consider
the hypergraph G5. This hypergraph has x maximal edges which are the x maximal
edges of G that are different from e’. In addition, the hypergraph G5 is y-acyclic.
To see this, suppose that Go contains a y-cycle C. Then V must be an edge of G5
and E(C) must contain the edge V, as otherwise C is a vy-cycle of G as well. Since
e/ NV (Gy) =V, it follows that by replacing V with ¢’ in C, we obtain a 7-cycle of G,
which is in contradiction with the assumption that G is y-acyclic. Therefore, by the
induction hypothesis we have MP¢g, = Msz, which together with MPqg, = MPg1
and the decomposability of Sg+ into S, and S¢g, implies MPg+ = MPg+.

If G = G*, that is, if V € V(G) U E(G), we obtain MPg = MPZ and this
completes the proof. Henceforth, we assume that V ¢ V(G)U E(G). To obtain MPg,
it suffices to project out the auxiliary variable zy from the facet-description of MP g+ .
In the following, we perform this projection using Fourier—Motzkin elimination.

Projection. First consider an inequality in the description MPg+ that does
not contain zy;. Clearly, the support hypergraph of such an inequality is a partial
hypergraph of G. Thus, by Lemma 12, this inequality is also present in the description
MPg. Thus to complete the proof, we need to show that by projecting out zy from
the remaining inequalities of MP 5+, we obtain valid inequalities for MPg.

First, consider MPg, ; denote by € the edge of G containing V' such that there
exists no other edge e € E(G1) with e D V and e C é. Note that the edge € is
well-defined by the laminarity of G;. Then, by Theorem 10, the auxiliary variable z¢
appears in the following inequalities, which we will refer to as system (I) in the rest
of the proof:

(16) —zp+ 2y <0 Vp e I(V),
(17) —2p + 26 <0,
(18) Y -z <) -1,
pel(V)
(19) Y oz -z <|I(e)] -1
pEI(e)

Note that by definition of & we have V € I(e).

Now consider the polytope MPg, = Msz. Let E contain all edges of Gy that
are adjacent to V and let € be the set containing all subsets F of E with e; N ej =10
for all e;,e; € E. Observe that € contains the empty set. For each é € E, let U, be
the set containing all subsets of adjacent edges to é denoted by Uz such that V' € U,
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and e; Ne; = for all e;,e; € Us. Then, the inequalities in the description of Msz
containing the auxiliary variable zy are the following:

(20) —zp+ 2y <0 Vp e I(V),
(21) Z zv—i—Zze—zV§|V\U86Ee|+\E|—1 VE €€,
veV\U, e ecE
(22) Szt Y ze—2e < |é\Ueer, |+ |Ue| =1 Ve € E,VU; € Us.

vEe\Ueceu, € ecU,

We should remark that inequalities (21) are flower inequalities provided that E =+
¢ and amount to the inequality Y., ¢ 20 — 2y < V| — 1 present in the standard
linearization of Sg,, otherwise. In the remainder of the proof, we will refer to the
inequalities (20)—(22) as system (II).

Now consider the system of linear inequalities (I)—(II). We eliminate zy from this
system using Fourier—Motzkin elimination. First consider the case where we select
two inequalities from system (I). Denote by G the hypergraph obtained by removing
the edge V from G;. It then follows that the inequality az < a obtained as a result
of such projection is valid for the multilinear polytope MP¢:. Since G is a laminar
hypergraph, by Corollary 11, we have MPg, = MPgi' Finally, since G is a partial
hypergraph of G, by Lemma 12, az < « is a valid inequality for MPg. Similarly,
we can show that by projecting out zy from two inequalities present in system (II),
we obtain an inequality that is valid for MPg . This is due to the fact that the
hypergraph G, obtained by removing V' from G is a y-acyclic hypergraph with x
maximal edges for which by the induction hypothesis we have MPg, = MP&. Note
that G is y-acyclic as it is a partial hypergraph of the v-acyclic hypergraph Gs.
Hence, it suffices to show that the remaining inequalities obtained by projecting out
2y are valid for MPY as well. Therefore, it suffices to examine inequalities obtained
by projecting out zy starting from two inequalities one of which is only present in
system (I) while the other one is only present in system (II).

We start by selecting one inequality in (16) from system (I). Clearly, this in-
equality is identical to inequality (20) present in system (II). Hence, by the above
discussion, we do not need to consider inequalities (16). Next, consider inequal-
ity (17) from system (I). Since the coefficient of zy in (17) is negative, it suffices
to consider inequalities (20) and (22) from system (II). In addition, we do not need
to consider (20) since it is already present system (I). By summing inequalities (17)
and (22), we obtain

Z 2y + Z Ze+Zé_Zé§|é\ueeUée|+|Ué|_1 VéEE, YU € Us.

vEE\Uceu, € ecU:\V

To show that the above system represents a system of flower inequalities for MPg,
it suffices to show that the set (U; \ V) U € satisfies two properties: (i) all edges in
(Us \ V) Ué are adjacent to é and (ii) e; Ne; = () for all e;,e; € (Us \ V) Ué. By
construction, all edges in Us are adjacent to é, and e¢; Ne; = 0 for all e;,e; € Us. It
in addition, we have éNV = éneé for all é € E. It then follows that for each é € E
the above system is contained in the system of flower inequalities for MP ¢, centered
at é.
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Next, we select inequalities (18) from system (I). Define a partition of I(V) =

I,(V)UI.(V), where I,(-) and I.(-) contain the nodes and edges of I(-), respectively.
It then follows that I. (V') € &, as the section hypergraph of G induced by V is laminar.
Consequently, inequalities (18) are implied by inequalities (21), which in turn imply
that we do not need to consider these inequalities and proceed with inequalities (19)
from system (I). Since the coefficient of zy in (19) is positive, it suffices to consider

inequalities (21) from system (II). By summing inequalities (19) and (21), we get

(23) Z zZp+ Z zv+Zze—zé§|‘_/\UQEE|+|EN’\+\I(E)|—2 VE € £.
pel(e)\V vEV\U,cge ecE

As before, define a partition of I(e) = I,(€) U I.(€). Consider the set of edges defined
as B/ = EU(I,(¢)\ V). Clearly, all edges in E’ are adjacent to € as E represents a set
of edges adjacent to V' and by definition all edges in I..(€) are contained in . Also, we
have e; Ne; = 0 for all e;,¢; € E' since (i) G is a laminar hypergraph, which implies
e;Nej =0 for all e;,e; € I(€), and in particular e; NV = () for all e; € I(e) \ V, (ii)
by definition e; Ne; = () for all e;,e; € E, and (iii) by definition e; N e C V for all
e; € E. Tt is simple to check that &\ Ugeive = (V\U,cpe) UT,(€). Moreover, we have
|E'| = |E| +|1.(€)| — 1. Define & = {E U (I.(€) \ V) : E € £}. Hence, inequality (23)
can be equivalently written as

Z zv—i—Zze—zé§|é\UeEE,e|+\E’|—l VE' € &'

veé\ueeéze ecE’

Now it is simple to verify that for each E’ € &', the above inequality is a flower
inequality for MP¢ centered at & with the neighbors e € E’. Hence, we have shown
that all inequalities obtained by projecting out zy from the facet description of MP g+
are implied MPg. It then follows that MPg = MPg and this completes the proof. 0

5. Separation of flower inequalities. The following example demonstrates
that, even for y-acyclic hypergraphs, the number of facets of MPg may not be bounded
by a polynomial in |V(G)|,|E(G)|.

Ezample 2. Consider the v-acyclic hypergraph G with E(G) = {eg,e1,...,em},
such that e; Ne;y = 0 for all j,j" € J = {1,...,m}, leo Nej| > 2 and, e; \ eg # 0
for all j € J. In this example, the number of flower inequalities present in MPg
grows exponentially with the number of edges of G; to see this, note that we can
write 2™ — 1 flower inequalities centered at ey, while there exists exactly one flower
inequality centered at each e;, j € J. Hence, the total number of flower inequalities
in MPg is 2™ +m — 1. We show that for this example, all flower inequalities centered
at eg are facet-defining for MP ¢, implying that this polytope has exponentially many
facets. By (12), any flower inequality centered at ey can be written as

(24) Z Zy + Zzej — Zey < leo \ Ujerej| + |T] - 1,

’UGCO\U]‘GTGJ‘ JjeT

where T' denotes a nonempty subset of J. We start by characterizing the sets of
points in Sg that satisfy the above inequality tightly. Subsequently, we show that
any nontrivial valid inequality az < « for Sg that is satisfied tightly at all such points
coincides with (24) up to a positive scaling. Since MP¢ is full dimensional [16], this
in turn implies that inequality (24) is facet-defining for MP¢. It is simple to verify
that inequality (24) is satisfied tightly by the following sets of points in Sg:
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(i) any point z € Sg with 2., =1 and 2., = 1 for all j € T}
(ii) any point z € Sg with z, = 1 for all v € ¢ \ {v'} and z,, = 0, where
v' € eg \ Ujere; and z., = 1 for all j € T
(ili) any point z € S¢ with z, = 1 for all v € (Ujese; Ueg) \ e;~ for some j” € T
and 2z, = 0 for all v € V" C ¢g Nejr with V" # 0.
Consider the case where J\ T # ) and construct a tight point of type (ii) defined
above with v’ € eg N ey for some j' € J\ T and 2z, = 0 for all v € (Ujenre;) \ o
Substituting this point in az < « gives

(25) Z ApZy + Z e;Ze; = Q.

vEeo\(Ujere;U{v'}) JeT

Now consider another tight point of type (ii) obtained by letting z; = 1 for some
¥ € ejr \ € in the tight point defined above. Note that if J\ T" # 0, then a node of
the form o always exists since by assumption e; \ eg # 0 for all j € J. Substituting
this point in az < « yields

(26) Z ApZy + a5zs + Z e, Ze; = Q.

v€eo\(Ujere;U{v'}) JeT
From (25) and (26) it follows that
(27) a, =0 V"UEej\eg, VJGJ\T

Construct a tight point of type (i) with z, = 0 for all v € ¢; \ e, for all j € J\T.
Subsequently, construct a new tight point of type (i) by letting Zel = 1 for some
j' € J\ T in the previous point. Substituting these points in az = «a and using (27),
we obtain

(28) o, =0 VjeJ\T.

Next consider a point in S of type (iil) defined above with z, = 0 for all v € e,
where j” € T. Clearly in this case we have V" = ey Ne;». Subsequently, construct
a second tight point by letting 2z = 1 for some v € e;~ in the previous tight point.
Note that the second point is also a tight point of type (iii) for any v € e, since
by assumption |eg N ej»| > 2, which in turn implies V" \ {0} # 0 for all v € ej.
Substituting these two points in az = « and subtracting the resulting relations, we
obtain

(29) ay =0 Yvee;, Vjel.

Now, consider a tight point of type (i) with z, =0 for all v € ¢; \ eg, j € J\ T
and construct a tight point of type (iii) by letting z, = 0 for all v € V" C eg Ne;n for
some j” € T in the first point. Substituting these points in az = « and using (29),
we obtain

(30) Ae;, +ac, =0 VjeT.

Consider the case eg \ Ujere; # 0. Construct a tight point of type (i) defined
above with z, = 0 for all v € e \ €9, j € J\ T. Now construct a new point by letting
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zy = 0 for some v € ey \ Ujere; in the first point. Clearly, the second point is a
tight point of type (ii). Substituting the two points in az = « and subtracting the
resulting equalities, we obtain

(31) ay + ae, =0 Yo € g\ Ujere,.

From (27), (28), (29), (30), and (31), it follows that the inequality az < «, up to
a positive scaling, can be equivalently written as

Z zU+Zzej—z60§a.

vEeg\Ujere; JET

Moreover by substituting a tight point of type (i) in this inequality we obtain o =
leo \ Ujere;| + |T| — 1. Hence, az < « coincides with inequality (24) up to a positive
scaling, implying that (24) defines a facet of MP ¢ for any nonempty 7' C J. We have
shown that all flower inequalities centered at eq are facet-defining for MPg. Since
there are a total number of 2" — 1 such inequalities present in MPZ7 we conclude
that for a y-acyclic hypergraph G, the polytope MPg may have exponentially many
facets.

5.1. Separation problem. We start by defining the separation problem for
flower inequalities as follows. (See [30] more details.)

DEFINITION 15. Given a hypergraph G and a vector Z € RVYE | decide whether Z
satisfies all flower inequalities or not, and in the latter case, find a flower inequality
that is violated by Z.

Given a y-acyclic hypergraph G, we are interested in solving the separation prob-
lem over all flower inequalities in strongly polynomial time, i.e., in a number of it-
erations bounded by a polynomial in |V| and |E|. This in turn implies that the
optimization problem (MO) is polynomially solvable over v-acyclic hypergraphs.

We show that the separation problem over all flower inequalities centered at
a given edge of a ~-acyclic hypergraph can be equivalently stated as a minimum-
weight perfect matching problem over a related laminar hypergraph. Subsequently,
we present a strongly polynomial-time combinatorial algorithm to solve this matching
problem. Recall that a matching in a hypergraph is a set of edges M with the prop-
erty that en f = 0 for all e, f € M with e # f. A matching is called perfect if each
node is contained in exactly one edge of the matching. Finding a minimum-weight
perfect matching in a general hypergraph is AP-hard [21]. However, for balanced
hypergraphs, this problem can be solved in polynomial time by solving a linear op-
timization problem [10]. A hypergraph is said to be balanced if every Berge-cycle of
odd length has an edge containing three vertices of the cycle; that is, a hypergraph is
balanced if and only if it does not contain any S-cycle of odd length. Aslaminar hyper-
graphs are balanced, this result in particular implies that finding a minimum-weight
perfect matching in a laminar hypergraph can be done in polynomial time. Conse-
quently, the separation problem over flower inequalities for «-acyclic hypergraphs can
be done in polynomial time. In order to attain a strongly polynomial-time separa-
tion algorithm, in the following, we present a strongly polynomial-time combinatorial
algorithm to solve the matching subproblems.
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THEOREM 16. Given a y-acyclic hypergraph G = (V, E) and a vector z € RV ¥,
there exists a strongly polynomial-time algorithm that solves the separation problem
over all flower inequalities.

Proof. We show how to solve the separation problem over the flower inequalities
centered at an edge eg of G. By applying the algorithm |E| times, we can then solve
the separation problem over all the flower inequalities.

Let e, k € K, be the set of all edges adjacent to ey with |eg Nex| > 2 for all
k € K. There exists a flower inequality violated by the vector z if and only if there
exists a nonempty subset 7" of K with e; Ne; = 0 for all i, j € T with ¢ # j, such that

D Z+ Y Fe, — ey > leo \ Ukerer| + T] — 1,

vEEo\ngTek keT

or equivalently

(32) S =z)+ > (1= Z,) <1-Z,

v€eo\UreTek keT

Since the right-hand side of inequality (32) does not depend on T, it suffices to show
how to minimize its left-hand side over all possible sets T. More precisely, if the
minimum of the left-hand side of inequality (32) is greater than or equal to 1 — Z,,
then the vector Z satisfies all flower inequalities centered at eyg. Otherwise, any subset
T realizing the minimum value yields a flower inequality violated by Z.

Let V:i=eg, L :={{v} :v eV}, E:= Lu{e/Ney : ¢’ € E\{eo}, |¢/Neg| > 2}, and
define the hypergraph G := (V, E). By Proposition 8, the hypergraph G is laminar.
Note that unlike G, the hypergraph G has loops, i.e., edges containing only one node.
We associate a weight to each loop {v} € L, defined as Wiyy = 1 — Z,. For every
edge e € F'\ L, there may exist several edges ¢’ € F satisfying e = ¢/ Neg. We denote
by ¢/(e) an edge that maximizes Z./(.). We associate a weight to each edge e € E\L
defined as we := 1 — Ze/(¢)-

We now show that the problem of minimizing the left-hand side of (32) over all
possible sets T can be solved by finding a perfect matching M of G of minimum weight.
Indeed, given a perfect matching M of G, the set T := {e’(e) : e € M \ L} yields
a left-hand side of (32) whose value equals the weight of the matching. Conversely,
given a subset T, the set M := {¢'Neg: e € T}U{{v} :v € V\ (Ueere)} is a
perfect matching of G whose weight is no greater than the value of the left-hand side
of (32).

Next, we present a strongly polynomial-time combinatorial algorithm that finds a
minimum weight perfect matching of the laminar hypergraph G = (V, E). At iteration
t of this algorithm, we start with a laminar hypergraph G* = (V, E*), which is a partial
hypergraph of G, and with a perfect matching M? of G* with the additional property
that for every edge e € M*, no other edge ¢’ € E* is contained in e. If M* = E*, then
M is a minimum weight perfect matching of G*, as G* has no other perfect matching
and the algorithm terminates. Otherwise, we construct a laminar partial hypergraph
of G* denoted by G'*! = (V, E**1) and a perfect matching M**! of G**! with the
same property with respect to G**!; i.e., for every edge e € M!*! no other edge
e/ € Ett! is contained in e.

We initialize the algorithm by setting G° = G and by setting M to be the
trivial perfect matching of G° that consists of all the loops of G. By construction, all
hypergraphs G are partial hypergraphs of G with the same node set V. As a result
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all intermediate perfect matchings M* of G* correspond to perfect matchings of G as
well. In addition, as we detail in the following, the proposed algorithm is a greedy
algorithm in the sense that the weight of these perfect matchings decreases at every
iteration until a minimum weight perfect matching of G is found, that is M® = E*
for some s > 0.

We now describe the tth iteration of the proposed algorithm. We start by selecting
a minimal edge f of G* that is not in M?; that is, we select an edge f in E'\ M*
that does not contain any other edge in E*\ M. Note that the special property of
M implies that f contains edges in M?*. Moreover, laminarity of G* implies that the
edges e € M?* with e C f partition the nodes in f. We construct the hypergraph G*+!
and its perfect matching M**! as follows:

Case A. T wg > 3 pre.oc § We, we define BT = B \ {/} and ML= Mt

Case B. Otherwise, if wy < 3 cppi.oc j We, we define 4= E*\ {e € M':e C
f}and M1 .= Mt \{ee M':eC f}Uf.

We now show that M**! is a perfect matching of G**! with the property that
for every edge e € M**!, no other edge ¢ € E'*! is contained in e. In Case A, this
follows from the fact that G**! is obtained from G by removing an edge that is not
present in M*. In Case B, M'*! is obtained from M® by adding the new edge f, and
by removing all edges ¢ € M? with e C f. Since the edges ¢ € M? with e C f partition
the nodes in f, the set M**! is a perfect matching of G**'. Moreover, since f does
not contain any other edge in E**!, the matching M*+! satisfies the aforementioned
property.

In the following, we show that there exists a minimum weight perfect matching
of G* that is also a perfect matching of G**!. Since every perfect matching of G*+!
is also a perfect matching of G* with the same weight, the above claim implies that
any minimum weight perfect matching of G* for all t > 0 is also a minimum weight
perfect matching of G. This in turn completes the proof of the correctness of the
proposed algorithm as upon termination, this algorithm returns a minimum weight
perfect matching of G* for some s > 0. In Case A defined above, this amounts to
showing that G" contains a minimum weight perfect matching that does not include
f. Let M be a minimum weight perfect matching of G*. It M does not contain f, we
are done. Thus, assume that M contains f. Let M’ be obtained from M by replacing
f with the edges e € M* with e C f. The set M’ is a perfect matching of G* that does
not contain f, and it is of minimum weight because wy > 3"y /e.oc Fw . Therefore,
the hypergraph G* has a minimum weight perfect matching that does not contain f.
In Case B, we can show that a stronger property is satisfied; that is, each minimum
weight perfect matching of G* does not contain any of the edges e € M* with e C f.
To obtain a contradiction, assume that M is a minimum weight perfect matching of
G! that contains at least one of these edges. This in turn implies that M does not
contain f. Since f does not contain any edge in E*\ M*, and M is a perfect matching
of the laminar hypergraph G?, it must contain all the edges e € M* with e C f. Now
let M’ be obtained from M by replacing all the edges e € M* with e C f with the
edge f. The set M’ is a perfect matching of G*, and its weight is strictly smaller than
that of M because w; < > cemtec s We. This contradlcts the assumption that M is
a minimum weight perfect matching. Hence, no minimum weight perfect matching of
G* contains an edge e € M*? with e C f.

Hence, the separation problem over all flower inequalities consists of solving |E|
minimum-weight perfect matching problems for laminar hypergraphs. Since at itera-
tion ¢ of the proposed matching algorithm (as described by Case A and Case B), at
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least one edge is removed from E*, we conclude that the algorithm terminates after at
most |V| + |E| iterations. It then follows that the separation problem over all flower
inequalities can be solved in strongly polynomial time. ]

We now analyze the computational complexity of the separation algorithm de-
scribed in the proof of Theorem 16. For brevity, we make use of the notation intro-
duced in this proof without redefining it. In the following, we assume that a hyper-
graph is represented by an incidence-list in which edges are stored as objects, and
every edge stores its incident vertices. In order to use efficient searching algorithms,
we assume that the vertex list for each edge is sorted. Otherwise, such a sorted data
structure for a rank-r hypergraph can be obtained in O(r|E|) time by using some inte-
ger sorting algorithm such as counting sort [11]. In addition, we assume that the edges
of E are sorted in increasing cardinality, and edges of the same cardinality are sorted
lexicographically. For a rank-r hypergraph, such a sorting order can be obtained using
the least significant digit radix sort in O(r|E|) operations (see, e.g., [11]).

PROPOSITION 17. Given a rank-r v-acyclic hypergraph G = (V, E), the separation
problem over all flower inequalities can be solved in O(r|E|*(|V| + |E|)) operations.

Proof. Let us first consider the separation problem over all flower inequalities
centered at eg € E. As we described in the proof of Theorem 16, this problem can be
equivalently solved by finding a minimum-weight perfect matching of a laminar hy-
pergraph G = (V, E) defined before. We argue that the matching algorithm proposed
in the proof of Theorem 16 terminates after at most |E \ L| iterations. To see this,
consider an iteration of this algorithm in which we select a minimal edge f of G* that
is not in M*. If the condition in Case A is satisfied, then G**! is obtained by removing
f from G*. Since all subsequent hypergraphs G*, s > t + 1, are partial hypergraphs
of G**1, the edge f will never be selected again. Now, consider Case B; in this case,
the edge f is added to M? and it will not be reselected unless it is removed from M?®
for some s > t. However, if f is removed from M?¥, then it is also removed from E*
and hence by the above argument it will not be selected in the subsequent iterations
of the proposed algorithm. Recall that all loops e € L are initially present in M° and
hence by the above argument will not be selected in the following iterations. Again,
by the above argument, each edge f € E \ L is selected at most once throughout
the matching algorithm. Since |E \ L| < |E| for all eg € E, we conclude that each
minimum weight perfect matching problem is solved in at most |E| iterations.

Next, we analyze the cost of each iteration in the matching algorithm. The first
step is to construct the laminar hypergraph G = (V,E). As we detailed before,
we represent the hypergraph G by an incidence-list in which edges are stored as
objects, every edge stores its incident vertices, and these vertices are sorted. In
addition, edges are sorted in increased cardinality and edges of the same cardinality
are sorted lexicographically. Thus, to obtain G from G, it suffices to construct the set
{e/Neg:e € E\{ep}, leoNe’| > 2}. Since the set of vertices contained in each edge
e € E are sorted, for each ¢’ € E \ {eg}, we can obtain ¢’ N ey in O(max(|egl, [€']))
time. It then follows that £\ L can be obtained in O(r|E|) time. Subsequently, we
sort the edges E \ L similar to those of G in O(r|E|) time. Finally, we append L to
the adjacency-list in a sorted order, which can be done in O(|V'|) operations. For each
e € E, we compute and store the weight w,, as defined before, which can be done
in O(|V] + |E|) operations. Finally, we remove parallel edges based on the values
of these weights in O(|E|) operations. In subsequent iterations of the algorithm,
all hypergraphs G* are obtained from G by removing certain edges from this data
structure. In addition, with each edge e € E*, we associate a label m(e) defined as
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follows: if e € M*, then we let m(e) = 1; otherwise, we set m(e) = 0. We initialize
MO by letting m(e) = 1 for all e € L and m(e) = 0 for all e € £\ L, which takes
O(|V] + |E|) operations. As described in the proof of Theorem 16, at iteration ¢ of
this algorithm, we select a minimal edge f € E*\ M*. Using the aforementioned data
structure for G*, this can be done in O(1) time by selecting the first edge f € E* with
m(f) = 0, in the order the edges are sorted in E*. This is due to the fact that at
iteration ¢, edges are sorted in increased cardinality in E?, and each time we select
a new edge f from E' all edges ¢/ C f have been already considered in a previous
iteration; that is, all such edges are either added to M?® or are removed from E* for
some s < t and as we described before, none of such edges will be present in E*\ M*.
Now suppose that we select a minimal edge f € E*\ M*. We need to identify all edges
¢/ € E' with ¢’ C f and m(e’) = 1. This can be done by scanning all edges e € E*
that are listed before f and for each of them test whether e C f; the latter can be
solved in O(r) operations as the vertices corresponding to each edge are sorted. As a
result, we can identify all edges with e C f and e € M* in O(r(|V|+ |E|)) operations.
Subsequently, we compute @ = > ,cpp We in O(r) time and compare it against
wy. Two cases arise:

Case A. If wy > w, then we remove the edge f from E*, which can be done in
constant time using a proper data structure.

Case B. Otherwise, if wy < w0, we set m(f) = 1 and we remove the edges e C f
and e € M* from E*, which for a rank-r hypergraph can be done in O(r) operations.

It then follows that the cost of separation problem over all flower inequalities
centered at eg is O(r|E|(|]V| + |E|)), which in turn implies the overall cost of solving
the separation problem over all flower inequalities for a rank-r ~y-acyclic hypergraph
G is O(r|E2(|V] + | E])). O

As we detailed before, the polytope MPg consists of at most |V| + (r + 2)|E|
inequalities. By polynomial equivalence of separation and optimization (see, e.g., [30])
and Theorem 14, the following holds.

COROLLARY 18. Problem (MO) is polynomially solvable over ~y-acyclic hyper-
graphs.

As we mentioned before, Conforti, Cornuéjols, and Vuskovié¢ [10] proved that a
minimum-weight perfect matching in balanced hypergraphs can be obtained in poly-
nomial time via solving a linear optimization problem. It is simple to show that if G is
a balanced hypergraph, then the hypergraph G defined in the proof of Theorem 16 is
balanced as well. Our proposed separation algorithm over all flower inequalities con-
sists of solving |F(G)| minimum-weight perfect matching problems for hypergraphs
of the form G. Consequently, we have the following result.

THEOREM 19. Given a balanced hypergraph G = (V, E) and a vector z € RVTE,
the separation problem over all flower inequalities can be solved in polynomial time,
i.e., in a number of iterations bounded by a polynomial in |V|, |E|, and in the size of
the vector Z.

It can be shown that a naive implementation of the separation problem over flower
inequalities for general hypergraphs has a time complexity of O(r3|E|[Ll"/21+1). For
the multilinear sets that appear in MINLPs, we often have r < min{|V|,|E|}. In fact,
for all practical purposes we can assume that r < 10 and therefore it is reasonable
to assume that r is a fixed parameter, in which case we conclude that the separation
of flower inequalities over general multilinear sets can be done efficiently. In fact,
in Example 2, in which the polytope MPg has exponentially many facets, we have
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r > 2|E|. Hence, the proposed flower inequalities can be effectively incorporated in
a branch-and-cut framework to construct tighter polyhedral relaxations of general
MINLPs containing a collection of multilinear subexpressions.
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