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Data Protection by Design and by Default:
Framing Guiding Principles into Legal Obligations in the GDPR

Lina Jasmontaite, Irene Kamara, Gabriela Zanfir-Fortuna and Stefano Leucci*

In this contribution we examine the principles of Data Protection by Design and Data Pro-
tection by Default (DPbD and DPbDf) as introduced in the General Data Protection Regula-
tion 2016/679 (GDPR). In particular, we seek answering these questions: ‘what are the ele-
ments of DPbD and DPbDf obligations under the Article 25 of the GDPR and how could they
be interpreted and applied in practice’? By reflecting on elements embedded in these two
concepts we aim at contributing to the ongoing debate on the implementation of these prin-
ciples and conquering the opinion that DPbD and DPbDf contain ambiguous wording and
confusing legalese that cannot be digested. Considering high stakes of being GDPR (in)com-
pliant, we focus on the translation of the two legal provisions into high-level non-functional
design requirements. We build on the existing knowledge about each element and also take
into account a wider context in which such obligations were negotiated and introduced. We
argue that while at first glance DPbDf is mainly linked to the data minimisation and pur-
pose limitation principles, it is also equally relevant for the principles of data retention, con-
fidentiality and accessibility. We suggest that the entire weight of the GDPR rests on the
‘shoulders’ of Article 25 and that, theoretically at least, complying with the DPbD and DPbDf
principles is the key for the GDPR compliance.

I. Introduction

Data Protection byDesign andData Protection byDe-
fault (DPbD andDPbDf) left the realmof ‘buzzwords’
and entered the one of legal obligations, once the Eu-
ropean General Data Protection Regulation1 (GDPR)
was adopted in 2016. The importance of these prin-
ciples has grown in proportion to the deadline for
the GDPR implementation and the fears over loom-
ing fines.
The underlying objective of DPbD and DPbDf

obligations is to integrateprivacy throughout the life-
cycle of various technologies and applications that
process personal data. At the same time, the practi-

cal implementation of DPbD and DPbDf is tremen-
dously complex because of the uncertainty shielding
the meaning of these principles. Challenges for en-
gineers include the need for contextualisation, am-
biguous legal principles embedding values and so-
cial perceptions that accompany the fundamental
rights at stake – the right to respect for private life
and the right to protection of personal data. In par-
allel, big data applications, such as predictive analyt-
ics in consumer marketing, and more recently ma-
chine learning applications, intensify the interfer-
ence with the right to the protection of personal da-
ta and create the need for ‘by design’ and ‘by default’
protection.
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This article contributes to the efforts aiming at
bridging the gap between legal requirements and
practical steps towards compliance, by answering
these questions: ‘what are the elements of DPbD and
DPbDf obligations under the new Article 25 GDPR
and how could they be applied in practice’?
We preface our contribution with an overview of

arguments that were used in support of, as well as
against the introduction of Article 25 into the GDPR
throughout the legislative process.2 The second part
of the article sets out the elements of DPbD as set
forth in Article 25.1 of the GDPR. After identifying
different elements and concepts included in the
DPbD formula, the section explores them in greater
detail. This section also suggests howdata controllers
could demonstrate compliance with the DPbD oblig-
ations. Our interpretation explains the relation of
DPbD with other concepts essential to the EU Data
Protection Framework and Privacy Enhancing Tech-
nologies (PETs) and by extending their meaning be-
yond the notion of information security.
In the following part, we analyse the concept of

Data Protection by Default. To this end, we differen-
tiate between the concepts of Data Protection by De-
sign and Data Protection by Default. While the con-
cepts are interrelated, Data Protection by Design
refers to the existence of embedded safeguards and
mechanisms throughout the lifecycle of the applica-
tion, service or product that protect the right to data
protection,whereasData ProtectionbyDefault refers
to the activation and application of such safeguards
as default setting.

II. EU Data Protection Law Reform:
GDPR Introduces DPbD and DPbDf

The GDPR, adopted in April 2016, repealed the Data
Protection Directive 95/46/EC3 (Data Protection Di-
rective or Directive) and while doing so it has mod-
ernised the European Union (EU) data protection le-
gal framework. The GDPR extrapolated rules set out
in the Data Protection Directive by updating the ex-
isting requirements and principles as well as by in-
troducing new concepts (eg, pseudonymisation) and
obligations. Among these obligations is the require-
ment to implement Data Protection by Design and
Data Protection by Default.Whilemany consider the
privacy by design principle as coined by Cavoukian
had a huge impact for the development of these new

obligations, some suggest and we are inclined to be-
lieve that the origins of these new requirements can
be traced back to the requirements set forth by the
Data Protection Directive.4

The Directive5 addressed security of processing
and required controllers to implement appropriate
technical and organisationalmeasures. Taken togeth-
er these measures should have ensured protection of
personal data ‘against accidental or unlawful destruc-
tion or accidental loss, alteration, unauthorized dis-
closure or access’.6 Article 17 of the Directive did not
explicitly refer to DPbDbut its corresponding Recital
46 included wording and legal thinking that was car-
ried over to the GDPR. According to the Recital, ap-
propriate technical and organisational measures
should have been implemented ‘both at the time of
the design of the processing system and of the pro-
cessing itself’.7 This wording has been transferred to
Article 25, which requires controllers to implement
appropriate technical and organisational measures
‘at the time of the determination of the means for
processing and at the time of the processing itself’.8

Following up on this observation, it is apparent that
the GDPR wording is not entirely new for EU data
protection law. Article 25 GDPR rather frames the
principle of the Directive into a mandatory legal re-
quirement and it also broadens its scope.

IPEN (Internet Privacy Engineering Network of the European
Data Protection Supervisor) which provoked our discussions and
provided us with a platform for this collaboration.

1 European Parliament and the Council, Regulation (EU) 2016/679
of the European Parliament and of the Council of 27 April 2016 on
the protection of natural persons with regard to the processing of
personal data and on the free movement of such data, and repeal-
ing Directive 95/46/EC (General Data Protection Regulation).

2 Due to length limitations of this article the relevant scholarship on
privacy by design is referred to where appropriate.

3 European Parliament and the Council, Directive 95/46/EC of the
European Parliament and of the Council of 24 October 1995 on
the protection of individuals with regard to the processing of
personal data and on the free movement of such data [1995] OJ L
281.

4 See Ann Cavoukian, ‘Privacy by Design. The 7 Foundational
Principles’ (2011) <https://www.ipc.on.ca/?redirect=https%3A
%2F%2Fwww.ipc.on.ca%2Fimages%2FResources
%2F7foundationalprinciples.pdf> accessed 20 April 2017; Ann
Cavoukian, ‘Privacy by Design in Law’ (2011) Policy and Practice;
Peter Hustinx, ‘Privacy by design: delivering the promises’ (2010)
3 IDIS 253; Lee A Bygrave, ‘Data Protection by Design and by
Default: Deciphering the EU's Legislative Requirements’ (2017)
4(2) Oslo Law Review.

5 Directive 95/46/EC, art 17.

6 ibid.

7 Directive 95/46/EC, recital 46.

8 GDPR, art 25.1.



EDPL 2|2018 3Data Protection by Design and by Default

In the following section we explain how the princi-
ples of Data Protection by Design and Data Protection
by Default morphed into legally binding obligations.

1. A Call for Legislative Action on Data
Protection by Design

Replying to the public consultation of the European
Commission (EC or Commission) initiated on 9 July
2009 to gather input for the data protection reform,
the Article 29 Working Party (WP29), composed of
representatives of independent European Data Pro-
tection Authorities (DPAs), drew attention to the fact
that even if the above mentioned provisions of the
Data Protection Directive (Article 17 and Recital 46)
were ‘helpful towards the promotion of privacy by
design, in practice, they have not been sufficient in
ensuring that privacy is embedded in ICT’.9 Consid-
ering that average users of ICT services have limited
skills and knowledge about relevant security mea-
sures protecting their and others personal data, ‘ser-
vices and technologies should be designed with pri-
vacybydefault settings’ inmind.10To this end,WP29
called for the Commission to include in the future le-

gal framework ‘a provision translating the currently
punctual requirements into a broader and consistent
principle of privacy bydesign’.11WP29 reasoned that
the principles of privacy and data protection by de-
sign and by default should be introduced in the re-
vised EU data protection framework in order to out-
weigh risks arising from innovative technologies.12

TheWP29wasquite specific aboutwhatanenhanced
Privacy by Design principle shouldmean in practice:
respecting data minimization, transparency, data
confidentiality and requiring user friendly systems,
use limitation and controllability.13 Moreover, the
WP29 pleaded that the privacy by design principle
should ‘not only be binding for data controllers, but
also for technology designers and producers’.14

To a large extent, the Commission took on board
this idea. In theCommunication that accompanied the
proposal for a General Data Protection Regulation in
2012, it noted that ‘introducing the Privacy by Design
principle tomake sure that data protection safeguards
are taken into account at the planning stage of proce-
dures and systems’15 is a key point of the data protec-
tion reform, aiming to enhance the accountability of
those that are processing data. A considerable weight
to ‘DataProtectionbyDesign’principlewasalsoplaced
by the Impact Assessment that stood at the basis of
the data protection reform.16 The Impact Assessment
explained that the ‘Data Protection by Design’ princi-
ple required the controller ‘to design the organisation-
al structure, technology and procedures in a way that
it meets the requirements of data protection’.17

The initial proposal for an article on ‘Data Protec-
tion by Design and by Default’ required controllers
to implement appropriate technical and organisa-
tional measures and procedures, ‘both at the time of
the determination of the means for processing and
at the time of the processing itself’.18 This should be
done in such a way that the processing would satis-
fy GDPR requirements and protect the rights of the
data subject.19Theproposed text requiredcontrollers
to implement Data Protection by Design measures
taking into account ‘the state of the art and the cost
of implementation’. While many of these elements
remain in the final text of the GDPR, Article 25 rep-
resents a political compromise. The proposal for the
Regulation, including the provision promoting Data
Protection by Design and by Default, went through
numerous modifications during the four year long
legislative procedure, among the European Commis-
sion, European Parliament (EP) and the Council.20

9 Article 29 Data Protection Working Party, ‘The Future of Privacy.
Joint contribution to the Consultation of the European Commis-
sion on the legal framework for the fundamental right to protec-
tion of personal data’ (2009) 02356/09/EN, WP168, para 45
(Article 29 Working Party, ‘The Future of Privacy’).

10 ibid.

11 ibid para 46.

12 ibid.

13 ibid, para 53.

14 ibid, 3.

15 European Commission Communication, ‘Safeguarding Privacy in
a Connected World. A European Data Protection Framework for
the 21st century’ (2012) COM(2012) 9 final, 7.

16 Commission Staff Working Paper, ‘Impact Assessment’ (2012)
SEC(2012) 72 final, Annex 2. Evaluation of the Implementation of
the Data Protection Directive.

17 ibid 72.

18 European Commission, Proposal for a Regulation of the European
Parliament and of the Council on the protection of individuals
with regard to the processing of personal data and on the free
movement of such data (General Data Protection Regulation),
2012/0011 (COD), art 23.

19 ibid.

20 For an explanation on how the ordinary legislative procedure
works at EU level, see European Parliament, ‘Codecision and
Conciliation. A guide to how the European Parliament co-legis-
lates under the ordinary legislative procedure’ (December 2014)
<http://www.europarl.europa.eu/code/information/guide_en.pdf>
accessed 16 April 2018.
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In the following section we summarise discus-
sions regarding the principles of DPbD and DPbDf
during the legislative deliberations process of the
GDPR. In particular, we focus on amendments sug-
gested by the legislative bodies.We deem that under-
standing these positions facilitates interpretation of
Article 25.

2. Legislative Deliberations: Framing the
Principles of DPbD and DPbDf

In comparison to the Commission’s proposal, the EP
proposed21 to expand the scope of Data Protection
by Design obligations and make it applicable to
processors.22With processors playing an increasing-
ly important role within data processing operations,
the EP argued that DPbD requirements should ad-
dress the entire lifecyclemanagement of personal da-
ta (ie, collection, processing and deletion). The EP al-
so wanted to insert a special requirement that Data
Protection by Design should be a prerequisite for
public procurement tenders at EU level. These pro-
posals probably fell short of support at the Council
and therefore they are not reflected in the final text
of the GDPR.23

For its version of the text, the Council24 voted to
addmultiple criteria to be taken into account by con-
trollers (and only controllers) when implementing
technical and organisational measures, besides the
state of the art and the cost of implementation: ‘the
nature, scope, context and purposes of the process-
ing as well as the likelihood and severity of the risk

for rights and freedoms of individuals posed by the
processing’. By doing so theCouncil brought this pro-
vision closer to the wording of a risk-based approach
and also added to its complexity. Following recom-
mendations of national experts, the Council also in-
troduced a specific reference to pseudonymisation
as an appropriate technical measure to be applied
within the context of Article 23 of the Proposal (now
Article 25GDPR). In addition, it seems that the Coun-
cil intended to abolish the ‘by design’ element of Da-
ta Protection by Design, as its final version of Arti-
cle 23 deleted the requirement that technical and or-
ganisational measures must be taken ‘at the time of
the determination of the means for processing and
at the time of processing itself’. The Council also in-
serted a new paragraph in Article 23, stipulating that
an approved certification mechanism may be used
as an element to demonstrate compliance with the
requirements of Data Protection by Design and by
Default.25

While the added criteria (ie, the reference to pseu-
donymisation and to the certification mechanism)
appear in the final text of the GDPR as introduced by
the Council, the suggestion to delete the ‘by design’
element did not receive support during the trilogue.
Likewise, the proposal of the Parliament to extend
DPbD obligations to processors is also not reflected
in the final text of the GDPR.
However, the debate of who should be responsi-

ble for implementing DPbD and DPbDf measures is
still ongoing in the EU. Discussions concerning the
ePrivacy framework are illustrative of this unre-
solved issue.26 Observing the absence of ‘by design’

21 European Parliament, ‘Legislative resolution of 12 March 2014 on
the proposal for a Regulation of the European Parliament and of
the Council on the protection of individuals with regard to the
processing of personal data and on the free movement of such
data (General Data Protection Regulation)’ (2014)
[COM(2012)0011 – C7-0025/2012 – 2012/0011(COD)].

22 However, this was not the case with the Data Protection by
Default provision (art 23.2), as the Parliament 1st Reading main-
tained the scope of the provision limited to controllers. This is
presumably due to the lack of power of the processor to deter-
mine default options whereas this is a decision to be made by the
controller and implemented by both the controller and any
processor processing data on the controller’s behalf.

23 European Parliament and the Council, ‘Regulation (EU) 2016/679
of the European Parliament and of the Council of 27 April 2016
on the protection of natural persons with regard to the processing
of personal data and on the free movement of such data, and
repealing Directive 95/46/EC (General Data Protection Regula-
tion)’ [2016] OJ L119/1.

24 Council, ‘General approach of the Council, Proposal for a Regu-
lation of the European Parliament and of the Council on the

protection of individuals with regard to the processing of personal
data and on the free movement of such data (General Data Pro-
tection Regulation)’ (2015) Interinstitutional file 2012/0011
(COD), 9565/15.

25 The discussion of certification based on art 25.3 GDPR is beyond
the scope of this article, which rather focuses on the analysis of
the concepts and their prerogatives, than operationalisation
mechanisms of DPbD and DPbDf, such as technical standards
and certification. Read further on GDPR certification, including
the scope of certification and existing Privacy by Design certifica-
tions in: ENISA, ‘Recommendations on European Data Protection
Certification’ (2017) <https://www.enisa.europa.eu/publications/
recommendations-on-european-data-protection-certification> ac-
cessed 10 February 2018 (‘ENISA Recommendations’).

26 European Parliament and the Council, ‘Directive 2002/58/EC of
the European Parliament and of the Council of 12 July 2002
concerning the processing of personal data and the protection of
privacy in the electronic communications sector’ [2002] OJ L 201
is currently undergoing a reform process with the aim of having a
Regulation replacing it and becoming applicable on the same day
with the GDPR.
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and ‘by default’ legal requirements from the ePriva-
cy draft regulation as tabled by the Commission in
January 201727, which lies on the lex specialis rela-
tionship of the two legal instruments,28 the European
Data Protection Supervisor (EDPS) advised the legis-
lature to ‘impose an obligation on hardware and soft-
ware providers to implement default settings that
protect end users’ devices against any unauthorised
access to or storage of informationon their devices’.29

This call to extend DPbD and DPbDf obligations to
hardware and software providers, regardless of
whether they are controllers or processors, perpetu-
ates the view expressed by the Article 29 Working
Party in 2009, as mentioned above.

III. The Elements of DPbD According to
Article 25

This section carves out all of the elements embedded
in Article 25.1 in order to clarify its legal construct.
DPbD was rightfully described as ‘a new type of le-
gal concept, whereby law aligns itself with the earli-
er ethical and policy-oriented concept of Privacy by
Design’.30 At the same time, we challenge voices that
consider the principle of DPbD (often referred to as
Privacy by Design by engineers) to be a compilation
of ‘vague principles’.31

Essentially, Article 25.1 entails a positive obliga-
tion to act for the data controller. It has to implement
both organisational and technical measures in order
to ensure that the requirements of the GDPR are em-
bedded in theprocessingactivity, in aneffectiveman-
ner, at the time of initiating it as well as at its later

stages. The data controller has to do so by taking in-
to account the nature, scope and context of process-
ing and other criteria detailed in the provision.
Understanding that the content of the DPbD prin-

ciple requires implementing GDPR-specific require-
ments, with a focus on data protection principles
and the rights of the data subject, in the design of
processing operations highlights why DPbD is dif-
ferent than the concept of Privacy by Design, even
though their underlying objective is the same: em-
bedding safeguards to protect the rights of individ-
uals from the conception of a system using person-
al data. Privacy by Design is a policy goal, promoted
initially by the Privacy Commissioner of Ontario in
2009 with the proposal of seven foundational prin-
ciples32, then by the International Conference of Pri-
vacy Commissioners in 201033, and also by the Fed-
eral Trade Commission of the US (FTC) in a guid-
ance document issued in 201234. The FTC defined
the baseline principle of Privacy by Design as mean-
ing that ‘[c]ompanies should promote consumer pri-
vacy throughout their organizations and at every
stage of the development of their products and ser-
vices’.35The FCT interpretation of Privacy by Design
embraces principles that are close to the EU coun-
terparts, such as ‘data security, reasonable collection
limits, sound retention and disposal practices, and
data accuracy’.36However, these principles areword-
ed broadly and are applicable to a limited number
of sectors who are subject to substantive law provi-
sions.
By contrast, DPbD is a legal obligation, the non-

compliance with which is sanctioned with fines.37

DPbD protects the right to protection of personal da-

27 European Commission, ‘Proposal for a Regulation of the Euro-
pean Parliament and of the Council concerning the respect for
private life and the protection of personal data in electronic
communications and repealing Directive 2002/58/EC (Regulation
on privacy and electronic communications)’ [2017] COM(2017)
10 final, 2017/0003 (COD).

28 The proposal for the ePrivacy Regulation (2017) explicitly refers
to the lex specialis relationship of the ePrivacy Regulation to the
GDPR (art 3.3 of the Proposal) and clearly provides that ‘All
matters concerning the processing of personal data not specifical-
ly addressed by the proposal are covered by the GDPR’ (Explana-
tory Memorandum, 2).

29 European Data Protection Supervisor, ‘Opinion on the Proposal
for a Regulation on Privacy and Electronic Communications
(ePrivacy Regulation)’ (2017) 19.

30 Mireille Hildebrandt and Laura Tielemans, ‘Data Protection by
Design and technology neutral law’ (2013) 29 Computer law &
Security Review 509-521.

31 For example, Bygrave (n 5); Michael Veale, Reuben Binns and Jef
Ausloos, ‘When data protection by design and data subject rights
clash’ (2018) International Data Privacy Law, ipy002 <https://doi
.org/10.1093/idpl/ipy002>.

32 Ann Cavoukian, ‘Privacy by Design: The seven foundational
principles’ (The Information Commissioner of Ontario, 2009) This
was revised in 2011.

33 ‘Resolution on Privacy by Design’ (32nd International Conference
of Data Protection and Privacy Commissioners Jerusalem, Israel
27-29 October 2010).

34 FTC, ‘Protecting Consumer Privacy in an Era of Rapid Change.
Recommendations for Businesses and Policymakers’ (2012).

35 ibid 22.

36 ibid.

37 Such fines can reach up to €20 million or 4% of the global
annual turnover of the controller (GDPR, art 83).
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ta38 and the rights of all individuals whose personal
data are processed, not only consumer data. DPbD is
moulded on the structure of the GDPR, with a focus
on data protection principles under Article 5 and the
rights of individuals (ie, the data subjects) under
Chapter III.
Additionally, Article 25 GDPR entails most of the

elements present in other articles that embody the
risk-based approach, such as Article 24 on responsi-
bility of the controller and Article 35 on data protec-
tion impact assessments (DPIAs). We suggest divid-
ing the text of Article 25.1 into five elements. In the
following sections we analyse these elements using
literal interpretation and synthesising relevant schol-
arly contributions and opinions of regulators (in par-
ticular WP29). The five elements of the DPbD oblig-
ations under the GDPR include the following:
1. A positive obligation of the controller to act - he
controller… shall implement appropriate technical
and organisational measures;
2. Designed to implement data protection princi-
ples… and to integrate the necessary safeguards in-
to the processing in order to meet the require-
ments of this Regulation and protect the rights of
data subjects;
3. In an effective manner;
4. A risk-based approach - taking into account:
– The state of the art ... of the means for pro-
cessing;

– The cost of implementation;
– The nature, scope, context of processing;
– Purposes of processing;
– Risks of varying likelihood and severity for
rights and freedomsofnatural personsposed
by the processing; and

5. At the time of the determination of the means
for processing and at the time of the processing it-
self.

1. A Positive Obligation of the Controller
to Act (‘The controller… shall
implement appropriate technical and
organisational measures’)

The obligation to implement DPbD measures per-
tains only to the controller of the processing activi-
ty, despite calls during the legislative process to ex-
tend the obligation to processors. Given that proces-
sors are always the ones closest to the data and the

processing activity, it would have made sense to ex-
tend this obligation to them as well. Even though not
addressed by the provision, precisely because proces-
sors are the ones closest to the data being processed,
they will have to implement DPbD-related measures
in order to support controllers’ compliance with Ar-
ticle 25. This is a logical consequence of GDPR,which
requires controllers to only use processors ‘provid-
ing sufficient guarantees to implement appropriate
technical andorganisationalmeasures in such aman-
ner that processing will meet the requirements of
this Regulation and ensure the protection of the
rights of the data subject’.39Additionally, Article 83.2
of the GDPR establishing the administrative fines for
non-compliance with the Regulation, provides at
point d) that when deciding the amount of the fine,
DPAs must take into account ‘the degree of respon-
sibility of the controller or processor taking into ac-
count technical and organisational measures imple-
mented by them pursuant to Articles 25 and 32’ (our
emphasis).
TheobligationunderArticle25.1 is apositiveoblig-

ation to act. The core DPbD obligation of the con-
troller is ‘to implement appropriate technical and or-
ganisational measures’. This means that it is also an
obligation of result. To be compliant the necessary
measures must implemented and achieve Data Pro-
tection by Design.40

It is essential to understand the link between ‘risks
to rights and freedoms’ and ‘appropriate technical
and organisational measures’. As per Hildebrandt
and Tielemans, the use of the word ‘appropriate’ im-
plies the contextual and dynamic nature of Article
25 and the principle of Data Protection by Design.41

In practice, this means that what is appropriate
changes and depends on the identified risk. Con-
trollers are responsible for identifying risks associat-

38 For a differentiation between the right to privacy and the right to
the protection of personal data see, for instance, Christopher
Docksey, ‘Four fundamental rights: finding the balance’ (2016)
6(3) International Data Privacy Law 195-209; Paul De Hert and
Serge Gutwirth, ‘Data protection in the case law of Strasbourg
and Luxemburg: constitutionalisation in action’ in Serge
Gutwirth et al (eds), Reinventing Data Protection? (Springer
Science 2009).

39 GDPR, art 28.1.

40 For a differentiation between obligations of result and obligations
of best efforts, see Gabriella Zanfir, ‘Tracing the Right to be
forgotten in the short history of data protection law: The ‘New
Clothes’ of an Old Right’ in Serge Gutwirth et al (eds), Reforming
European Data Protection Law(Springer 2013) 227-249.

41 Hildebrandt and Tielemans (n 31).
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ed with the processing. They also have the discretion
to choose the appropriate technical and organisation-
al measures. What appropriate technical and organ-
isational measures could include is also discussed in
the context of security obligations (Article 32 GDPR),
yet the exact meaning of this phrase in the context
of DPbD principle is not wholly clear.42 In principle,
controllers are allowed to choose the measures they
consider appropriate for the purposes of Article 25.
The Regulation helps with providing an example of
such an appropriate measure under Article 25.1 ―
pseudonymisation.43 Additionally, Recital 78 enu-
merates othermeasures that can be taken for the pur-
poses of both DPbD and DPbDf ‘inter alia’ (our em-
phasis): ‘minimising the processing of personal da-
ta’, ‘transparency with regard to the functions and
processing of personal data’, ‘enabling the data sub-
ject tomonitor thedataprocessing’, ‘enabling the con-
troller to create and improve security features’. But
the controller is not under an obligation to use these
specific measures, as they are only indicated as ex-
amples. The GDPR prescribes an obligation for tech-
nicalmeasures for processing operations. It is not im-
portant which technical measures are implemented,
as long as they are appropriate to achieve the intend-

ed result44 ― respond to the risks arising from the
processing activities.

a. Technical and Organisational Measures

Some useful guidance in terms of what could consti-
tute appropriate technical and organisational mea-
sures for the purposes of DPbDwas published by the
European Union Agency for Network and Informa-
tionSecurity (ENISA) in January201545. For instance,
ENISA recommends eight privacy design strategies,
accompanied by operational design patterns, build-
ing on the work of Hoepman46. The ENISA study al-
so includes examples of certain technical and organ-
isational measures that could be specific for DPbD
obligations, without any effect whatsoever on data
security or data breaches.47

While it can be argued that the ‘appropriate tech-
nical and organisational measures for security’ un-
der Article 32 GDPR and the ‘appropriate technical
and organisational measures for DPbD’ under Arti-
cle 25.1 cannot be differentiated, the fact is that the
legislator did not give any indication that this should
be the case. On the contrary, the measures referred
to under Article 32 GDPR are given as example
specifically to achieve the purpose of ensuring secu-
rity of processing. For instance, they refer to tools
reducing probability of cyber threats, restoring the
availability of systems in case of a physical incident
or to ensuring the ‘resilience’ of systems [Article 32.1
(b) and (c)] ― measures from data security hand-
books48. Even with providing such detailed exam-
ples, the legislator leaves it open to the controller
(and to the evolution of IT and of privacy engineer-
ing) to use othermeasures, by specifying that the ex-
amples provided are relevant ‘inter alia’. The same
goes for Article 25.1, where the legislator only refers
to one example ― pseudonymisation, leaving the
measures to the choice of the controller, but only as
long as they are ‘appropriate’ to achieve the result of
Data Protection by Design and provided they actual-
ly achieve it (obligation of result). A measure can be
both technical and organisational. For example, con-
sidering the way the GDPR defines ‘pseudonymisa-
tion’, it implies that pseudonymisation has not only
to be technically implemented indata protection sys-
tems, but also to result in organisational measures,
such as management of access rights for the person-
nel that has access to the key of the pseudonymised
data.49

42 The GDPR in art 24 (the responsibility of the controller) requires
that appropriate technical and organisational measures are ‘re-
viewed and updated where necessary’.

43 Recital 28 of the GDPR notes that ‘the application of pseudo-
nymisation to personal data can reduce the risks to the data
subjects concerned and help controllers and processors to meet
their data-protection obligations’.

44 See s III.2 of this article.

45 ENISA, ‘Privacy and Data Protection by Design - from privacy to
engineering’ (Report, 2014) (‘ENISA Report’).

46 Jaap-Henk Hoepman, ‘Privacy design strategies’ (Proceedings, ICT
Systems Security and Privacy Protection - 29th IFIP TC 11 Interna-
tional Conference, SEC 2014, 446–459).

47 In fact, it is in the interest of controllers to implement appropriate
technical and organisational measures (and be able to demon-
strate that) as this may reduce their obligations in certain situa-
tions. For example, if a controller can prove that it has taken
appropriate technical and organisational measures to the risk of
the data processing, then it is no longer obliged to contact indi-
viduals’ whose personal data was subjected to a data breach
(even though this breach may have resulted in a high risk to the
rights and freedoms of natural persons).

48 See, for instance, NIST, ‘Framework for Improving Critical Infras-
tructure Cybersecurity’ (2014) Version 1.0, 9, 21, and subcatego-
ry ID.BE-5 of the Framework.

49 GDPR, art 4(5): ‘the processing of personal data in such a manner
that the personal data can no longer be attributed to a specific
data subject without the use of additional information, provided
that such additional information is kept separately and is subject
to technical and organisational measures to ensure that the
personal data are not attributed to an identified or identifiable
natural person’.
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2. ‘Designed to implement data
protection principles... and to
integrate the necessary safeguards into
the processing in order to meet the
requirements of this Regulation and
protect the rights of data subjects’

If the positive obligation of the controller to imple-
ment appropriate technical and organisational mea-
sures lies at the heart of DPbD, then the requirement
for thesemeasures to be ‘designed’ in such away that
they ‘implement data protection principles’ and they
‘integrate the necessary safeguards into the process-
ing’ activity can be considered to provide quality re-
quirements, sometimes referred to as non-function-
al requirements. This obligation should be executed
with the purpose to ‘meet the requirements of this
Regulation’ (GDPR) and to ‘protect the rights of the
data subject’. This is a longer, complicatedway to con-
vey a message than saying that the appropriate mea-
sures must be designed to ensure compliance with the
GDPR.
Looking at this DPbD obligation in its bare state,

beyond the plethora ofwords, reveals that theweight
of the entire Regulation was put on the shoulders of
Article 25.150. Specifically, the appropriate measures
must address: (i) the data protectionprinciples as list-
ed in Article 5 of the GDPR; (ii) the rights of the da-
ta subject and (iii) the requirements of the GDPR, in
general.
The data protection principles recognised in the

GDPR and referred to in Article 25.1 are lawfulness,
fairness and transparency; purpose limitation; data
minimisation; accuracy; storage limitation; integri-
ty and confidentiality; accountability51. While the
wording of Article 25.1 only specifically gives the ex-
ample of data minimisation (‘such as data minimisa-
tion’), it is clear from the general formulation ‘imple-
ment data protection principles’ that the appropriate
measures must refer to all the data protection prin-
ciples recognised in the GDPR.
Theprinciple of dataminimisation seeks to ensure

that personal data processing is limited only to the
amount of data that is strictly necessary to attain the
purpose(s) of the processing. Indeed, this principle
can easily be achieved by embedding technical mea-
sures in the processing activity. Guidance issued by
the German DPAs further specified data minimisa-
tion has to be proactively applied:

[s]tarting with the design of information technol-
ogy by themanufacturer and its configuration and
adaptation to the operating conditions, to its use
in the core and auxiliary processes of the opera-
tion, for instance in the maintenance of the sys-
tems used; from the collection of personal data,
through its processing and use, to its erasure or
complete anonymisation; throughout the entire
lifecycle of the data.52

This means that when the DPAs recommend imple-
menting the data minimisation principle through
the entire lifecycle of the data, they refer to the con-
figuration of systems and their ‘adaptation’ to the
specific operating conditions of a certain processing
activity, indicating that this must be an ongoing
process.
The appropriate measures adopted by controllers

underArticle 25.1must also ‘integrate necessary safe-
guards’ to protect the rights of the data subject. Both
technical and organisational measures must be tak-
en in order to integrate necessary safeguards for pro-
tecting the right to information (notice), the right of
access, the right of erasure (to be forgotten), the right
to restriction of data, the right to data portability, the
right to object and the right not to be subject to pro-
filing and automated decisionmaking. In practice, at
the moment of setting up a processing activity (see
Section III.5), the controller must already acknowl-
edge all the different types of rights individuals will
have with regard to that activity. At the same time,
the controller must already envision mechanisms to
provide transparency towards the data subject and
to provide control to the data subject over their own
data, within the limits of the Regulation.
Finally, Article 25.1 also refers to integrating nec-

essary safeguards ‘to meet the requirements of this

50 Recital 78 solidifies this conclusion by using a general statement:
‘The protection of the rights and freedoms of natural persons with
regard to the processing of personal data require that appropriate
technical and organisational measures be taken to ensure that the
requirements of this Regulation are met’, followed by the recogni-
tion that ‘in order to be able to demonstrate compliance with this
Regulation, the controller should adopt internal policies and
implement measures which meet in particular the principles of
Data Protection by Design and data protection by default’ (our
emphasis).

51 GDPR, art 5.

52 Conference of the Independent Data Protection Authorities of the
Bund and the Länder in Kühlungsborn on 9-10 November 2016,
‘The Standard Data Protection Model. A concept for inspection
and consultation on the basis of unified protection goals’ (2016)
10.
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Regulation’. This general formulation ismeant to cov-
er all the other GDPR requirements than the ones
that result from Article 5 and Chapter III. It would
be futile to enumerate them all here. What is impor-
tant is to acknowledge thatwhen an organisation has
the intention to use personal data in any way it is
obliged to visualise the processing activity in detail,
to consider all GDPR requirements and, most impor-
tantly for the purposes of Article 25.1, to put in place
both technical and organisational measures that in-
tegrate safeguards into the envisaged activity in or-
der to ensure compliance with the GDPR.

3. ‘In an effective manner’

Effectiveness, whose literal meaning is ‘producing a
decided, decisive, or desired effect’53, is at the core of
the GDPR and it relates to the proportionality prin-
ciple. The ultimate goal of ‘effectiveness’ in the con-
text of data protection is to ensure ‘effective protec-
tion of personal data throughout the Union’.54 The
Court of Justice of the EU (CJEU) has given a signif-
icant weight to the principle of effectiveness in data
protection, when it was called to interpret EU data
protection law. For instance, provided that the under-
lying goal of Directive 95/46/EC was to ensure effec-
tive and complete protection of personal data, the
CJEU interpreted the notion of ‘data controller’ to al-
so include an internet search engine, in Case C-131/13
Google v AEPD.55

Many principles are designed to be adapted to the
specific organisation processes and structures hav-
ing in mind specific features of data processing sys-
tems and digital assets used for supporting them. It
can be argued that Article 25 borrows the term ‘ef-
fectiveness’ from the risk management school. Even

if this term is highly contested, it can be expected
that it will allow challenging controllers’ claims over
appropriate technical and organisational measures.
Automated, semi-automated or manual controls
have to be installed directly inside processes and sys-
tems that involve personal data. In this context, the
effectiveness principle becomes a parameter for un-
derstanding, measuring and demonstrating56 if con-
trols are properly designed for adapting general da-
ta protection principles in specific systems or
processes.
Reflecting on additional information provided in

Recital 78,whenmeasuring effectiveness, the follow-
ing questions could be asked: how are personal data
processed for ensuring that processing activities are
conducted lawfully, fairly and in a transparent man-
ner in relation to the data subject? How are person-
al data collected for being fully linked to specified,
explicit and legitimate purposes and for not being
further processed in a manner that is incompatible
with those purposes? How are personal data collect-
ed and processed for being adequate, relevant and
limited towhat is necessary in relation to the purpos-
es for which they are processed? How does the con-
troller ensure that personal data are accurate and,
where necessary, kept up to date? How does the con-
troller verify that personal data are kept in a form
which permits identification of data subjects for no
longer than what is necessary for the purposes for
which the personal data are processed? Which spe-
cific measures the controller has put in place for en-
suring that personal data are processed in a manner
that ensures appropriate security of the personal da-
ta? Answers to these questions have to be evaluated
oneffectivenesscriteria inorder tounderstandwhere
further improvements are necessary. Certainly, mea-
suring effectiveness will be contextual and will de-
pend on the nature, context and scope of the process-
ing. Moreover, it requires a professional judgement
made by data protection experts, including both le-
gal and technical experts with risk management
skills. A model for the measurement of the effective-
ness is highly likely to morph out from business best
practices and to be then approved by DPAs inside da-
ta protection certification mechanisms,57 as defined
by Articles 24, 25.3 and 42 GDPR. While this may
have some advantages, we should consider the role
that data subjects and DPAs should play with a view
of evaluating effectiveness of appropriate technical
and organisational measures.

53 Merriam-Webster Dictionary <https://www.merriam-webster.com/
dictionary/effectiveness> accessed 26 April 2018.

54 GDPR, recital 11.

55 Case C-131/12 Google Spain SL and Google Inc v Agencia
Española de Protección de Datos (AEPD) and Mario Costeja
González [2014] EU:C:2014:317, para 34.

56 This concept is strictly related to the Accountability principle as
defined in art 5, para 2 of the GDPR.

57 For example, the International Organization for Standardization
has drafted several international standards related to privacy in
information technologies (such as the ISO/IEC 29100:2011). Such
standards that still need to be refined with privacy countermea-
sures and scale for assessing the effectiveness of controls to be
taken into consideration ‘at the time of the determination of the
means for processing and at the time of the processing itself’.
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Ultimately, in terms of enforcement, the require-
ment that the DPbD technical and organisational
measures must be effective will be the one that al-
lows supervisory authorities to measure compliance
with DPbD obligations58. It is also the legal require-
ment that indicates the DPbD obligation is one ‘of re-
sult’ and not one of ‘best efforts’.

4. Risk-based Approach

Article 25.1 requires controllers to consider and de-
velop knowledge about different elements embed-
ded in the DPbD principle when designing specific
data protection safeguards andwhenmonitoring the
data processing operation.WP29 noted that ‘[t]he so-
called ‘risk-based approach’ is not a new concept’
since it was already well-known under Directive
95/46/EC.59 WP29 suggested that rudiments of risk-
based approach can be found in Articles 17 and 20 of
Directive 95/46/EC, respectively addressing security
obligations and the DPA prior checking procedure.
As per Gellert, who builds on the school of regulato-
ry scholars, namelyBlack andBaldwin, the risk-based
approach is knowledge intensive and requires to ex-
plore risks associatedwith different elements, in par-
ticular the nature, scope, context of the processing.60

In particular Gellert, suggests that two elements,
namely ‘[k]nowledge and the collection thereof play
a central role to any activity concerned with manag-
ing risk’.61

In more practical terms, it could be suggested that
‘taking into account’ requires controllers to engage
in a thought exercise and enquire into different ele-
ments associated with the processing that may trig-
ger a certain risk (eg, context and nature of personal
data, risks to rights). To this end, controllers should
consider different scenarios that could play out as a
result of the processing of personal data. As a first
step, in this case would be the exercise during which
a controllerwouldgenerateknowledgeabout thepro-
cessing (eg, define purpose(s) of the processing and
types of data that are needed to attain the foreseen
purposes). We suggest that ‘taking into account’ as a
good practice would not only include weighing all
the elements that are listed in Article 25 but also the
documentation obligation foreseen in Article 30 of
the GDPR.
Article 30 requires that controllers or their repre-

sentatives ‘maintain a record of processing activities

under its responsibility’.62 This record should in-
clude information relevant for the processing of per-
sonal data, such as the name and contact details of
the controller, the purposes of the processing; a de-
scription of the categories of data subjects and of the
categories of personal data; the categories of recipi-
ents to whom the personal data have been or will be
disclosed including recipients in third countries or
international organisations; and if possible it should
also include a general description of the technical
and organisational security measures.63 This obliga-
tion is applicable only to certain controllers. In par-
ticular, Article 30 foresees that record keeping oblig-
ations do not apply to an entity employing fewer
than 250 persons. This limitation is conditional and
applies only if the foreseen processing is not likely
to result in a risk to the rights and freedoms of data
subjects.Whilemaking a decisionwith regard to the
documentation of data processing operations aswell
as data governance controller should consider (eg,
to keep documentation of a certain decision) that
thismay ease the obligation to demonstrate that pro-
cessing is performed in compliance with the GDPR
foreseen in Article 24 on the responsibility of con-
troller.

a. ‘The state of the art…of the means for
processing’

In the most literal sense, the ‘state of the art’ means
‘the level of development (as of a device, procedure,
process, technique, or science) reached at any partic-
ular time usually as a result of modern methods’.64

For example, the latest version of a smartphone can
be considered to be the be state of the art, meaning
that it includes the latest available technology.

58 Recital 11 GDPR promoting effective data protection, also refers
to effective enforcement as a component of it.

59 Article 29 Data Protection Working Party, ‘Statement on the role
of a risk-based approach in data protection legal frameworks’
(2014) WP218 (Article 29 Working Party, ‘Statement on the role
of a risk-based approach’).

60 Raphael Gellert, ‘Data protection: a risk regulation? Between the
risk management of everything and the precautionary alternative’
(2015) 5(1) International Data Privacy Law 15.

61 ibid, 7.

62 GDPR, art 30.1.

63 ibid.

64 Merriam-Webster Dictionary <https://www.merriam-webster.com/
dictionary/state%20of%20the%20art> accessed 26 April 2018.
.
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In the context of Article 25 of the GDPR, we rec-
ognize that elements included and tamed within the
risk-based approach, such as ‘state of the art’, are of
a contextual nature. We suggest that ‘the state of the
art… of the means for processing’ imposes a quality
requirementwithinmanagement of uncertainties re-
lated to the processing of personal data. We are in-
clined to argue that ‘the state of the art’ should not
be regarded as a vague concept, but rather as a bench-
mark requiring controllers to explore themost recent
developments and knowledge associated with data
processing. Thismay include technical solutions and
organisational practices. Gathering knowledge and
information about the ‘state of the art’ requires con-
trollers to keep up to speed with various relevant de-
velopments in various fields, such as standardization
(eg, regional or international standards), technology
(eg, software and hardware solutions), cybersecurity
(eg, data vulnerabilities, cyber threats), and research
techniques (eg, medical research or biobanking). It
can be suggested that this exercise of getting updat-
ed constitutes the learning or the ‘collection’ phase.65

This phase provides controllers with discretion to
choose which available measures in the market are
the best suited (appropriate to the risk level) for their
particular case of personal data processing. As the
‘taking into account’ criteria has to be fulfilled at the
inception of the processing, thus prior to processing,
as well as at its later stages, we deem that the ‘collec-
tion’ phase has to be exercised on a regular and con-
tinuous basis.

b. ‘The cost of implementation’

Obviously, ‘the cost of implementation’ requires con-
trollers to consider costs associated with the state of

the art of organisational and technical measures
available in the market for their foreseen processing
operation. Different types of personal data process-
ing aswell as different contexts inwhich the process-
ing takes places may require deploying different or-
ganisational and technicalmeasures/features that are
available in the market. While considering appropri-
ate measures controllers should go beyond themere-
ly cost-benefit analysis and consider measures that
are proportionate to the risks associatedwith the pro-
cessing of personal data and controllers’ available re-
sources. The GDPR does not require controllers to
spend a certain percentage of the investment on ‘ap-
propriate’ organisational and technical measures.
The exact amount that is invested in these measures
should depend on the nature, scale, context of the
processing as well as on information sets that are go-
ing to be processed. Some suggest that this amount
should reach about 37% of the expected loss that
could result from a cybersecurity breach, but in prac-
tice, unfortunately it is much lower.66

c. ‘The nature, scope, and context of processing’

When determining appropriate technical and organ-
isational measures, Article 25 GDPR requires to con-
sider the nature of a particular data processing oper-
ation. This phrase is used on several instances in the
GDPR but it is not wholly clear what ‘the nature of
the processing’ stands for. The first reference to the
nature of processing can be found in Article 20 of the
Data Protection Directive, which foresaw that prior
checking should be carried out not only where spe-
cific risks to the rights and freedoms of data subjects
are anticipated but also where Member States adopt
legislative acts governing the nature of the process-
ing.67 Then, WP29, in its statement on a risk-based
approach, explained that ‘due regard [has to be paid]
to the nature and scope of such processing’ as the
two elements constitute an integral part of the appli-
cation of data protection principles.68WP29 also not-
ed that the two ‘are inherently scalable’.69

There is a difference between the concepts ‘nature
of processing’ and ‘nature of data’. The latter requires
controllers to considerwhat typeofdata theyprocess.
In principle, the GDPR follows the same rationale
embedded in the Data Protection Directive - all per-
sonal data can be divided into two categories: per-
sonal data and special categories of personal data.70

It is considered that determining the nature of the

65 Gellert (n 61).

66 Lawrence A Gordon, Martin P Loeb and Lei Zhou, ‘Investing in
Cybersecurity: Insights from the Gordon-Loeb Model’ (2016) 7(2)
Journal of Information Security 49-59.

67 Directive 95/46/EC, art 20.

68 Article 29 Working Party, ‘Statement on the role of a risk-based
approach’ (n 60).

69 ibid.

70 The GDPR clarifies the concept of ‘personal data’ by including
references to an identification number, location data, an online
identifier and genetic identity. At the same time, the GDPR
introduces new/different types of personal data, including genetic
data, biometric data, and data concerning health. Determining
the sensitivity of personal data is a key factor when choosing
appropriate organisational and technical measures.
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data is significant when determining the context of
the processing.
Therefore, we are inclined to believe that the na-

ture of the processing refers to the intrinsic features
of the processing. In other words, the nature of the
processing requires to consider the way processing
of personal data is carried out. To determine the na-
ture of the processing the controllers could raise the
following questions: what means are used for the
processing operation (eg, automated)? Is the process-
ing going to result in profiling of individuals thatwill
allow evaluating the personal aspects relating to an
individualwhosedata are beingprocessed?Are there
any third parties that are included in the processing?
Is the processing carried out by a cloud-based infra-
structure? Does the processing include aggregation
of data sets? Is the processing activity performedout-
side the EU?

The scope requires to consider the amount of da-
ta that is going to be processed.71 It is an important
consideration to make because its findings may re-
sult in additional obligations. For example, in cases
where the processing of personal data may include
large scale processing of special categories of data,
the controller is obliged to conduct a DPIA. While
recognizing that anticipating or knowing the scope
of the operations may be difficult to know before
launching the processing (eg, in case of a new app),
we think that controllers should consider various sce-
narios a priori.
The ambiguity embedded in the word ‘scope’ al-

lows for its different interpretation. Inparticular, one
can consider the term ‘scope’ to be very close to the
term ‘context’ of the processing activities. This view-
point forces the data controller to consider the envi-
ronment where personal data are processed. For ex-
ample, itmight be noted that different requirements,
and obligations apply for household activities or in
open information environments, in different mater-
ial72 or territorial73 scopes or in public or private en-
tities due to different level of risks. Therefore,we sug-
gest that the ‘scope’ forces the data controllers to con-
sider the processing activities from a holistic point
of view taking into account various environmental
aspects.

The context in which the processing takes place is
also of great relevance when determining what are
appropriate technical and organisational measures.
For example, in situations where ‘the core activities
of the controller or the processor consist of process-

ing operations […] which require regular and system-
atic monitoring of data subjects on a large scale’ con-
troller (as well as processors) are required to appoint
aData ProtectionOfficer (DPO).74 In otherwords this
means, that in case of large scale surveillance sys-
tems, controllers should appoint a DPO.WP29, in its
Opinion8/2010 onapplicable law, explained that con-
text of the processing is determined by the nature
and place of normal activities and ‘not the place
where data are sent or located’.75 Other details cru-
cial for the context could include: an employment sit-
uation, the processing of children’s data or health re-
lated data. These contextual details may raise the bar
for the appropriate technical andorganisationalmea-
sures in comparison to processing operations in oth-
er sectors or contexts.
The three elements, namely the scope, nature and

context should always be considered cumulatively in
order to determine the context of the processing.76

These elements are contextual and they complement
each other and to some extent they overlap. For ex-
ample, eGovernment applications or cloud based so-
lutions may provide certain nature of the processing
aswell as allow for rather precise estimates about the
scale of the processing, such as the processing on the
cloud based solutions can be easily scalable whereas
eGovernment services will aim at processing person-
al data of citizens and residents of a particular coun-
try or region. The processing that entails pseudo-
nymised datamay provide for specific nature or con-
text of the processing. As the three elements are not
cut in stone andmay change throughout the process-
ing operation, they need to be (re)evaluated on a reg-
ular basis. ENISA suggests focusing on one of these
elements when developing a data processing strate-
gy.77

71 For example, see: Article 29 Data Protection Working Party,
‘Guidelines on Personal data breach notification under Regula-
tion 2016/679’ (2018) WP250rev.01, 33.

72 GDPR, art 2.

73 GDPR, art 3.

74 GDPR, art 37.1(b).

75 Article 29 Data Protection Working Party, ‘Opinion 8/2010 on
applicable law’ (2010) WP179, 16.

76 Article 29 Data Protection Working Party, ‘Guidelines on Data
Protection Impact Assessment (DPIA) and determining whether
processing is “likely to result in a high risk” for the purposes of
Regulation 2016/679’ (2017) WP 248 rev.01, 17.

77 ENISA Report (n 46).



EDPL 2|2018 13Data Protection by Design and by Default

d. ‘Purposes of processing’

When determining appropriate technical and organ-
isational measures controllers should consider what
is the purpose of the processing and why this pro-
cessing activity is necessary. Article 5.1(b) of the
GDPR requires controllers to ensure that personal da-
ta are ‘collected for specified, explicit and legitimate
purposes and not further processed in amanner that
is incompatible with those purposes’. Consequently,
purpose specification is considered to be the corner-
stone of the EU data protection framework.WP29 in
its Opinion on purpose limitation has further ex-
plained that the purpose of the processing has to be
clear, specific and at the same time to provide rele-
vant details of the processing..78 It has also deduced
that identification of purposes of the processing is a
precondition for the identification of appropriate
safeguards, including technical and organisational
measures. Furthermore, WP29 argued that by defin-
ing purposes of the processing, the controller sub-
mits himself to the law and limits the use of the col-
lected data.79WP29 recommended that the internal
purpose specification process is documented.80

e. ‘The risks of varying likelihood and severity for
rights and freedoms of natural persons posed
by the processing’

The use of the term ‘risk’ sparked discussions on its
meaning within the GDPR among different stake-
holders, including practitioners, policy makers, aca-
demics, engineers, and representatives of data pro-
tection authorities as well as civic society organisa-
tions. The GDPR in Articles 23 – 31, that outline gen-
eral obligations (ie, Sections 1 of Chapter IV), refers
to ‘risks’ in general. Whereas in the subsequent Ar-
ticles 34, 35 and 36 the GDPR refers to ‘high risks’.
This differentiation is significant because it means
that any processing of personal data should be sub-
ject to the principles of Data Protection by Design
and Default. Only processing that entails high risk
requires to conduct a DPIA.81 Following up on this
observation, we deduce that ‘the risks of varying like-
lihood and severity’ in Article 25 refer to any risks
arising from the processing of personal data.82

Black has observed that regulating risks as well as
regulators’ attempts to mitigate risks have become
common practice, even though there is no common
understanding of the term ‘risk’.83 Not surprisingly,
the GDPR also regulates several aspects of the pro-
tection of the right to personal data protection
‘through’ risk. However, there is little consensus
about how to define risk of the processing. While
some scholars suggest that risk can be put in certain
formulas and expressed as objective and subjective
risk,84 it seems that Article 25 builds on Slovic’s ob-
servations that ‘risk does not exist ‘out there’, inde-
pendentofourmindsandcultures,waiting tobemea-
sured’.85 In particular, it requires considering the im-
pact of the personal data processing operations to in-
dividuals’ rights and freedoms.
Perhaps what is the most important here is to un-

derstand that the concept of ‘risk to the right’ can be
approached from different perspectives and dimen-
sions. For example, van Dijk et al argue that the dif-
ferent modalities of ‘risk to the right’ include: 1) gov-
ernmental perception of risk vs. right; 2) organisa-
tions’ perception of a right as a risk; 3) case law strik-
ing balance between different rights and risks, usu-
ally on the basis of the proportionality principle; and
4) risk perception by civil society or the general pub-
lic at large.86 Van Dijk et al also suggest that the per-
ception of risk should be based on the commutative
understanding of different risks as relying on a par-

78 Article 29 Data Protection Working Party, ‘Opinion 03/2013 on
purpose limitation’ (2013) WP203.

79 ibid.

80 ibid.

81 Art 35 of the GDPR also provides further specification as to the
meaning of ‘high risks’.

82 Paul Slovic and Elke U Weber explain that risk can be understood
in the following way: 1) risk as a hazard: ‘Which risks should we
rank?’, 2) risk as probability: ‘What is the risk of getting AIDS
from an infected needle?’, 3) risk as consequence: ‘What is the
risk of letting your parking meter expire?’, 4) risk as potential
adversity or threat: ‘How great is the risk of riding a motorcycle?’.

83 Julia Black, ‘The role of risk in regulatory processes’ in Robert
Baldwin, Martin Cave, and Martin Lodge (eds), The Oxford Hand-
book of Regulation (Oxford University Press 2010).

84 Following Knights’ seminal work in finance theory dating from
1920s, risk is conventionally measured according to the following
formula: Risk = Impact (ie, magnitude of adverse conse-
quences)*Perceived probability. Also see Baruch Fischhoff,
Stephen Watson and Chris Hope, ‘Defining risk’ , (1984) 17(2)
Policy Sciences 123. Based on Black ibid. Adrian Munteanu,
‘Information Security Risk Assessment: The Qualitative Versus
Quantitative Dilemma. Managing Information in the Digital
Economy: Issues & Solutions’ (Proceedings of the 6th Internation-
al Business Information Management Association (IBIMA) Confer-
ence, 19-21 June 2006) 227-232 <https://ssrn.com/abstract
=917767> accessed 16 April 2018.

85 Paul Slovic and Elke U Weber, ‘Perception of Risk Posed by
Extreme Events’ (Center for Decision Sciences (CDS) Working
Paper Columbia University, 2002).

86 Niels Van Dijk, Raphaël Maurice Gellert and Kjetil Rommetveit,
‘A risk to a right? Beyond data protection risk assessments’ (2015)
Computer Law & Security Review: 1-21.
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ticular approach, eg, scientific or technical knowl-
edge, may represent a limited or biased understand-
ing of risks.87 This interpretation aligns with the
scholarly literature studying risk perception.88

More clarification on the phrase ‘risk to a right’ is
brought byWP29. In its document explaining a risk-
based approach, WP29 notes that
risks, which are related to potential negative im-
pact on the data subject’s rights, freedoms and in-
terests, should be determined taking into consid-
eration specific objective criteria such as the na-
ture of personal data (e.g., sensitive or not), the cat-
egory of data subject (e.g., minor or not), the num-
ber of data subjects affected, and the purpose of
the processing.89

WP29 highlights that while the phrase ‘rights and
freedoms’, primarily concerns the rights to privacy
and protection of personal data of individuals, con-
trollers should take intoaccountother rights thatmay
be crammed by the processing.90

4. ‘At the time of the determination of the
means for processing and at the time
of the processing itself’

The positive obligation in Article 25.1 must be exe-
cuted ‘at the time of the determination of the means
for processing and at the time of the processing it-
self’.91 This means that, in practice, controllers are
required to consider the principle of Data Protection
by Design throughout the data management cycle.
First, controllersmust take appropriate technical and
organisational measures to implement the principle
of Data Protection by Design at the time of making
a decision about the launch of a system and its secu-
rity measures. Second, they will have to do so also at
the later stages, throughout the processing activity.
Therefore, controllers should consider obligations
arising fromDPbD also after the processing has been
initiated. This, to some extent, further strengthens
DPbD as a general principle that applies to future as
well as ongoing data processing operations. It can be
speculated that the regulators opted in for this word-
ing to ensure that controllers that have personal da-
ta processing operations running still consider and
adhere to this principle.
Furthermore, the ‘taking into account’ element of

DPbD reflects the proportionality principle, which

inherently provides for flexibility as regards the out-
comes. Indeed, many of the elements included in the
risk-based approach require analysing the context of
processing which may be subject to change under
different circumstances.

5. Interim Conclusion

On the one hand, this section has ‘demystified’ the
DPbDprinciple by deconstructing it into enforceable
elements, but on the other hand, it showed how com-
plex complyingwithDPbDobligations (andultimate-
ly enforcing them) can be in practice. Our analysis
demonstrated that, in a way, the entire weight of the
GDPR rests on the ‘shoulders’ of Article 25.1. This
does not, however, mean that complying with the re-
quirements of the GDPR suffices to be DPbD compli-
ant. But it couldmean, theoretically at least, that com-
plying with the DPbD principle is the key for the
GDPR compliance in general.
We argued that essentially, Article 25.1 entails a

positive obligation to act for the controller, in the
sense of implementing both state of the art organi-
sational and technical measures, to ensure that the
requirements of the GDPR are embedded in the pro-
cessing activity, in an effective manner (it is also an
obligation of result), both at the time of initiating the
processing activity and throughout it. The controller
has to do so by taking into account the nature, scope
and context of processing and other criteria detailed
in the provision. The analysis also pointed out that,
while not directly liable under Article 25.1, proces-
sors will have to comply with DPbD obligations by
virtue of the nature of their activity and as a conse-
quence of their obligations under Article 28 of the
GDPR.
The controller (and, where applicable, the proces-

sor) has the freedom to choose appropriate technical

87 ibid.

88 Donald MacGregor and Paul Slovic, ‘Perceived acceptability of
risk analysis as a decision-making approach’ (1986) 6(2) Risk
Analysis 245–256, 218; Paul Slovic, ‘Informing and educating the
public about risk’ (1986) 4 Risk Analysis 403–415; Paul Slovic,
Baruch Fischhoff and Sarah Lichtenstein, ‘Why study risk percep-
tion? (1982) 2 Risk Analysis 83–93.

89 Article 29 Working Party, ‘Statement on the role of a risk-based
approach’ (n 60).

90 ibid.

91 GDPR, art 25.
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and organisational measures, as long as they are ad-
equate and effective in achieving objectives of DPbD.
We argued that, in any case, ‘the appropriate techni-
cal and organisational measures’ under Article 25.1
GDPR may very well be different than the ones re-
quired by Article 32 GDPR.
Our observations allow concluding that indeed, in

order to implement the principle of Data Protection
by Design, controllers have to be proactive and eval-
uate risks of the processing operation as well as con-
tinuously learn about developments in the field of
personal data protection. We agree with Irion and
Luchetta who noted that the DPbD as a ‘solution has
the charm’ by emphasizing that ‘with the increasing
sophisticationof theprocessingofpersonaldata, con-
trollers can also be expected to take more advanced
steps to ensure compliance’.92 When implementing
this principle the main challenge will be the estab-
lishment of meaningful thresholds for a risk-based
regulation as it entails numerous interdependent el-
ements.93

In the sense that DPbD further strengthens the
core principles set forth in Article 5 of the GDPR, we
also agree with Gellert who suggests that the princi-
ple of Data Protection byDesign has been introduced
not only to manage the risk inherent in the process-
ing operations, but also to overcome shortcomings
of the traditional EU data protection principles.94

Lastly, partially in line with the van Dijk et al sugges-
tion that ‘privacy-by-design or data protection-by-de-
sign of which the latter is introduced in the proposed

Data Protection Regulation as the follow-up of the
data protection impact assessment and based on its
results’, we argue that the principle of Data Protec-
tion by Design should be seen in the continuum of
the other legal obligations stemming from the
GDPR.95

IV. Data Protection by Default

1. Two Interrelated yet Distinct
Concepts: Data Protection by Design
and Data Protection by Default

Before delving intoArticle 25.2 of the GDPR, it is nec-
essary to draw a line between the legal concepts of
Data Protection byDesign andData Protection byDe-
fault. The text of the GDPR is of little help in this re-
spect.
The legislator uses the phrase ‘principles of Data

Protection by Design and by Default’ in the text of
the GDPR without differentiating between the two
legal obligations.96 Recital 78 provides an explana-
tion of the DPbD principle as well as the stages dur-
ing which it should be considered and then refers to
the applicability of the principles of Data Protection
byDesign and byDefault in the context of public ten-
der, even though there has been no elaboration on
the Data Protection by Default principle. Only in Ar-
ticle 25 of the GDPR, the regulator draws a distinc-
tion between the two concepts, respectively in para-
graphs 1 and 2.
The concepts of Data Protection byDesign andDa-

ta Protection by Default are interrelated but carry a
differentmeaning.97DataProtectionbyDesignrefers
to the design and existence of embedded safeguards
andmechanisms that protect the right to data protec-
tion throughout the lifecycle of the application, ser-
vice or product, as discussed above. Data Protection
by Default refers to the implementation of such safe-
guards as a default setting. In its Opinion on the util-
isation of drones, the WP29 suggests that adopting
data protection and privacy by default would entail
choosing privacy settings on services and products
‘which by default avoid the collection and further
processing of unnecessary personal data’.98 The ED-
PS has rightly underlined that while the ‘by design’
element refers to integration of data protection ‘from
the very inception of new products and services that
entail theprocessingof personal data’, the ‘bydefault’

92 Kristina Irion and Giacomo Luchetta, ‘Online personal data
processing and EU data protection reform: Report of the CEPS
Digital Forum’ (2013) 23 <https://www.ivir.nl/publicaties/
download/TFR_Data_Protection.pdf> accessed 9 February 2018.

93 ibid.

94 Raphael Gellert, ‘We Have Always Managed Risks in Data
Protection Law: Understanding the Similarities and Differences
Between the Rights-Based and the Risk-Based Approaches to
Data Protection’ (2016) 2(4) EDPL 481-492.

95 Van Dijk, Gellert and Rommetveit (n 87).

96 GDPR, recital 78.

97 While the GDPR implies that DPbD and DPbDf are two distinct
legal obligations, the principles of PbD and PbDf were not treated
as distinct concepts from their inception. For instance Cavoukian
considers Privacy by Default (‘as default setting’) as one of the
foundational principles of Privacy by Design. Ann Cavoukian,
‘Privacy by design. Take the challenge.’ (Information and privacy
commissioner of Ontario, 2009).

98 Article 29 Data Protection Working Party, ‘Opinion 01/2015 on
Privacy and Data Protection Issues relating to the Utilisation of
Drones’ (2015) WP231, 14.
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element refers to the selection of the most privacy
friendly configurationbydefault.99Similarly, accord-
ing to ENISA, Data Protection by Default ‘means that
in the default setting the user is already protected
against privacy risks’ and ‘this affects the choice of
the designer which parts are wired-in and which are
configurable’.100

There are different interpretations of the relation-
ship of the DPbD and DPbDf. Bygrave treats DPbDf
as an extension of the DPbD duty, namely, as a duty
to ensure ‘default application of particular data pro-
tection principles and default limits on data accessi-
bility’.101 Costa and Poullet assign a greater role to
the obligation of Article 25.2, as they see DPbDf as a
powerful instrument with broad spectrum that gives
EU citizens back control over the use of their person-
al data.102 The two authors argue that in the context
of social networks, implementation of the Data Pro-
tection by Default principle would entail keeping in-
dividual profiles private by default.
Data Protection by Default presupposes Data Pro-

tection by Design mechanisms.103 Interestingly, the
same may not hold true vice versa. For example, a
web-browser can be ameans to limit (to some extent)
online tracking of Internet users by designing data
protection friendly settings, such as the automatic
deletion of cookies and web-browsing history after a
session is closed, or by sending a Do-Not-Track signal
toweb-content providers and advertisers. The design
and development of such mechanisms are linked to
Data Protection by Design. The mere existence of
such settings however does not mean that the prin-
ciple of Data Protection by Default is implemented,
unless the data protection friendly settings are acti-
vated by default. In that sense, ‘by default’, to some
extent is dependent on Data Protection by Design
mechanisms, whereas Data Protection by Design, is
independent of default settings.
In practice, since both principles are legal obliga-

tions under Article 25 GDPR, the controller would
need to comply with both DPbD and DPbDf. Howev-
er, the lack of definitions and a formalised distinc-
tionof the twoconcepts in the text of theGDPRmight
give rise to questions regarding granularity (‘does
one-size-fit-all approach’ work?), the question of
wired-in functionality or configurable settings104

and in general diverse interpretations leading to le-
gal uncertainty for controllers on the exact content
of their legal obligations stemming from Article 25
GDPR.105

2. Data Protection by Default in the
GDPR

The legal obligation of Article 25.2 of the GDPR re-
quires data controllers to implement measures that
would by default ensure that only data that are nec-
essary for specific purposes are processed.106 DPbDf
is a relevant concept to ‘privacy by default’, but as ex-
plained in the previous section, the difference lies in
the subject matter of the protection.While ‘Data Pro-
tection by Default’ focuses on the right to protection
of personal data, ‘privacy by default’ seeks to secure
individuals’ (or group) privacy.107

a. Default Rules and ‘Active Choosing’

The concept of ‘by default’ protection relates to the
scholarship of default rule-setting and choice archi-
tecture.Onmanyoccasions of our everyday lives, reg-
ulators, service providers, and other entities already
makemany choices that concern individuals (also re-
ferred to as citizens, consumers or end-users). Such
entities that are in a position to devise default rules

99 European Data Protection Supervisor, ‘Opinion of the European
Data Protection Supervisor on a proposal for a Directive of the
European Parliament and of the Council on payment services in
the internal market amending Directives 2002/65/EC, 2006/48/EC
and 2009/110/EC and repealing Directive 2007/64/EC, and for a
Regulation of the European Parliament and of the Council on
interchange fees for card-based payment transactions’ (2013) 4.

100 ENISA Report (n 46) 11.

101 Bygrave (n 5).

102 Luiz Costa and Yves Poullet, ‘Privacy and the regulation of 2012’
(2012) 28(3) Computer Law & Security Review 254-262.

103 This premise has also been supported by the WP29 in the Opin-
ion 01/2015 which provides that ‘the application of data protec-
tion by default measures entails that, beforehand, the principle of
data protection by design is respected by manufacturers and
operators’ (n 99) 14.

104 Read for instance Marit Hansen’s work, which raises such ques-
tions in Marit Hansen, ‘Data Protection by Default in Identity-
Related Applications’ (2017) <https://hal.inria.fr/hal-01470500/
document> accessed 5 June 2018. Simone Fischer-Hübner,
Elisabeth Leeuw and Chris Mitchell, ‘Policies and Research in
Identity Management’ (3rd IFIP WG 11.6 Working Conference,
IDMAN 2013, London, UK, 8-9 April 2013) 4-17.

105 ibid.

106 GDPR, art 25.2.

107 An example of how by default settings protect group privacy is
the case of a group of individuals using the same device to
access the Internet. In some cases the individuals cannot be
singled-out. However their right to privacy still needs to be safe-
guarded and default privacy-friendly settings can provide such
safeguards. Read further on the concept of group privacy: Linnet
Taylor, Luciano Floridi and Bart van der Sloot (eds) (2016). Group
privacy: New challenges of data technologies (vol 126, Springer
2016).
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are called choice architects.108 An example of a de-
fault rule could be a pension scheme, to which the
employer signs up its employees. Usually, the em-
ployee has a possibility to make a different choice,
but as a starting point (ie, by default), an option has
already beenmade by his employer on his behalf. On
the opposite side of default rules, lies active choos-
ing. Active choosing requires, as the term implies, a
positive action from the concerned individual, which
in this case needs to indicate its preference on the de-
cision at stake.
Behavioural studies have shown that default rules

tend to ‘stick’ because of certain reasons.109 For ex-
ample, the individuals might ignore the default rules
(being idle), have no strong preference, or not suffi-
cient knowledge to make a decision.110 It might also
be the case that concerned individuals regard default
rules as suggestions or recommendations from poli-
cymakers, regulators, or service providers, who have
acted as choice architects in that particular case.111

Ontheotherhand, active choosingmayprovidemore
freedom to the individual who has to make a choice,
as there is no default rule, that might influence or
even determine the choice. In addition, the obliga-
tion for active choosing, may, in principle, force the
individual to educate himself before making the
choice.Anotherargument is that in casewhere choice
architects lack necessary information to make an in-
formed choice, active choosing could protect individ-
uals from erroneous choices, made by others.

b. Data Protection by Default and Active
Choosing in the GDPR

Taking this discussion to the field of data protection,
it can be suggested that concepts of ‘default rules’,

‘active choosing’ and ‘consent’ share similar consid-
erations and characteristics. The GDPR defines con-
sent as
any freely given, specific, informed and unam-
biguous indication of the data subject's wishes by
which he or she, by a statement or by a clear affir-
mative action, signifies agreement to the process-
ing of personal data relating to him or her.112

In practice this means that for consent to be valid, an
active behaviour, such as active choosing, is neces-
sary. In relation to the concept of default rules, those
are, as mentioned in the previous section, directly re-
lated to the concept of data protection by default. The
GDPRprovisions regulating consent andData Protec-
tion byDefault assign different types ofmeaning and
obligations to these concepts. Consent can serve as a
ground legitimising the processing as foreseen in Ar-
ticle 6 of GDPR.113 The regulator assigns legal signif-
icance to consent as a concept legitimising the pro-
cessingofpersonaldatabyplacingaparticularweight
on active choosing as a means to express one’s pref-
erence with regard to the processing of his or her per-
sonal data. At the same time, consent is not the only
legal ground that can ensure lawfulness of the pro-
cessing. According toArticle 6 ofGDPR, performance
of a task carried out in the public interest, legitimate
interest of the controller or a third party, the protec-
tion of vital interests of the data subject, and compli-
ance with legal obligations are the also grounds for
lawful processing. These grounds lack the element of
active choosing by a data subject and imply instead
actions for which the decision is taken by data con-
trollers. In such cases, the significance of Data Pro-
tection by Default is even more heightened.114

Considering the requirement of Data Protection
by Default (Article 25 GDPR), a different type of pro-
vision is assigned. DPbDf is one of the obligations
that controllers should implement once grounds for
lawful processing are established. The regulator, act-
ing as a choice architect, chose protection of person-
al data as a default rule, by establishing an obligation
for thedata controller to implementappropriatemea-
sures for the protection of the personal data of the
data subjects. The choice of by default protection cor-
responds to the discussions on the importance to pro-
tect individuals’ personal data, even if individuals
take no action to ensure such protection.115 In addi-
tion, data subjects often expect that controllers for
certain services, such as eBanking or eGovernment

108 Cass Sunstein, ‘Deciding by Default’ (2013) 162(1) University of
Pennsylvania Law Review 5.

109 ibid.

110 ibid.

111 Eric Johnson and Daniel Goldstein, ‘Defaults and donation
decisions’ (2004) 78(12) Transplantation 1713.

112 GDPR, art 4.11.

113 Art 6 of the GDPR is one of the fundamental provisions of the
GDPR, in the sense that without grounds for lawful processing,
any data processing activity of the data controller is in violation of
the law (GDPR).

114 This does not mean that Data Protection by Default is of less
significance, when consent is the ground for lawful processing.

115 Cavoukian, ‘Privacy by Design. The 7 Foundational Principles’ (n
5).
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services, will protect their personal data. For exam-
ple, the Eurobarometer survey showed 67% of the
EU citizens think that ‘online companies, individu-
als and public authorities all have a responsibility in
protecting their onlinepersonaldata’.116 It canbesug-
gested that this belief is an intrinsic part of the EU
data protection framework that by default requires
controllers to protect individuals’ personal data.

3. The Elements of DPbDf

The principle of Data Protection by Default has been
anchored as a legal obligation in Article 25.2 of the
GDPR. Essentially, the controllermust implement ap-
propriate technical and organisational measures to
ensure that by default only data which are necessary
for the purposes of the processing activity are
processed, by taking into account the amount of per-
sonal data collected, the extent of their processing,
the period of their storage and their accessibility.
The elements of the DPbDf principle are:
a. The controller shall implement appropriate
technical and organisational measures;
b. Ensuring that by default, only personal data
which are necessary for each specific purpose of
the processing are processed;
c. Implementing appropriate technical and organ-
isational measures is applicable to:
– the amount of personal data collected
– the extent of their processing;
– the period of their storage; and
– their accessibility (including the goal of not
making the data available to an indefinite
number of persons).

a. ‘The controller shall implement appropriate
technical and organisational measures’

Similarly to the principle of DPbD, the entity respon-
sible for compliance with the obligation of Data Pro-
tection by Default is the data controller. In other
words a positive obligation to act rests with the con-
troller. However, this provision is relevant for data
processors as well, taking into account Article 28 of
the GDPR.117 Implementation of Data Protection by
Default by the processor, could be a competitive ad-
vantage as it would help the controller comply with
an obligation to implement DPbDf measures. For in-
stance, if a controller choosesaprocessorwhoalready

implements DPbDf and DPbDmeasures, the compli-
ance effort by controller could be reduced, or at least
facilitated.
The content of the DPbDf obligation relates to the

implementation of ‘appropriate’ technical andorgan-
isational measures, similarly to the DPbD obliga-
tion.118 In this case, the selection of technical and or-
ganisationalmeasures is left to the controller, as long
as they are appropriate to achieve the legal obligation
of Article 25.2 GDPR. Aswe see in Section IV.3.b., the
purpose of these measures must be to ensure protec-
tion ‘by default’ of the personal data being processed,
in particular with regard to the data minimisation
principle. Such goal can only be achievable by engi-
neering DPbDf in the processing operation.

b. Necessity and Data Minimisation: ‘by default,
only personal data which are necessary for
each specific purpose of the processing are
processed’

The aimof theDPbDf obligation is to ensure that pro-
cessing is limited only to personal data, which are
necessary for each specific purpose of processing.
Theprovision associates ‘by default’ protection to the
purpose of processing. The EDPS has commented on
the seemingly limited scope of Data Protection byDe-
fault principle, stating that in its Commission Pro-
posal version, it did not addmuch to the general prin-
ciples of data processing and in specific the datamin-
imisation principle.119

The question that then arises is what is the rela-
tionship of Data Protection by Default to the purpose
limitation principle. And more specifically, whether

116 The second reply with also high percentage was ‘You’, meaning
the individual itself (data subject) needs to take care of its own
information. European Commission, ‘Special Eurobarometer 431
Data Protection’ (Report, 2015) <http://ec.europa.eu/public
_opinion/archives/ebs/ebs_431_en.pdf> accessed 9 February 2018.

117 See s III.1 of this contribution.

118 The analysis in s III.1 is applicable to the DPbDf provision as well.

119 European Data Protection Supervisor, ‘Consultation on Reform
Package’(2012) <https://secure.edps.europa.eu/EDPSWEB/
webdav/site/mySite/shared/Documents/Consultation/Opinions/
2012/12-03-07_EDPS_Reform_package_EN.pdf> accessed 9 Feb-
ruary 2018. The Commission proposal (2012) art 23.2 on Data
Protection by Default provided: ‘The controller shall implement
mechanisms for ensuring that, by default, only those personal
data are processed which are necessary for each specific purpose
of the processing and are especially not collected or retained
beyond the minimum necessary for those purposes, both in terms
of the amount of the data and the time of their storage. In particu-
lar, those mechanisms shall ensure that by default personal data
are not made accessible to an indefinite number of individuals’.
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Data Protection by Default is limited to data minimi-
sation principle or it affords a broader scope. As dis-
cussed above, Article 5.1(b) provides that personal
data shall be collected for ‘specified, explicit and le-
gitimate purposes and not further processed in a
manner that is incompatible with those purposes’.
Article 5.1(c) provides that personal data shall be
processed for adequate, relevant and limited to what
isnecessary in relation to thepurposes forwhich they
are processed’.
Comparatively analysing the wording of the prin-

ciples outlined in Article 5 with the obligation of Ar-
ticle 25.2, it follows that Data Protection by Default
is established as one of the (mandatory) means that
allows the data controller to comply with both the
principles of purpose limitation and data minimisa-
tion. Practically, this entails that controllers would
need to make sure that they collect by default per-
sonal data that is adequate, relevant and limited to
what is necessary, but also that the data are collected
for specified, explicit, and legitimate purposes.

c. Additional Specifications for the ‘Necessity’
Requirement: ‘the amount of personal data
collected, the extent of their processing, the
storage period and their accessibility’

Article 25.2 includes additional specifications on the
scope of the DPbDf obligation. The conditions coun-
terbalance what seems as a limitation of Data Protec-
tion by Default only to the data minimisation princi-
ple. TheDataProtectionbyDefault obligation applies
to the amount of personal data collected, the extent
of their processing, the storage period and their ac-
cessibility. Those specifications also further clarify
the necessity condition of Article 25.2 (‘only person-

al data which are necessary for each specific purpose
of the processing’). In other words:
• the necessary personal data for each specific pur-
pose will be determined in relation to the amount
of data (data minimisation),120

• extent of their processing (purpose limitation),121

• period of their processing (storage limitation),122

and
• accessibility (principle of integrity and confiden-
tiality).123

Therefore, it can be argued that the purpose limita-
tion, the storage limitation and the principle of in-
tegrity and confidentiality are equally relevant for
the implementation of the DPbDf obligation, togeth-
er with the data minimisation principle.
The last sentence of Article 25.2 requires that the

measures taken by controllers must also ensure that
by default personal data are not made accessible to
an indefinite number of natural persons without the
individual’s intervention.124This condition is primar-
ily linked to the accessibility criterion, as discussed
above. The wording is nonetheless somehow unusu-
al. Two issues arise: one is about the meaning of the
indefinitenumberofnaturalpersons.Presumably, the
threats to the rights of the individuals may as well
arise when processed by a definite number of natur-
al persons, even by a single natural person. Theword-
ing ‘indefinitenumber’ at firsthoweverdoesnot seem
to reflect the aim to use protect against any kind of
threat from making accessible the data. In addition,
what can actually be considered as indefinite num-
ber of persons is also questionable. Can the billions
of users of a popular social network be considered as
‘indefinite number of natural persons’, given that the
social network operator may be aware of their num-
ber? Taking into account the rationale and aim of
DPbDf, that is to offer by default protection to data
subjectswith regard to the processing of their person-
al data, one should not adopt the literal interpretation
of the wording of ‘indefinite number of natural per-
sons’, but rather read the provision as meaning the
potential accessibility to the data by a number of nat-
ural persons, larger than the data subject intended or
would have reasonably expected. The second issue is
what constitutes ‘intervention’ by the individual. In-
tervention isneitherdefined in theGDPRnorencoun-
tered in such context in the text of the Regulation.
This could lead to variety of interpretations, poten-
tially undermining the legal obligation of DPbDf.125

120 GDPR, art 5.1(c).

121 GDPR, art 5.1(b).

122 GDPR, art 5.1(e).

123 GDPR, art 5.1(f).

124 Art 25.2 (last intent), GDPR, ‘In particular, such measures shall
ensure that by default personal data are not made accessible
without the individual's intervention to an indefinite number of
natural persons’.

125 For example, an analogy can be made with the concept of
consent in electronic communications (despite it was already
defined in the ePrivacy Directive 2002/58/EC). The WP29 had to
issue guidance with specific examples to clarify what constitutes
consent in the context of the ePrivacy Directive. Article 29 Data
Protection Working Party, ‘Working Document 02/2013 providing
guidance on obtaining consent for cookies’ (2013) WP 208.
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Intervention implies an action from the data subject,
that signifies its wish to make accessible the person-
al data to an indefinite number of individuals. This
could for example be, the changing of the default Do-
Not-Track setting fromNo tracking to allow tracking.

4. The Ongoing Debate Over the Added
Value of DPbDf

The issue of which should be the default rule in the
case of data protection has been the focus of several
debates. The arguments that are against such default
protection originate from different standpoints,
which, nonetheless, reach the same conclusion to re-
ject data protection by default. A part of the scholar-
ship, which supports the argument of informational
self-determination argues that an individual (data
subject in this case) may not exercise effectively his
orher right to informational self-determination, once
a choice (even one that is beneficial for its rights) is
already made on his behalf.126 Another argument
against Data Protection by Default that is reiterated
by industry representatives relates to the cost of im-
plementationofprivacy friendlydefaults and the loss
of commercial opportunities, such as tailored adver-
tising.Nevertheless, such views on cost of implemen-
tation, originate often from the false standpoint that
Data Protection byDefault puts an additional burden
on already existing obligations. Data Protection by
Default does not however add new content to the
obligations of the controllers; it only affects the tim-
ing of compliance; that is from the very start of data
processing (alike DPbD).127

Arguments, in favour of Data Protection by De-
fault mainly stem from the nature of the rights at
stake. The right to protection for personal data, as en-
shrined in theEUCharter and theTreaty for theFunc-
tioning of the European Union, is a fundamental
right in the EU which should be protected by the de-
fault settings. In addition, Data Protection by Default
can potentially safeguard children, minors, elderly
and other groups that can be considered to be in a
weaker position than an average (adult) individual.
The EDPS noted that indeed a few users know how
to ‘control access to the information they post, nev-
ermindhowtochange thedefaultprivacysettings’.128

Consequently it has consistently supported privacy-
friendly default settings (eg,with regard to social net-
works129 and RFID).130

The debate above preceded the discussion of the
EU data protection reform, and yet the decision of
the regulator was to include Data Protection by De-
fault asamandatory requirement fordatacontrollers.
The questions that arise relate to the implementation
of the provision and its limitations. As explained
above, we consider that the subject matter of the
obligation as such is not process-oriented but rather
result-oriented (the controller should ensure that by
default only personal data that fulfill the require-
ments ofArticle 25.2 are processed). Reading the pro-
vision as stand-alone could lead to themisconception
that themere implementation ofmeasures by the da-
ta controller would suffice to fulfil the obligation of
Article 25.2 of the GDPR. However, the Data Protec-
tion by Default obligation should be read in combi-
nation with principles outlined in Article 5 of the
GDPR, such as data minimisation, purpose specifica-
tion and purpose limitation. Therefore, we deduce
that DPbDf requires not only taking such measures,
but it also focuses on their actual outcome, that is,
whether they protect individuals’ personal data.

5. Interim Conclusion

This section underlined the differences between the
concepts of DPbD and DPbDf. It showed that Data
Protection byDefault is amore technical and concen-
trated concept.
The DPbDf principle requires the controller to im-

plement appropriate technical and organisational
measures to ensure that by default only data which

126 This argument relates to the discussion on data protection by
default entailing (or not) pre-configured settings. The alternative
to pre-configured settings being forcing users to configure the
settings when they first use or install a system. Hansen (n 105).
Leeuw and Mitchell (n 105).

127 There has also been the view that defaults do not work in privacy
in specific see, Lauren E Willis, ‘Why Not Privacy by Default?’
(2014) 29 Berkeley Tech LJ.

128 European Data Protection Supervisor, ‘Opinion of the European
Data Protection Supervisor on Promoting Trust in the Information
Society by Fostering Data Protection and Privacy’ (2010) <https://
secure.edps.europa.eu/EDPSWEB/webdav/shared/Documents/
Consultation/Opinions/2010/10-03-19_Trust_Information_Society
_EN.pdf> accessed 9 February 2018.

129 ibid.

130 European Data Protection Supervisor (2008) ‘Opinion on the
communication from the Commission to the European Parlia-
ment, the Council, the European Economic and Social Committee
and the Committee of the Regions on ‘Radio Frequency Identifi-
cation (RFID) in Europe: steps towards a policy framework’
COM(2007) 96 [2008] OJ 101/1.



EDPL 2|2018 21Data Protection by Design and by Default

are necessary for the purposes of the processing ac-
tivity are processed, by taking into account the
amount of personal data collected, the extent of their
processing, the period of their storage and their ac-
cessibility.Weargued thatwhile at first glanceDPbDf
is mainly linked to the data minimisation and pur-
pose limitation principles, it is also equally relevant
for the principles of data retention and confidential-
ity/accessibility.
Finally, several arguments in favour and against

imposing Data Protection by Default obligations
were discussed, showing that ultimately, after the
adoption of the GDPR, they only remain relevant for
the implementation of the provision and its limita-
tions. The effective or ineffective implementation of
Article 25.2 will ultimately show the usefulness of
DPbDf obligations.

V. Concluding Remarks

Understanding that the content of the DPbD princi-
ple requires implementing GDPR-specific require-
ments, with a focus on data protection principles and
the rights of the data subject, in the design of pro-
cessing operations highlights why DPbD is different
than the concept of Privacy by Design, even though
their underlying objective is the same: embedding
safeguards to protect the rights of individuals from
the conception of a system using personal data.
In this article we analysed the concepts of Data

Protection by Design and Data Protection by Default
that have turned into legal obligations for controllers
after the revision of the EU data protection frame-
work. These obligations aim at ensuring integration
of data protection measures throughout the lifecycle
of certain processes and technologies, online services
and applications that process personal data. Our
analysis leads us to conclusion that - from a legal per-
spective - DPbDandDPbDf constitute ameta require-
ment system embedding the General Data Protection
Regulation principles in every personal data process-
ing operation.
We challenged the claim that the abstractness of

Article 25undermines efficiency ofDPbDandDPbDf
implementation by demonstrating how much is
known about the elements embedded in the two con-

cepts. Our analysis suggests that DPbD and DPbDf
require implementing already existing obligations
resulting from intrinsic features of personal data pro-
cessing. The two principles strengthen and further
reinforce the long established data protection princi-
ples and obligations, as set forth in the Data Protec-
tion Directive and reiterated and elaborated in the
GDPR. Article 24 governing responsibility of con-
trollers should be considered when implementing
both DPbD and DPbDf measures. Complying with
the two legal obligations alsohelps thedata controller
and the data processor in choosing and demonstrat-
ing the application of data protection principles and
that the security measures are effective and appro-
priate.
We think that despite the promise that the lifecy-

cle approach carries, the implementation of DPbD
and DPbDf remains a challenge due to numerous el-
ements included in both concepts. Some of these el-
ements originate from the lack of formal distinction
of the two legal obligations. A number of issues has
already been explained and addressed by the EU da-
ta protection authorities within the setup of WP29.
Whereas some of them, in particular the ones em-
bodying a risk-based approach, still need further
guidance. We recognize that even though a few re-
quirements might be generalised, most of the re-
quirements of DPbD and DPbDf principles are con-
textual and depend on the circumstances (ie, nature,
scope and context) of each processing.
In particular, general requirements stated in the

entire Regulation have to be translated in specific se-
curity measures and data protection controls. The
pivot of the DPbD obligation is the specific risk as-
sessment that has to be performed both at the time
of the determination of themeans for processing and
at the time of the processing itself. Moreover, we
pointed out that often the correct implementation of
DPbD and DPbDf requires revisions in the logic in-
volved in any automatic personal data processing ac-
tivities, for the aimof designing systems andprocess-
es truly able to serve mankind131 and not to generate
threats to users’ rights and freedoms.
Finally, we suggest that DPbD and DPbDf princi-

ples serve interests of both data subjects and data
controllers. These principles carry potential to raise
awareness of data subjects’ rights and allow them to
make more informed and better evaluation of data
controllers and their personal data processing with-
in various systems. For controllers (and processors)131 GDPR, recital 4.
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implementation of DPbD and DPbDf can be a com-
petitive advantage within the Digital Single Market
as well as outside the EU. At the same time, while
recognizing the value of this system approach we re-
gret that that DPbD and DPbDf address controllers
and not the actual software developers or producers
of hardware. Onlywhen the latter are included in the

framework, data subjects would receive comprehen-
sive and meaningful protection of their personal da-
ta.
Future works could focus on building up a step-

by-step methodology that would consider different
aspects and requirements that have to be translated
into specific system and process requirements.


