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are typically computational tasks with few energy demands.
Intermittent tasks, which were studied in prior work [4, 5, 10,
14, 16, 23, 25, 27, 38], can be executed opportunistically and
interrupted almost arbitrarily. Energy-capacity-constrained
tasks require a minimum energy storage capacity in the
power system. Capacity-constrained tasks include opera-
tions that must execute atomically and cannot be interrupted
by a power failure, such as sending a radio transmission
or collecting correlated sensor data. Temporally-constrained

tasks require energy to be available on-demand. A task that
responds to an external event by transmitting a radio packet
is reactive and requires energy to transmit immediately at
the time of the event.
Capacity- and temporally-constrained tasks in the same

application may have requirements of the power system that
conflict. A hardware designer may build a power system
with a large energy buffer to support the largest capacity-
constrained task in the application. However, after depletion,
a large energy buffer has a long recharge time. During the
recharge period, the device is off and temporally-constrained
tasks will not execute reactively. Alternatively, a hardware
designer may build a power system with a small energy
buffer designed to execute temporally-constrained tasks re-
actively, avoiding long, inactive recharge periods. However,
the small buffer may store insufficient energy for a capac-
ity-constrained task. The application is not fully functional
with either power system.

Application developers must co-design application soft-
ware with power system hardware. Software can control
when and in what quantity to accumulate energy only to the
extent of configuration supported by the hardware. Inflexible
hardware may force all software tasks to use a large łworst-
casež energy buffer, violating application requirements. Power
systems of state-of-the-art energy-harvesting devices do not
support programmatic reconfiguration of energy capacity
at runtime. The limited control over charge and discharge
timing available to programmers today must be expressed
indirectly through control code that puts the device to sleep
at key points in code. Such control code expresses task’s
high-level energy requirements indirectly and imperatively
through ad hoc device-specific code.
We propose Capybara1, a high-level abstraction for spec-

ifying capacity and temporal task constraints with a co-
designed hardware/software system that executes applica-
tions according to those constraints. Capybara supports
declarative specification of tasks’ energy requirements and
eliminates the need for imperative power system control
code that entangles application logic with low level hard-
ware configuration. Capybara allows an application to mix
capacity and temporal requirements with a reconfigurable
hardware energy storage mechanism that an application can
reconfigure at run time to support different capacities. We

1Capybara: Capacitor-based energy banks as a reconfigurable array

developed two full hardware/software prototypes of Capy-
bara built into custom energy-harvesting platforms, one of
which is pictured in Figure 1. We use these prototypes to
show that Capybara enables applications to match power
system characteristics to task requirements, providing flexi-
bility, efficiency, and reactivity. Given concise declarations
of the tasks’ energy needs, Capybara ensures that capac-
ity-constrained tasks have sufficient energy to execute and
temporally-constrained tasks execute reactively. The contri-
butions of this work are:

• A hardware energy storage mechanism with capac-
ity that is reconfigurable at runtime compatible with
different capacitor types and energy harvesters.
• A declarative software interface for specifying task
energy requirements.
• A runtime system that reconfigures energy storage to
meet task energy requirements.
• Two full-system, solar-harvesting platforms: a versa-
tile sensing platform and a board-scale nano-satellite.
• An evaluation on real hardware showing that reconfig-
urability improves responsiveness and event detection
accuracy.

This paper is organized as follows: Section 2 provides back-
ground on energy-harvesting and intermittent software chal-
lenges. Section 3 is an overview of Capybara’s hardware and
software. Section 4 describes Capybara’s software interface
and runtime. Section 5 describes Capybara’s reconfigurable
power system hardware. We evaluate Capybara in two real
energy-harvesting platforms in Section 6. We discuss related
work in Section 7 and conclude in Section 8.

2 Intermittent Energy-constrained
Systems

Energy-harvesting devices collect energy from the environ-
ment, buffer a useful quantity of energy, and execute using
the buffered energy. The larger the buffer, the longer a span
of uninterrupted operation the device can support, and the
longer the time required to recharge the buffer. To not make
any assumptions about availability of incoming power, the
intermittent execution model allows the processor to be com-
pletely off while charging, turn on only once the buffer is
full, and execute until the buffer is empty. This model is more
challenging but also more practical than a non-intermittent
model that assumes that incoming power is always sufficient
to keep the processor in a (memory-retaining) sleep state
while charging the buffer.

The time the device operates before losing power depends
on the energy buffer size, not on the incoming power. A de-
vice consumes buffered energy much faster than it charges,
because harvested power is much lower than active power
consumption. The disparity between charging and consump-
tion has two consequences: charging is negligible during
operation and charge times may be orders of magnitude
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4 Capybara Software Support

Capybara provides a programming interface and runtime
software support to reconfigure the power system to meet
an application’s varied task energy demands. To express the
energy demands of a task, a programmer annotates the task
declaratively with the task’s energy mode. As the program
executes, the Capybara runtime library dynamically recon-
figures the power system hardware to execute tasks with
their specified energy mode. In hardware, an energy mode
corresponds to a specific configuration of Capybara’s recon-
figurable energy storage reservoir. Section 5 discusses how
energy modes are implemented in hardware.

4.1 Energy modes

In a Capybara system, an energy mode is a property of an
application task that expresses a demand of the power system
to meet a capacity constraint, a temporal constraint, or both.
Recall from Section 2 that a task with a capacity constraint
requires a specific minimum amount of energy to complete
without being interrupted by a power failure, a task with a
temporal constraint requires an operation to occur reactively,
without a long recharge delay, and a task with both types of
constraints requires a specific minimum amount of energy to
be reserved to reactively be consumed at some future point.
The programmer annotates a task with parameterized

keywords to associate the task with an energy mode. The
config (mode) annotation indicates that the task should exe-
cute with the configuration of the hardware energy storage
reservoir that corresponds to the identifier mode. As Section 5
describes, a hardware configuration concretely corresponds
to the activation and de-activation of energy banks by means
of a custom switching circuit. When a task with a config
(mode) annotation starts executing, the Capybara runtime
issues a command to the power system to configure the
reservoir to capacity that corresponds to mode. The system
then charges the newly configured energy buffer. When the
buffer is full, the task executes. The system designer is re-
sponsible for ensuring that the hardware configuration that
corresponds to mode meets the requirements of a task anno-
tated with config (mode); we discuss the process of doing
so in Section 3.
The programmer can use a config (mode) annotation to

indicate either a capacity or temporal task constraint. For a
capacity constraint, the programmer is expressing that mode
corresponds to a particular configuration of the hardware
energy store that can buffer sufficient energy to execute the
task without a power failure. For a temporal constraint, the
programmer is expressing that mode corresponds to a hard-
ware configuration that buffers sufficient energy to complete
the task, but also that minimizes recharge time for reactivity.

Figure 5 shows a high-level schematic of the mapping be-
tween hardware energy buffers and software energy modes.
The exemplified Capybara-based platform is equipped with

three hardware energy buffers connectable through switches
in several arrangements. A configuration of the switches,
which are controlled by the Capybara runtime system, cor-
responds to an energy capacity configuration. In the figure,
there are three different energy modes, each of which corre-
sponds to a different subset of hardware banks. The sense()
task in the figure requires the three units of energy pro-
vided by the capacitor arrangement inside the mode2 box as
a result of the config (mode2) annotation on the task. Be-
fore sense() can execute, the Capybara runtime requests
this arrangement from the power system. After the reservoir
charges, the device boots, and the runtime executes sense().

4.2 Responsive asynchronous bursts

Capybara allows tasks to have a capacity constraint and also
to be reactive using its support for bursts. The Capybara
API includes two additional task annotations that support
bursts: burst and preburst. A task annotated with burst

(mode) requires the specific (possibly very large) amount of
energy of the energy mode mode at a time in the future that is
unpredictable, e.g., in response to a specific sensed event. Just
before a burst task executes, the runtime system re-activates
the energy banks that implement the mode configuration
and that had been charged ahead of time (by the mechanism
explained next), and immediately begins executing the burst
in its declared mode mode. The key difference between a
burst task and a config task is that Capybara does not
need to pause to recharge before executing the burst task,
because the energy buffer had been filled ahead of time.
A programmer can use Capybara’s preburst task anno-

tation to charge a burst task’s mode ahead of time. The
programmer will annotate a task that is off of the critical
path of the burst task’s operation with the preburst an-
notation. The pause to charge to the burst task’s mode
will then occur before the preburst task, well in advance
of the time critical burst task. When execution reaches a
task annotated with preburst (bmode, emode), the Capybara
runtime takes several steps. First, Capybara configures the
hardware for the energy mode bmode and pauses until the
energy buffer for bmode is fully charged. Second, Capybara
configures the hardware for emode, de-activating the energy
buffers of bmode. A key property of Capybara is that a de-
activated mode’s energy buffers retain their stored energy,
except the energy lost to leakage. Third, Capybara pauses to
fully charge the energy buffer for emode. Fourth, after fully
charging, Capybara executes the preburst task with the
hardware configured for emode. The preburst task pays the
burst task’s recharge latency in advance when the latency
is tolerable, to save the burst task from paying its recharge
latency on-demand, when the latency is intolerable.

In Figure 5, proc() is the preburst task that charges the
energy buffers that the burst task radio_tx needs to exe-
cute. radio_tx is a burst task because it must be responsive:
when proc() detects a motion event in the data collected
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by sense(), the application should send an alarm immedi-
ately. If radio_tx()were not a burst task, the system would
incur the latency of a full charge of the energy capacity re-
quired by radio_tx(), which could be tens to hundreds of
seconds, depending on incoming power and radio hardware.
With preburst, Capybara eliminates the latency between
the event detection and the alarm delivery by charging ahead
of time.

4.3 Capybara runtime implementation

We implemented Capybara’s task annotations in a runtime
software library. The runtime includes a GPIO-based inter-
face to Capybara’s power system hardware to reconfigure
energy buffers for an energy mode; we discuss the switches
and energy buffers more in Section 5. The runtime also im-
plements a non-volatile state machine to support preburst
and burst. Our Capybara runtime implementation ensures
that all operations are robust to power failures by careful
use of non-volatile memory.

5 Reconfigurable Power System Hardware

Capybara introduces a novel, reconfigurable power system
architecture with support to programmatically reconfigure
the device’s energy storage capacity and accumulate energy
for asynchronous bursts. The power system architecture
is illustrated in Figure 6(a). The hardware design consists
of two parts: (i) the power distribution circuit, and (ii) the
capacity reconfiguration circuit.

5.1 Power distribution

Capybara’s power distribution circuit accepts energy from
the harvester, charges energy buffering capacitors, and gen-
erates a usable output voltage to power the load. Our design
is versatile, because it can operate with a wide range of input
voltage and power, it is compatible with high-ESR capacitors
(e.g. small dense super-capacitors), and supports loads with
voltage requirements that may exceed the harvester voltage
output or the capacitor voltage rating. These benefits stem
from the input voltage limiter, and input and output boosters.

The voltage limiter circuit allows the harvester voltage in-
put to rise above the ratings of the components in the system,
allowing a wide dynamic range of input power conditions.
For example, the limiter allows solar panels to be connected
in series to handle dim lighting conditions, while avoiding
damagingly high voltages in bright light.
The input booster is located between the harvester and

the energy buffering capacitors and allows the device to use
weak input power from the harvester by boosting its volt-
age. Charging capacitors from a boosted voltage, instead of
the voltage from the harvester, allows using harvesters that
produce a voltage too low to operate the system. Capybara’s
particular input booster has a łcold-startž phase that substan-
tially slows charging of large capacitors at low input power.

To reduce charge time, when the harvester is producing suf-
ficient energy to charge quickly, we added an input booster

bypass optimization. The bypass circuit keeps the capacitors
disconnected from the booster output and charges them di-
rectly from the harvester (through a keeper diode), until the
booster starts and the capacitor voltage is above the cold
start threshold. We observed that the bypass optimization
reduces charge time by at least an order of magnitude.

The output booster allows Capybara to extract more stored
energy from the energy buffering capacitors than a direct
connection to the load. The booster produces stable out-
put voltage, despite decreasing capacitor voltage until the
capacitor is discharged nearly completely (down to about
10% of capacity on our devices). Output boosting is required
especially for high-density high-ESR supercapacitors to com-
pensate for the voltage droop induced by the ESR under
load. The regulated voltage of the output booster also allows
Capybara to power sensors, actuators, and radios with a high
minimum operating voltage (e.g. 2.5v gesture sensor or 2.0v
for BLE radio).

5.2 Reconfigurable energy storage circuit

Energy stored in a capacitor of capacity C that is charged
to a voltage Vtop and discharged to a voltage Vbottom is E =
1
2C (V

2
top−V

2
bottom

). To reconfigure the energy storage capacity,

the hardware must provide a mechanism for runtime control
of one or more ofVtop,Vbottom, orC . We evaluate the merits of
each mechanism by comparing the time the device needs to
cold-start from empty capacitor until boot and the hardware
complexity, cost, and durability.

The mechanisms that manipulate either voltage threshold
must monitor the voltage on the capacitor with a comparator,
either as the device charges (when controlling Vtop) or as it
discharges (when controlling Vbottom). To control Vbottom the
comparator with a resistor network built into the MCU can
be used. The built-in comparator is not an option for control-
ling Vtop, because the reference must be settable at runtime,
must persist while unpowered, and the comparator output
must be valid at voltages down to zero. Furthermore, the
monitoring overhead while the device is charging increases
the minimum incoming power necessary to charge at all.
In addition, both voltage-based mechanisms must charge
the capacitor to above the minimum for the output booster
(1.6v) before any useable energy can be accumulated. As a
result, cold start is longest for the voltage-based mechanisms.
With Vbottom control, cold-start time is longer than with Vtop,
because the capacitor must charge to the top threshold even
for a low atomicity requirement.
The shortest cold-start time is achieved by controlling C .

The smaller C is, the quicker the capacitor charges to the
minimum boostable voltage. To control C the energy stor-
age must be composed of an array of capacitors connected
through persistent switches settable at runtime. For Capybara,
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Figure 6. Capybara power system hardware: system architecture and capacitor bank switch replicable module.

we chose a mechanism for controlling C for its cold-start ad-
vantage and its lower power and space overhead compared to
our prototype of aVtop mechanism. We prototyped the latter
using a non-volatile digital potentiometer based on EEPROM
and found that it occupies twice the area and consumes 1.5x
the leakage current (according to component specifications).
Another advantage of controlling C is its natural wear level-
ing for capacitors with limited charge-discharge cycles (e.g.
EDLC supercapacitors). Taking inspiration from the concept
of caching, dense but fragile capacitors can be dedicated to a
bank and used only when another bank with less dense but
more robust capacitors is insufficient.
Capybara implements the mechanism for controlling C ,

with an array of capacitor banks, each of which is individ-
ually connectable to the device through programmatically-
controllable state-retaining switches (bottom-left of Figure 6(a),
marked SW). The number of banks and the energy capac-
ity of each bank is provisioned at design time, to match
the energy modes that a programmer identifies in a target
application. Section 3 discusses how to determine an appli-
cation’s energy modes. Figure 6(b) shows the switch circuit
that activates a bank. The figure includes two design variants,
łnormally-open (NO)ž (blue) in which is open by default and
łnormally-closed (NC)ž (red).

The NC and NO switch choice differ in the implicit capac-
ity reconfiguration that takes place when the input power
is lost for longer than the switch can retain its state. Once
power becomes available and the device boots, the runtime
system remains unaware of the capacity reconfiguration,
because retaining the state loss event is as problematic as
retaining the switch state, and an introspection circuit for
reading switch state would severely decrease the switch re-
tention time due to leakage. With a NO switch, the energy
storage capacity reverts to the (small) default bank, which
will charge quickly once power becomes available. However,
if the default bank is insufficient for the current task, its
first execution attempt will be wasted. Under an adversarial
input power timing, the cycle of switch state loss, incom-
plete task execution, and switch reconfiguration may repeat

indefinitely. A NC switch reverts to maximum storage capac-
ity, which takes longest to charge but guarantees successful
execution on first attempt after boot.
The switch interrupting a bank’s charge path is imple-

mented as a P-channel MOSFET (Q1) in a high-side switch
configuration. The charge on the latch capacitor (Clatch) pre-
serves the switch state while the device is not powered. To
compensate for the leakage of the latch capacitor, the re-

plenishment circuit (orange) connects the latch capacitor to
the highest voltage source in the circuit whenever the latch
capacitor is charged and the device is powered.

Software running on theMCU can control the switch using
a GPIO pin that charges or discharges the latch capacitor
through the interfacing circuit (green). The interface isolates
the latch capacitor from the MCU pins, to prevent the MCU
pin draining the latch capacitor when the MCU loses power
and the pin loses its high-impedance state.
Voltage thresholding alternative Reconfigurable energy
storage is also possible by configuring the voltage to which
capacitors are charged. We studied this design alternative by
including in our prototype a non-volatile, variable thresh-
old circuit based on a digital potentiometer and a voltage
supervisor. Our study revealed that compared to switched
capacitor banks, the threshold circuit occupies twice the area
and has 1.5x higher leakage current (according to compo-
nent specifications). The threshold design also limits device
lifetime, because the write endurance of the EEPROM poten-
tiometer is limited. In a switch design wear can be reduced
on high-density capacitors by dedicating them to a separate
bank that cycles less frequently than the small bank.

6 Evaluation

We evaluated Capybara to demonstrate that our system en-
ables energy-harvesting applications that detect a higher
share of external events and are more responsive. Our exper-
iments on three complete applications running on real hard-
ware compared execution on continuous power (Cont.) to ex-
ecution on intermittent power under a statically-provisioned
fixed energy storage capacity (Fixed) and under two vari-
ants of Capybara. Capy-R is a subset of the complete Capy-P.
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addresses other challenges: programmable reconfigurabil-
ity, full capacitor charging with low harvester voltage, and
supporting load voltages that exceed capacitor ratings.

Dynamic Energy Burst Scaling (DEBS) [11] programmati-
cally configured energy bursts to minimize the total energy
required to execute a complete sequence of tasks. Using re-
configuration, Capybara satisfies atomicity constraints of
tasks, as does DEBS, but Capybara also identifies and ad-
dresses temporal constraints of tasks, including asynchro-
nous tasks, which motivate a mechanism for pre-charging
energy bursts (Section 4.2). TheDEBS reconfigurationmecha-
nism is implemented by controlling theVtop threshold, whereas
Capybara’s mechanism controls capacity C (Section 5.2).

Unlike Capybara, Ambimax [28] partitions capacitors across
sources not loads, to charge at the maximum power point
of each source. Capybara leverages maximum power point
tracking in its input booster. eShare [42] allows sensor nodes
to share energy via wires to extend network lifetime, and is
orthogonal to Capybara.
While Capybara is batteryless, some energy-harvesting

systems combine batteries and capacitors. Prometheus [17]
increases rechargeable battery lifetime by operating from a
supercapacitor when solar energy is available. Unlike Capy-
bara, Prometheus supports only a single, fixed energy buffer.
Heliomote [31] is a generic solar-harvester with a permanent
battery that informs an application of instantaneous battery
and panel voltage. ZebraNet collars [18] were one of the
earliest devices to use a solar harvester to charge a battery,
and supported peripherals with voltage requirements above
battery voltage through voltage boosters, as does Capybara.
Software-defined batteries [2] allow the OS to control charge
flowing into and out of each battery in an array and to change
the power source properties. Batteries avoid the challenges
of intermittent execution faced by Capybara, but constrain
device size, temperature range, and lifetime.
System support for intermittent computing Software

intermittent programming and execution models are com-
plimentary to the support for energy modes provided by
Capybara. Capybara’s software interface complements task-
based systems [10, 23, 25], allowing the programmer to ex-
press atomic operations as tasks and annotate tasks with
energy requirements. Dynamic checkpointing approaches
are less amenable to use with Capybara because checkpoints
occur arbitrarily, on energy changes (Hibernus [4, 5], Ide-
tic [27], QuickRecall [16]), at backedges [32], idempotent
regions [38], or when detected by custom hardware [14].
Programming language and system support for en-

ergy management Energy-aware programming systems
allow energymanagement. However, it is difficult using exist-
ing languages to express burst and temporal energy require-
ments, which is central to Capybara’s design. In Eon [36],
task are associated with abstract energy states and executed
when the system is in the corresponding state. Unlike Eon,
Capybara actively changes energy modes by reconfiguring

energy capacity, rather than adapting to device changes. En-
ergy Types [9] attribute energy to application phases via
a type system. ENT [7] introduces dynamic types that re-
solve to cause different behavior based on device energy state.
Type-systems use energymodes to prevent high-energy code
from running while the device is in a low-energy state. In
contrast, Capybara uses modes for versatile reconfigurability,
reactiveness, and efficiency.

The LAB abstraction [20] lets the programmer declare the
required quality of sensing data and leaves it to the system to
activate sensors to provide the required data at the minimum
energy cost. By forgoing such high-level application-specific
abstractions in its software interface, Capybara supports low-
level general-purpose embedded programming. An emerg-
ing class of application-level power-reduction techniques is
based on decreasing the workload through approximation
in response to changes in the available energy [3, 15, 19, 34].
These systems rely on a mechanism for estimating available
energy at runtime, which is an open problem for an energy-
harvester that will likely require additional hardware and
software. OS-level power management that keeps unused
resources in sleep states [22] is complimentary to Capybara.
Methods for estimating worst-case energy consumption of
software tasks [8, 21] apply for provisioning capacity for
Capybara banks given an application.

8 Conclusion

Energy-harvesting platforms free applications from batteries,
which are large, heavy, and fragile. To handle environmen-
tal triggers responsively, application tasks place capacity
and temporal constraints on a device’s power system. We
observed that a system with a fixed-capacity energy buffer
cannot satisfy both capacity and temporal constraints, due to
the inverse relationship between capacity and charge time.
Capybara is the first system with a software interface

for expressing task energy requirements as energy modes,
a hardware mechanism for reconfiguring energy storage
capacity and pre-charging capacitors for on-demand energy
bursts, and a runtime system that supports reconfiguration.
Our evaluation of Capybara in a solar energy harvesting
device showed that reconfigurability improves application
responsiveness and event detection accuracy. Future work
should automate energy capacity estimation for application
tasks and find an allocation of capacitors to banks for a set
of task energy requirements.
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