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Abstract The rapid spread of rumors occurring on social media is a critical problem that

poses a great risk to emergency situation navigation, especially during disasters. Many

research questions, such as how misinformed users judge potential rumors or how they

respond to them, are crucial issues for crisis communication, but have not been extensively

studied. This paper fills this gap by originally documenting and studying Twitter users’

rumor and debunking response behaviors during disasters, such as Hurricane Sandy in

2012 and the Boston Marathon bombings in 2013. To this end, two rumors from each

disaster and their related tweets are documented for analysis. Users who were misinformed

and involved in the rumor topic by posting tweet(s), could respond to a rumor by: (1)

spreading (85.86–91.40%), (2) confirmation-seeking (5.39–9.37%), or (3) doubting

(0.71–8.75%). However, if the rumor-spreading users were debunked, they would respond

by: (1) deleting rumor tweet(s) (2.94–10.00%), (2) clarifying rumor information with a

new tweet (0–19.75%), or (3) neither deleting nor clarifying (78.13–97.06%). We conclude

that Twitter users perform poorly in rumor detection and rush to spread rumors. The

majority of users who spread rumors do not take further action on their Twitter accounts to

fix their rumor-spreading behaviors.

Keywords Crisis information � Twitter � Rumor response � Debunking
response � Decision analysis

1 Introduction

Social media has been widely used for crisis communication during disasters due to the

advanced development of mobile technologies (Gupta et al. 2013; Kang et al. 2015;

Zubiaga et al. 2016). Due to this, it has become common for event updates to be available
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on social media first and then introduced in the mainstream media thereafter (Oh et al.

2011). Information from social media is also commonly used for evacuation decision

makings during disasters (Sadri et al. 2017). Despite the advantages of social media, it has

also been criticized and deemed a rumor mill for propagating misinformation and gossips

during crises (Leberecht 2010), which can cause large-scale panics (Richards and Lewis

2011) and even economic loss (Liu et al. 2015). To make matters worse, social media users

are notorious for their poor rumor detection (Rubin 2017) and rushing to share early

unverified information (Zubiaga et al. 2016) during disasters. However, there are also

individuals who combat rumors based on their bounded knowledge (Rosnow and Fine

1976) and try to turn to other sources for confirmation to verify the claims (Lewandowsky

et al. 2012). With those rumor combating users, social media is able to recognize and even

correct rumors (Zhao et al. 2016; Tripathy et al. 2010; Jong and Dückers 2016). By rec-

ognizing this duality of social media users’ behaviors when facing rumor information

during disasters, this paper explores both the rumor and debunking response behaviors of

social media users based on their different information statuses. This paper addresses these

two research questions: (1) How do social media users respond to rumors when they first

become misinformed? (2) Will social media users combat rumors when they are debunked

by accurate information? and if so, what will they do? Analysis of real tweets data is used

in this study to address these research questions. We first choose one recent natural disaster

(Hurricane Sandy in 2012) and one recent man-made disaster (Boston Marathon Bombings

in 2013). For each of the two disasters, we read news and related articles to identify the top

two widely spread rumors, fake news, and hoaxes (Hill 2012; Holt 2012; Sager 2013;

Montopoli 2013). With the four rumor case studies, the main contributions of this research

include:

• Analysis of rumor awareness and response behaviors of Twitter users during disasters.

• Investigation of the debunked status of rumor-spreading users and their debunking

response behaviors. To the best of our knowledge, this work is the first one to analyze

both rumor and debunking response behaviors of Twitter users.

The rest of this paper is organized as follows: Sect. 2 introduces the literature review;

Sect. 3 presents the research methods and data used in this study; Sect. 4 presents an

analysis of our results; Sect. 5 proposes a decision tree model of misinformed social media

users; Sect. 6 summarizes and concludes.

2 Literature review

2.1 Literature on rumor response behaviors

Rumors, defined as ‘‘the informally improvised news’’ (Shibutani 1969), often come along

with disasters and other crises (Rosnow and Fine 1976). Social media, which is an

important tool for crisis communication during disasters, is susceptible to rumors and other

malicious applications due to its accessibility to everyone (Tripathy et al. 2013). The

advanced development of mobile devices has made it a norm for an incident to be first

reported by a local eyewitness, and then covered by the mainstream media during large-

scale crises (Oh et al. 2011). As a result, rumors or misinformation may have propagated

widely by the time anti-rumor information from authoritative sources is available (Ozturk

et al. 2015). Therefore, social media users are left most of the time to evaluate the accuracy

of the information on their own and decide whether to disseminate or combat the potential
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rumor (Ozturk et al. 2015). By reviewing this dilemma that occurs to social media users,

their behaviors have been examined when facing potential rumor information. Results from

Zubiaga et al. (2016), Rubin (2017), Morris et al. (2012) and Starbird et al. (2014) show

that social media users are notorious for poor rumor detection during disasters due to

people’s truth-biased characters (Rubin 2017), which means that people tend to ascribe

truth to messages that they have received than deceit (Levine et al. 1999). Research from

Zubiaga et al. (2016) shows that Twitter users rush to share early unverified information,

rather than the later accurate rumor-debunking information. Traditional socio-psychology

research from Rosnow and Fine (1976) has shown that not all of the users will become

rumor spreaders, as some individuals are able to make basic judgments based on their

bounded knowledge (Knopf 1975; Rosnow 1991). People may turn to other sources for

information confirmation based on their prior beliefs on the information that they have

received (Lewandowsky et al. 2012). Reviewing the literature, it is clear that even if

individuals are misinformed by the same rumor information, the response behaviors of

social media users may vary from individual to individual. However, most of the current

work focuses on exploring rumor awareness and rumor-spreading behaviors of social

media users (Zubiaga et al. 2016; Rubin 2017; Morris et al. 2012; Starbird et al. 2014), and

little research has been done to explore different response behaviors of social media users

except for rumor spreading. An exception is the work of Dang et al. (2016), which

identified three types of response behaviors: (1) support, (2) refute, and (3) joke. However,

based on Lewandowsky et al. (2012) and Knopf (1975), social media users could also seek

confirmation, or make assessments of the information that they receive during disasters.

Therefore, we are motivated to explore more rumor response behaviors of social media

users during disasters, which have not been studied extensively in the literature.

2.2 Literature on rumor-debunking behaviors

Although social media has been criticized by many researchers for accelerating the spread

of rumors, it can still be helpful in rumor control in times of disasters. The self-correction

function of social media, identified by Gayo-Avello et al. (2013), Zubiaga et al. (2016) and

Castillo et al. (2011), can be explained by the broad mass participation and persistent

discussions inherent in social media, with which rumors and misinformation can be

identified and corrected by knowledgeable users at an early stage of their spread (Friggeri

et al. 2014; Alexander 2014). Traditionally, rumors could be debunked either by an

individual’s common sense or by actual professional verifications (Rubin 2017). Rumors

spread on social media are best quelled in the same word-of-mouth way that they spread,

which is via messages spread from one user to another (Tripathy et al. 2013). This indi-

cates that the best rumor quelling method depends heavily on rumor combating behaviors

of social media users during disasters. However, research from Zhao et al. (2016) has

identified a ‘‘higher awareness but lower behavior gap’’ of social media users in terms of

rumor combating. Similar results are also found in Zubiaga et al. (2016), which indicates

that social media users are less likely to share confirmation or rumor-debunking infor-

mation compared with unverified reports in the early stage of rumor spreading. In sum-

mary, not all social media users will combat rumors even if they have already been

debunked by accurate information. Reviewing the literature, a research gap is the inves-

tigation of the rumor-debunking behaviors of social media users when they are debunked

by accurate information. To the best of our knowledge, this paper is the first study to

investigate rumor-debunking response behaviors of social media users during disasters.
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3 Research method

3.1 Disasters and rumor cases

Hurricane Sandy was the largest hurricane of the Atlantic hurricane season in 2012 and the

second most costly natural disaster in the U.S. history (Blake et al. 2013a). The hurricane

formed on October 22, 2012 and made its landfall at Brigantine, New Jersey on October

29, 2012. There were 24 states affected by this hurricane, with particularly severe damages

in New Jersey and New York. The disaster dissipated on November 2 and caused 147

casualties and $75 billion in damages (Blake et al. 2013a,b).

The first rumor case studied is the New York Stock Exchange (NYSE) flooding rumor,

which was originated by the Twitter user @ComfortablySmug. The user mentioned that

the NYSE was flooded and under more than 3 feet of water (Hill 2012; Holt 2012), as

shown in Table 1. The rumor spread all the way to CNN, where meteorologist Chad Myers

of Piers Morgan’s show announced that the NYSE was under 3 feet of water and men-

tioned that the news came from the National Weather Service (NWS) (Wemple 2012).

Another rumor case that we studied pertains to the Coney Island Hospital fire, as shown in

Table 1, which originated as a report on a police scanner, indicating that the Fire

Department City of New York (FDNY) firefighters had troubles entering the Coney Island

hospital to respond to a fire in the building (Inside Breaking News 2012). The rumor ended

up spreading widely on Twitter, especially by users who thought the scanner to be a

reliable source (Oremus 2012). However, it was revealed finally that the FDNY was

actually responding to a car fire in the parking lot rather than a fire in the hospital itself

(Inside Breaking News 2012).

The Boston Marathon bombings in 2013 occurred on April 15, 2013 at 2:49 p.m. EDT,

and left 3 people dead and 264 injured (Kotz 2013). Three days later, a subsequent

shooting occurred on the MIT campus, leaving one suspect dead, while the other suspect

escaped. The two suspects identified by the FBI were Tamerlan and Dzhokhar Tsarnaev.

The brother who survived was found and arrested on April 19, 2013 at 9:00 p.m. EDT

(Starbird et al. 2014).

Table 1 Original rumor tweets of four rumor cases

Rumor
case

Time
stamp

Re-
tweets

Likes Message

NYSE
flooding

10/29/
2012
18:04

580 35 BREAKING: Confirmed flooding on NYSE. The trading floor is
flooded under more than 3 feet of water

Hospital
fire

10/29/
2012
19:44

281 5 Brooklyn:FDNY is enroute to Coney Island Hospital for a
reported fire on the third floor with a heavy smoke condition

RT
donation

04/15/
2014
11:29

52,173 855 For every re-tweet we receive we will donate $ 1.00 to the
#BsotonMarathon victims #PrayForBoston

Sandy
hook
girl

04/15/
2012
19:41

816 151 R.I.P to the 8 year-old girl who died in Boston explosions while
running for the Sandy Hook kids. #prayforboston
pic.twitter.com/yiTw4WUcbZ
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The first rumor case is about the re-tweet (RT) donation scam, shown in Table 1. It

originated from a fake account @_BostonMarathon claiming that ‘‘For every re-tweet we

receive we will donate $1.00 to the #BostonMarathon victims #PrayForBoston.’’ The tweet

received at least 52,173 re-tweets before the account was suspended by Twitter (Sager

2013). Another rumor case is about the killing of an 8-year-old girl who had survived the

Sandy Hook massacre. The original rumor tweet, as shown in Table 1, claimed that an

8-year-old girl who survived the Sandy Hook mass shootings was killed in the bombings

(Sager 2013). A photograph of the 8-year-old girl was even presented to support the

information. However, the child killed in the bombings was actually an 8-year-old boy who

was waiting at the finish line of the marathon and was rushing out to hug his dad who had

just completed the race (Montopoli 2013). The bombs went off when he returned to his

mother and sister, which resulted in his death, severe injuries to his mother and his sister

losing one leg (Hollywood Life Staff 2013).

3.2 Data collection

Twitter REST API https://dev.twitter.com/rest/public is used for data collection. First, we

apply keywords to search rumor related tweets. Second, we eliminate reply tweets, and

keep only the normal original tweets for analysis. Third, we collect re-tweets and

descendant replying tweets to the normal original tweets. We choose 1 month as the data

searching period to get relatively complete and comprehensive data given the fact that the

number of tweets related with a disaster decreases significantly 15 days after the occur-

rence of that disaster (Wang and Zhuang 2017). Specifically, the keywords, hashtags, and

search period for each rumor case are ‘‘NYSE flood’’ and ‘‘New York Stock Exchange

flood;’’ ‘‘Coney Island Hospital fire,’’ ‘‘Coney Island fire,’’ and ‘‘Coney Island Hospital’’

from Oct 29 to Nov 29, 2012; ‘‘Sandy Hook child,’’ ‘‘Sandy Hook girl,’’ ‘‘eight year boy,’’

and ‘‘eight year girl’’ from April 15 to May 15, 2013, and ‘‘#BostonMarathon,’’

‘‘#PrayForBoston,’’ ‘‘re-tweet donate,’’ ‘‘$1.00 donation,’’ and ‘‘$1.00 donate’’ from April

15 to May 15, 2013. Removing all unrelated tweets, results of the data collection are listed

in Table 2, within which ‘‘Normal,’’ ‘‘Re-tweets,’’ ‘‘Descendants,’’ and ‘‘Deleted’’ refer to

the counts of normal tweets, re-tweets, descendant tweets, and deleted tweets, respectively.

There are two types of re-tweets in Twitter: the first one is made by clicking re-tweet

button under each original tweet and the re-tweet(s) (without modifications) will appear in

the re-tweeter’s timeline. The second type is made by copying the original message and

adding ‘‘RT @’’ or ‘‘MT @’’ before a user name to show the citation source(s). We

examine only the first type in this study. More than 20,000 tweets were collected for

analysis in this study.

Table 2 Data collection results for each rumor case

Rumor case Date Normal Re-tweets Descendant Deleted Total

NYSE flooding 10/29-11/29 1259 3719 868 16 5862

Hospital fire 10/29-11/29 878 2655 533 17 4083

RT donation 04/15-05/15 651 1466 403 31 2551

Sandy Hook girl 04/15-05/15 2078 4862 1183 23 8146

Total 4866 12,702 2987 87 20,642
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3.3 Content analysis

Originating from communication and media research, content analysis (CA) is widely used

to derive quantitative information from a body of open-ended qualitative data by analyzing

the frequency or occurrence of ideas, or codes (Berg et al. 2004; Neuendorf 2002; Patton

1990). This paper uses CA to categorize the Twitter users’ beliefs and responses to rumor

information in the four cases. Reliability of CA results is ensured by the coding

scheme that requires at least two coders for the coding process. In this study, manual

coding is used to classify Twitter users’ beliefs and responses to potential rumors.

In this paper, we analyze social media users who were misinformed by rumor infor-

mation and involved themselves in the rumor topic on Twitter by posting tweet(s). The

analysis consists of status classification (SC), rumor response analysis (RRA), debunking

users and tweets collecting (DUTC), debunking response analysis (DRA), and confirmation-

seeking effectiveness analysis (CEA), as shown in Fig. 1. We first analyze the tweets

content to identify the information status of the tweet’s author and generate a user status file.

If the tweet’s content shows that the user is debunking the rumor, then this original

debunking tweet, the tweet’s author, re-tweets of this rumor-debunking tweet, and users of

all these re-tweets will be documented in the DUTC process. Two data sets are generated

from the DUTC process, including a debunking tweets data set and a debunking users data

set. If the tweet’s content shows that the user is misinformed, then RRA will be performed,

including spreading (S), confirmation-seeking (C), and doubting (T). If a tweet message

shows that the user has spread the rumor (‘‘rumored’’ in Fig. 2), DRA will be performed to

learn how they would respond if they were debunked by accurate information. Confirma-

tion-seeking users refer to users who post tweets to seek confirmation on Twitter; e.g. ,‘‘I

have seen the news that..., is that true?’’ While doubting users post tweets to show their

Tweets

Misinformed?
Y

N

Rumored ?

Y N

Debunked?
Y

N

End

Confirm
ation ?

N

CEA

Debunking
?

Y

N

DUTC

Y
DRA

Debunking 
tweets

Debunking 
users

SC

RRA

SC: status classification
RRA: rumor response analysis
DUTC: debunking users & tweets collecting
DRA: debunking response analysis
CEA: confirming effectiveness analysis

User status

Fig. 1 Flow chart for tweet analysis
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doubt on the messages based on their knowledge; e.g., ‘‘I do not think this message is true

since only adults are allowed for marathon.’’ For confirmation-seeking users, CEA will be

performed to learn the effectiveness of their confirmation-seeking behaviors.

4 Results

4.1 Status classification (SC)

Results of SC for all rumor cases are shown in Table 3. Three information statuses

identified are: (1) debunking (D), (2) misinformed (M), and (3) others (O). Debunking

refers to a status in which a user already knows it is a rumor and debunks the rumor with a

tweet. Misinformed refers to a status in which a user has received the rumor information,

but is not clear regarding the information’s accuracy. Others status refers to a status where

a user is neither misinformed nor debunking, they may post for commenting; e.g., ‘‘I don’t

care whether the NYSE is flooding. I care about the thousands of poor families who can’t

afford to rebuild from scratch.’’ We filter these tweets out and tag them as ‘‘others’’ status.

Due to the fact that a user can post several tweets with different statuses, the number of

users involved in each rumor case is not necessarily the sum of users in each information

status. For example, we have 788 total users in the Hospital fire rumor, but the sum of users

from each type of information status is 823 (= 647 ? 150 ? 26), as shown in Table 3.
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Fig. 2 Statistics of rumor awareness for each case. a NYSE flooding. b Hospital fire. c RT donation.
d Sandy Hook girl

Table 3 Noumber of tweets and users with misinformed (M), debunking (D), and other (O) status

Rumor case Tweets Users

M D O Total M D O Total

NYSE flooding 363 570 331 1264 363 545 321 1165

Hospital fire 709 160 26 895 647 150 26 788

RT donation 297 203 182 682 296 199 182 675

Sandy Hook girl 1118 784 199 2101 1111 778 199 2081

Total 2487 1717 738 4942 2417 1672 728 4709
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Note that the number of ‘‘M’’ users is larger than that of ‘‘D’’ users in the NYSE flooding

case, potentially because the NYSE flooding rumor is easier to debunk than others.

4.2 Rumor response analysis (RRA)

Response behaviors of misinformed users are summarized in this section, including:

spreading (S), doubting (T), and confirmation-seeking (C), which are identified when the

tweets indicate that the users are spreading rumors, doubting rumors, and seeking con-

firmation of the rumors, respectively. We define the status of users who doubt or seek

confirmation as non-rumored (NR), and we define the status of rumor-spreading users as

rumored (R). Figure 2 shows that of Twitter users who were misinformed and involved in

the rumor topic on Twitter, more than 86% of them would be rumored and rush to spread

false information, which is consistent with the conclusions from Morris et al. (2012) and

Starbird et al. (2014) that Twitter users perform poorly with respect to rumor detection.

Additionally, our results reveal that less than 9% would doubt the rumor. Information

ambiguity or abnormal features of rumors can increase users’ rumor awareness. For

instance, 8.75% doubting users were identified in the RT donation rumor case, which is

higher than the percentages in other rumor cases, with 5.79% in the NYSE flooding case,

0.71% in the hospital fire case, and 6.12% in the Sandy Hook girl rumor case. A possible

explanation for this higher doubting rate are the abnormal features of the rumor-spreading

user @_BostonMarathon, who registered only several hours before the rumor tweet and

had only several prior tweets. All of these features could impair the credibility of this

information (Abbasi and Liu 2013). Less than 10% of misinformed Twitter users would

respond by seeking rumor confirmation with a new tweet.

4.3 Debunking users and tweets collecting (DUTC)

Both debunking tweets and the users posting debunking tweets are collected in the DUTC

process. Debunking tweets include original normal debunking tweets and their re-tweets,

which share the same doubting status since no modification is made when a re-tweet

occurs. With the data set of debunking users, we are able to test friendship between a

debunking user and a rumor-spreading user. If a rumor-spreading user follows a rumor-

debunking user, then this rumor-spreading user is able to receive the rumor-debunking

tweet(s) posted by the rumor-debunking user. Therefore, we are able to figure out whether

a rumor-spreading user received anti-rumor tweet(s) from their friends. By testing the

friendships of a rumor-spreading user with all rumor-debunking users, we are able to get

the frequency of similar rumor-debunking tweet(s) that a rumor-spreading user has

received. Results of the DUTC process for each rumor case are summarized in Table 4.

Table 4 Noumber of debunking (D) tweets and users collected in each rumor case

Rumor case Normal (D) Re-tweets (D) Total tweets (D) Total users (D)

NYSE flooding 568 2065 2633 2462

Hospital fire 160 757 917 853

RT donation 203 975 1178 1283

Sandy Hook girl 784 467 1251 1244
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About 4000 more debunking users from four rumor cases were identified by collecting re-

tweets of original rumor-debunking tweets, which is helpful in obtaining a better estimate

of the debunked status of a rumor-spreading user.

4.4 Debunking response analysis (DRA)

Before we investigate the debunking response behaviors of rumor-spreading users, an

analysis of their debunked status has to be made. Within this analyzing process, debunking

methods, coverage, and frequency for rumor-spreading users are analyzed as follows.

Debunking methods include official debunking (receiving rumor-debunking tweets from

friends) and conversational debunking (getting rumor-debunking information from the

descendant replies under their original rumor tweets). For example, an original tweet user

A has received the rumor-debunking information via a descendant reply from user B

saying the rumor information is false. However, the user A may also receive another

descendant reply from user C confirming the rumor information is true even before the

rumor-debunking reply. For all of the rumor-spreading users, we first investigate whether

they were debunked or not. If they were debunked, we want to determine by which method

they were debunked. Venn diagrams in Fig. 3 illustrate debunking results for each rumor

case. The majority of debunked-rumor-spreading users were debunked in the official way,

except for the Sandy Hook girl rumor case. The percentage of officially debunked users

reaches a very high level of 94% (¼ ð185þ 18Þ=ð185þ 18þ 12Þ) in the Hospital fire

rumor case. However, the results in the Sandy Hook girl rumor were reversed with more

than 70% of debunked-rumor-spreading users being debunked in the conversational way.

There were also rumor-spreading users debunked by both methods, which took about 8%

in the Hospital fire, RT donation, and Sandy Hook girl rumor cases. Moreover, the per-

centage for the NYSE flooding rumor case was 19%.

Debunking coverage refers to the fraction of debunked users of all rumor-spreading

users. For instance, Fig. 3 shows that 128 ð¼ 95þ 24þ 9Þ out of 318 ð¼ 95þ 24þ 9þ
190Þ rumor-spreading users were debunked in the NYSE rumor case, with a debunking

coverage of 40%. The debunking coverage in the Hospital fire rumor, RT donation rumor,

and Sandy Hook girl rumor were 36, 23, and 14%, respectively. All were less than 40%

among four rumor cases, which is not satisfying. However, we found that the number of

rumor-spreading users decreased significantly several hours after the rumor release, as

shown in Fig. 4, indicating that the majority of the users were already clear of the truth

value of the rumor information and stopped posting rumor tweets despite the large number

of un-debunked users in earlier hours. These rumor-spreading users were either debunked

by other Twitter users, or by accurate anti-rumor information from other platforms, such as

TV news.

Debunking frequency is used to measure how much Twitter users are overloaded with

similar rumor-debunking information during disasters. Analysis of debunking frequency

was only applied to the official debunking method to ensure all of the rumor-spreading

NYSE flooding   

9 24 
95 

190 

Hospital fire

1218185

379

RT donation 

195 

5 33 22 

Sandy Hook girl

851140

832 Official

Conversation

Un-debunked

Fig. 3 Number of official, conversational and un-debunked users in all rumor cases
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users were tested for friendship by the same debunking users set. Table 5 shows that a

debunked-rumor-spreading user had received 1.76-4.99 similar debunking tweets. In the

two Hurricane Sandy rumor cases, 50% of debunked-rumor-spreading users had received

at least two similar rumor-debunking tweets (median = 2). Debunked-rumor-spreading

users in NYSE flooding rumor received an average of five similar rumor-debunking tweets.

In an extreme case, they could receive forty seven similar debunking tweets, as shown in

Fig. 5a. Figure 5 illustrates that approximately 30% and 13% of officially debunked-

rumor-spreading users received more than four similar rumor-debunking tweets in the

NYSE flooding and Hospital fire rumor cases. On the other hand, for the RT donation and

Sandy Hook girl rumor cases, the majority of the officially debunked-rumor-spreading

users received one rumor-debunking tweet, as shown in Fig. 5.

The debunking responses identified were deleting (previous rumor tweets) and clari-

fying (by posting a new rumor clarification tweet) when a rumor-spreading user was

03tcO92tcO

22 01 03 05 07 09 11 13 15 17 19 21 23

0

50

100

150

200

N
o.

 o
f u

se
rs

47

8

16

4

97

4
11

1

1
0

211
1 000000000000000000000

8
4 1 0 0 0 0 1 1 1 0 0 0 0 0

0 0 0 0 0

218

3 2111

47

1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0

97

4 0000000
16

Hour
(a)

(c) (d)

(b)

03tcO92tcO

21 23 01 03 05 07 09 11 13 15 17 19 21 23

0

100

200

300

400

N
o.

 o
f u

se
rs

66

144

0

137

461

1
1 3 0

0000 11 1211
1

11
112

000000000000001 1

137

11
2

1
1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

12
1

461

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

144

66

3
11

01 000

Hour

Rumored

Debunked

61rpA51rpA

16 18 20 22 01 03 05 07 09 11 13 15 17 19 21 23

0

10

20

30

40

50

N
o.

 o
f u

se
rs

14 1010
10 8

766

14

5
5 22

6

1 00

11

3

3 2

22

2

2

777

11111

66

0
0

5
3

1

1

1 0
0

00000
0

000000
22

0

6 0 0
0

0 0 0
3

14

2222 1

1

1

1 0
0000000000

0

5
5

5

10

6
7

2 2 0 0 1 1 0 2 2 0 0 2 1 1 1 3 1

45

66

6

77

7

8

3

1010 1114

Hour

61rpA51rpA

20 22 01 03 05 07 09 11 13 15 17 19 21 23

0

50

100

150

200

250

N
o.

 o
f u

se
rs

2122

28

151

118

182
198

9 11 2222 000000000000 4 33

51

1010

10 9

9 12
7

7
6

5 4
333

17
24 222

18
1 02

0 4 2 3 2 3 0 1 2

28 24

22 21 4
3 1

9 0
0000000000

24 91010 10 17 18 12 7 9 5 7 6 4 3 3 2 1 3 2 0
2

198
182

151

38 19

51

118

Hour

Fig. 4 Number of rumored and debunked users in first two days of each rumor. a NYSE flooding.
b Hospital fire. c RT donation. d Sandy Hook girl

Table 5 Debunking frequency of debunked users in each rumor case

Rumor case Debunked user Debunking user Max Min Median Mean

NYSE flooding 119 2462 47 1 2 4.99

Hospital fire 215 853 20 1 2 2.65

RT donation 60 1283 10 1 1 1.76

Sandy Hook girl 136 1244 21 1 1 1.82
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debunked by accurate information. Results for each rumor case are illustrated in Fig. 6,

indicating that the majority of debunked-rumor-spreading users would neither respond by

deleting their previous rumor tweet(s), nor by posting a new tweet to clarify their rumor-

spreading behavior. The aforementioned users took 78% (¼ 100=ð100þ 4þ 4þ 20Þ),
87% (¼ 187=ð187þ 8þ 2þ 18Þ), 90% (¼ 54=ð54þ 6Þ), and 97% (¼ 132=ð132þ 4Þ) in
the NYSE flooding, Hospital fire, RT donation, and Sandy Hook girl rumor cases,

respectively. Less than 10% of debunked-rumor-spreading users would delete their rumor

tweets in all rumor cases and that percentage of users who post clarifying tweets was zero

in the two Boston Marathon Bombing rumor cases. Only about 14 and 7% of debunked-

rumor-spreading users would both delete and make clarifying statements after being

debunked in the two Hurricane Sandy rumor cases.

4.5 Confirmation-seeking effectiveness analysis (CEA)

Reply frequency, efficiency, and results are analyzed for the confirmation-seeking effec-

tiveness analysis. Replied frequency is investigated to study how many confirmation-

seeking tweets were replied to, and if replied to, how many replies that these tweets

obtained. Replied efficiency is also studied to investigate how fast these confirmation-
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seeking tweets were replied to. Motivated by the fact that descendant reply tweets of an

original confirmation seeking tweet may also contain rumor and debunking information, or

both.

Replied frequency results shown that more than 26% of the confirmation-seeking tweets

were replied to in each rumor case and the replied rate for non-confirmation-seeking tweets

is less than 20% in each rumor case. In addition, the average number of replies to con-

firmation-seeking tweets ranges from 26.47 to 36.36, which is also larger than that of non-

confirmation-seeking tweets , ranges from 17.02 to 19.84 in each rumor case.

Replied efficiency is measured by both first efficiency (FE) and average efficiency (AE).

FE refers to the response speed of the first reply to a confirmation-seeking tweet. AF refers

to the average response speed of all the replies to a confirmation-seeking tweet. Results

show that the average response time when the first reply occurred to confirmation-seeking

tweets is less than 7 min in each rumor case and that more than 50% of these first replies

occurred within 4 min. The average replying time for confirmation-seeking tweets ranges

from 5.87 to 65.84 min among four rumor cases. Histograms of replying time (min) in each

rumor case are illustrated in Fig. 7, showing that 70.37, 63.92, 82.61, and 47.95% of the

replies occurred within 5 min in the NYSE flooding, Hospital fire, RT donation, and Sandy

Hook girl rumor cases, respectively. Responses to confirmation-seeking tweets are efficient

on Twitter during disasters.

Replied results indicate that not all of the descendant replies to confirmation-seeking

tweets are accurate. As shown in Fig. 8, except for the RT donation rumor case, all

confirmation-seeking tweets from three other cases had rumor descendant replies under

their original tweets. However, 67% (¼ 2=ð2þ 1Þ), 83% (¼ 5=ð5þ 1Þ), and 50%

(¼ 2=ð2þ 2Þ) of the aforementioned confirmation-seeking tweets had rumor-debunking

descendant replies coexisting with the rumor-spreading descendant replies in the NYSE

flooding, Hospital fire, and Sandy Hook girl rumor cases, respectively.
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5 A decision tree model for misinformed social media users

Based on the response behaviors of Twitter users identified in Sects. 4.2 and 4.4, we

propose a decision model of misinformed social media users in the context of rumors, as

shown in Fig. 9. Specifically, a false rumor in this model refers to a claim whose truth-

fulness is in doubt during propagation (Harsin 2006) and turns out to be false eventually.

Reading possible rumor information, a social media user may: (1) spread this information

to his/her followers, (2) doubt the information and post a tweet with doubting reasons, (3)

seek confirmation from other Twitter users, or (4) do nothing.

Responding by spreading, a social media user may face a risk that the information could

be a false rumor. Given that the information is a false rumor, a user could be debunked

either by the conversational or by the official debunking method. Once the rumor-

spreading user is debunked, another decision has to be made on whether to help in rumor-

debunking by deleting previous rumor tweets, posting a new rumor clarifying tweet, or by

other behaviors.

Responding by doubting, a user can avoid the risk of spreading rumors to his/her

followers, regardless the truth value of the information. If the information is a false rumor,

this decision contributes to rumor combating during disasters and therefore generates

higher utilities. If the information is a true rumor, the user may be worse off by incorrectly

doubting accurate news and missing a good chance to update his/her followers with the

latest news.

Responding by seeking confirmation, a social media user may face the risk of not being

replied to. Given that the user is replied to, however, another risk is posed by the quality of

information from the descendant replies to this confirmation seeking. Three possible results
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Fig. 9 A decision making model for a misinformed social media user
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will be generated, including: (1) rumored, if replies to this confirmation-seeking tweet

contain rumor information; (2) debunked, if replies contain accurate rumor-debunking

information; (3) others, if all of the replies to this confirmation-seeking tweet contain

nothing pertinent to the information truth value. Fortunately, rumored confirmation-seek-

ing users may also eventually be debunked if there is also accurate rumor-debunking

information available in the descendant replies. Finally, a user may also choose to do

nothing when reading possible rumor information.

Misinformed social media users may make multiple decisions in different stages. For

example, a user may first spread rumor(s), and then debunk the rumor(s) or delete previous

rumor tweet(s), which have been identified by this study. Based on our data set, we did not

find the case where the users both spread rumors, and seek confirmation at the same time.

This may be due to the fact that a user who spreads the rumor may believe that the message

is true and may not likely to seek confirmation at the same time. While seeking confir-

mation shows that a user is not sure whether the information is true or not, they are not

likely spread the information before he/she gets confirmed.

In addition, not all of the possible responding decisions of misinformed social media

users were identified. Future research could further identifying more rumor responding

behaviors, such as spreading rumor(s) by replying to other tweets.

Results of the decision model of misinformed social media users could be used for

motivating future research on decision makings of social media users when facing potential

false rumors, including identifying and qualifying the factors impacting decisions of social

media users.

6 Conclusions and future research

6.1 Results summary and conclusions

A tree with one root node, as shown in Fig. 10, was designed to summarize the results of

rumor response analysis, debunking response analysis, and confirmation-seeking effec-

tiveness analysis. Starting from a misinformed and involved status, 3 to 10% of these

Twitter users would post a new tweet seeking confirmation of the information they read,

among whom 26 to 36% received replies. First replies to confirmation-seeking tweets

occurred within 7 min on average, and more than 50% of all the replies occurred within

4 min. However, despite the efficient responses to confirmation-seeking tweets, the con-

firmation-seeking behavior is still a double-edged sword since not all of the confirmation-

seeking tweets were replied to with accurate information. Results show that 0 to 33% of the

confirmation-seeking users could be rumored by their descendant tweets. Fortunately, 50 to

83% of those rumored confirmation-seeking users could also be replied to with accurate

rumor-debunking information.

Misinformed and involved users could also doubt the rumor information based on some

abnormal features of the rumor tweet(s). Doubting users increased from 1% in the Hospital

fire rumor to 9% in the RT donation rumor, which may rise from the fact that the initial

rumor spreader of the RT donation rumor was a fake account with only several newly

posted tweets.

Most of the misinformed and involved users spread the rumors, and the percentage

ranges from 86% to 91% among the four cases. Less than 40% of these rumor-spreading

users were debunked. However, we also find that the number of rumor-spreading users
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decreased dramatically several hours after the release of the original rumor, since rumor-

spreading users could be debunked by information from other platforms (e.g., TV news) or

by other debunking Twitter users. Once debunked, only 3 to 10% of these rumor-spreading

users would post a new tweet to clarify the rumor tweets they had posted before. Less than

19% of the debunked-rumor-spreading users would delete their rumor tweets. Less than

14% of the debunked-rumor-spreading users would both delete their original rumor tweets

and post a clarification tweet. The majority (78–96%) of the debunked-rumor-spreading

users would neither delete nor clarify.

Four major conclusions of this paper are as follows. First, three types of rumor response

behaviors are identified for misinformed and involved Twitter users. Our results indicate

that Twitter users could respond to rumor information by spreading it, doubting, or seeking

confirmation based on the condition that they were misinformed and involved in the rumor

topic on Twitter through their posting of tweets. However, the majority ð� 86%Þ of these
misinformed and involved Twitter users rushed to spread the rumor information, indicating

the poor rumor detection ability of Twitter users. This finding aligns with the results from

Morris et al. (2012) and Starbird et al. (2014).

Second, two types of debunking response behaviors were identified for rumor-spreading

Twitter users when they were debunked. Our results show that a rumor-spreading Twitter

user can respond by either deleting previous rumor tweet(s) or clarifying rumor tweet(s)

they had posted with a new tweet. Both response behaviors are necessary to stop further

rumor-spreading during disasters. By deleting previous rumor tweet(s), a user can avoid

further re-tweets of that rumor tweet. By posting a rumor clarifying tweet, a user can

debunk at least his/her misinformed followers. Unfortunately, the majority (� 78%) of

rumor-spreading users would not delete previous rumor tweets or post a clarifying tweet

after they were debunked.

Thirdly, posting a confirmation-seeking tweet is an effective way for information

navigation during disasters on Twitter. Response to confirmation-seeking tweets was

efficient since average response time of the first reply and all of the replies are short.

Fig. 10 Responses of misinformed and involved Twitter users identified
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Despite the fact that some confirmation-seeking users could be rumored at first, at least

50% of them would be debunked eventually.

Fourth, rumor-spreading users are debunked quickly on Twitter during disasters. Our

study shows that rumor-spreading Twitter users decreased significantly only several hours

after the release of original rumor. Although results based on our debunking users set show

that less than 40% of rumor-spreading users were debunked, they could be debunked by

information from other platforms or by other Twitter users. As a result, rumor-debunking

on social media is good in terms of efficiency with the assistance from other platforms.

6.2 Future research directions

Some further research directions include: (1) discovering how the information statuses of

Twitter users change during disasters, including the possibility that a misinformed Twitter

user would first seek confirmation, but would post a misleading or rumor-spreading tweet

after receiving inaccurate information as a reply; (2) learning factors that may affect rumor

and debunking response behaviors of social media users, which would help in predicting

social media users’ decisions when facing rumors; (3) designing and optimize a decision

model of misinformed social media users during disasters with the theory of decision

analysis.
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