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Abstract Social networking websites with microblogging functionality, such as
Twitter or Sina Weibo, have emerged as popular platforms for discovering real-
time information on the web. Like most Internet services, these websites have be-
come the targets of spam campaigns, which contaminate web contents and damage
user experiences. Spam campaigns have become a great threat to social network
services. In this paper, we investigate crowd-retweeting spam in Sina Weibo, the
counterpart of Twitter in China. We carefully analyze the characteristics of crowd-
retweeting spammers in terms of their profile features, social relationships and
retweeting behaviors. We find that although these spammers are likely to connect
more closely than legitimate users, the underlying social connections of crowd-
retweeting campaigns are different from those of other existing spam campaigns
because of the unique features of retweets that are spread in a cascade. Based
on these findings, we propose retweeting-aware link-based ranking algorithms to
infer more suspicious accounts by using identified spammers as seeds. Our eval-
uation results show that our algorithms are more effective than other link-based
strategies.
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1 Introduction

Microblogging social networks such as Twitter [32] and Sina Weibo [35] have
emerged as popular platforms for discovering real-time information on the Inter-
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net, such as news, events, and opinions. It has been reported that Twitter has over
328 million monthly active users as of 2017 and generates over 500 million tweets
on a daily basis [28], while Sina Weibo as China’s most popular microblog website,
has 313 million monthly active users as of February 2017; 92 million messages were
being posted each day as of that time [7].

Due to their popularity and the ease with which messages can be spread,
microblogging social networks also have become targets of spam and phishing
scams [14]. Spammers use microblogging systems to advertise sales, to phish, to
disseminate pornography, and to spread viruses. The spam messages not only
pollute real-time search and statistical mining results but also consume user and
system resources. Spam detection in Twitter, particularly, has already caught the
attention of researchers [1,18,39]. These researchers found that spam detection in
social networks is different from traditional spam detection, which often assumes
that spam messages are spread by software bots. The reason is that spamming
strategies in social networks are changing.

The spamming strategy has been evolving; for example, a crowdsourcing sys-
tem on the Internet can be used to hire large numbers of real individual users to
perform a task. It is not surprising that spam campaigns have already adopted
crowdsourcing systems to spread spam in the social networks and to try to avoid
traditional spam detection [5,24,34]. It has been reported that the US military
has developed specific software to speed up the distribution of pro-American pro-
paganda in social media [10]. In China, the “Internet Water Army” is a group
of paid writers posting on social media to advertise or to manipulate the public
opinion [5,36]. Such spam campaigns tend to select users with a high indegree in
the social graph to propagate spams because the more followers a user has, the
more likely his or her retweets spread widely and quickly.

Spam campaigns in Twitter-like social networks usually hire a large number of
real labor workers to retweet unsolicited ads or controversial topics with comments
to increase the audience size and influence. This crowd-retweeting spamming poses
a serious threat to microblog-based social networks for several reasons. Firstly, it
takes advantage of a social networks’s inherent information cascade effect, which
spreads spam messages quickly and reaches a large audience. Secondly, employed
spammers retweet the target messages manually to get paid, and can evade tradi-
tional spammer detection strategies. Lastly, these real spammers also use various
tactics to make their accounts look attractive and normal by periodically updating
tweets and following other users to avoid being labeled as Zombie accounts.

In this paper, we investigate crowd-retweeting spamming in the Sina Weibo
(Weibo) social network. We crawl a large dataset of Weibo accounts using data
from real paid posters as our seeds, which are obtained from two public crowd-
sourcing service providers - Zhubajie (ZBJ) [44] and Sandaha (SDH) [25]. There
are two types of crowd-retweeting spammers: a spam initiator pays spam workers
to retweet target spam messages. We carefully study and analyze profile features,
social relationships and retweeting behavior of both spam initiators and spam
workers. We propose two inference algorithms utilizing the link structure and
retweeting characteristics to find more suspicious spam initiators and workers.
The experiment results show that our methods perform well to identify potential
spamiers.

The main contributions of this paper can be summarized as follows. Firstly, we
collect reliable data of spammers from real crowdsourcing websites ZBJ and SDH,
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which are credible foundations for the analysis of the spammer social structure.
Secondly, we analyze spammer characteristics and find the unique features of spam
initiators and workers. We find that spam initiators tend to be connected nonre-
ciprocally and act like normal users. In contrast, spam workers are more closely
connected among themselves with strong social relationships and their retweeting
behavior is different from normal users. Thirdly, As an extended and improved
version of our previous works [20], we dive deeper into the characteristics of spam-
mers and introduce more efficient inferring algorithms based on both link structure
and retweeting features to find more suspicious spam workers and spam initiators.
Especially, we introduce a new way to measure those workers holding few following
relationship with workers in the seed set, which were hardly detected in previous
work.

The rest of this paper is organized as follows. We present related work in Section
2. Section 3 introduces how we collected real-world data. Section 4 provides our
detailed analysis of spammers’ characteristics. Section 5 presents our algorithms
to detect such spammers. Evaluation results are presented in Section 6. Section 7
concludes this paper.

2 Related Work

In this section, we briefly discuss related literature on the crowd-retweeting-based
spam by organizing it into three groups: crowdsourcing systems, link structure-
based analysis, and spam detection.

2.1 Crowdsourcing Systems

Crowdsourcing systems have been widely studied on the Internet. Amazon’s Me-
chanical Turk [31] is best known crowdsourcing platform and has been scrutinized
by many researchers [15]. Other systems like Freelancer [11], Microworkers [23]
have also been studied [22]. The abuse of crowdsourcing systems has been dis-
cussed in recent research works. For example, Motoyama et al. [24] characterized
the behaviors of abuse-related labors on Freelance.com, such as account registra-
tion, ad posting and social network link farming. Chen et al. [5] analyzed the
hidden paid posters and proposed an SVM-based detection scheme using posters’
behavior features and postings’ semantic similarity. Due to the limitations of their
dataset, the authors were not able to investigate similar malicious users in so-
cial networks. Wang et al. [34] confirmed the existence of the malicious usage
of crowdsourcing systems by analyzing two crowdturfing websites ZBJ and SDH.
They compared five types of campaigns and checked profiles of suspicious accounts
as well as the effect of crowdturfing on information dissemination in Weibo. In [40],
the authors analyzed the crowdturfing phenomenon in Sina Weibo and proposed
an LDA-based method to investigate the users who often posted political contents.
However, their analysis ignored the underlying structure of the social network.
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2.2 Link Structure-based Analysis

Using link structure to design security schemes involves web link farming and
Sybil attack defense. Link farming is a form of web spam targeting link-based
ranking algorithms. Gyongyi et al. presented TrustRank to propagate trust based
on websites’ links [13]. The main idea is that good pages are likely to point to
other good sites. Becchetti et al. proposed link-based techniques for detection of
web spam using probabilistic counting [2]. However, the link structure of people’s
relationships is different from that of websites.

Other researchers explore the properties of social networks to defend against
Sybil attacks. SybilGuard [43] was the first work exploiting the link structure to
contain Sybil attacks’s influence. Similar strategies like SybilLimit [42], Sybillnfer
[8], and SumUp [30] have also been proposed. Viswanath et al. [33] summarized
these schemes and found they are vulnerable when non-Sybil nodes form strong
communities. Sybil defense systems can work well only when non-Sybil nodes form
a single community that is distinguishable from the group of Sybil nodes. Yang
et al. found that Sybils in reality do not form tight-knit communities [41]. Xue et
al. proposed a scheme using the friend invitation graph to defend against social
network Sybils [37]. However, crowd-retweeting based spammers in Twitter-like
social networks are different from traditional Sybils and thus need more research
to be fully understood.

2.3 Spam Detection in Social Networks

Social network spam detection methods can be roughly classified into two cat-
egories: machine learning and link based inference. Lee et al. [18] proposed a
classification approach by deploying social honeypots. Thomas et al. [29] made an
in-depth study of spammers’ behavior in Twitter to understand the spam ecosys-
tem. A spam classification approach is proposed based on user profile features [3]
. In [19], the authors studied features including profile information, comment be-
havior, IP address as well as geographical information and used SVM to detect
spammers. Chen et al. [4] analyzed the click rate of spam messages in Twitter, and
proposed a spammer detecting approach based on existing malicious link detection
technologies.

Recently, researchers have begun to pay attention to spammer communities’
social structures. Yang et al. [38] found that malicious users are socially connected
and proposed an inference algorithm based on identified malicious accounts. They
used malicious URLSs to define spammers not the same as the crowdsourcing spam-
mers studied in this paper. Ghosh et al. [12] investigated the link farming in Twit-
ter and presented a scheme using links to reduce the rank of malicious users.
However, they considered only following links to reduce the users’ rank. It has
been already found [17] that ranking by following relationships and retweeting
can get different results. Fayazi et al. [9] considered users’ comment behavior and
introduced a Markov random field-based method to infer spammers. Nevertheless,
their proposed model focuses mainly on electronic business websites, which are
quite different from microblog websites studied in this paper. As noted above,
for various reasons, the methods discussed above are not sufficient for detecting
crowd-reweeting spammers.
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In this paper, our data collection strategy is very different from those used in
the works above. We use data from real paid posters as our seed set to crawl more
data. We find that although spammers are connected closely, their relationships are
often undirectional. Spammers do not just gain influence by following; they also
spread spams by retweeting. This makes the strategy of using only the following
link to detect spammers insufficient.

3 Data collection in Weibo

In this section, we will first demonstrate how a malicious crowdsourcing system can
be built upon social networks for spamming. We will then introduce our method-
ology of studying how malicious crowdsourcing system users distribute spam and
our method of data collection. We present the terminology used in this paper at
last.

3.1 Combining Crowdsourcing Systems and Social Networks

As shown in Fig. 1, a crowd-retweeting spam campaign has three key actors: Ini-
tiator. An initiator is an individual or a company who initiates a spam campaign
and pays the cost. For example, an initiator can initiate a campaign by posting
on Weibo. An initiator can also intentionally send tasks to an agent, for example,
posting a task at an agent’s website. Agent: Agents are intermediaries who take
charge of finding tasks, managing and distributing funds to workers to accomplish
the goals. Agents can be in different forms such as websites and forums. For ex-
ample, ZBJ and SDH are web based services acting as agents. An initiator can
hire spam workers from ZBJ or SDH, asking these workers to distribute his or her
post on Weibo. Worker: Workers are paid posters who perform tasks assigned by
agents. In Weibo, spam workers retweet or comment on tweets of an initiator to
attract other normal Weibo users and will get paid for the work.

{Crowdsourcmg Systems |
i
I

a
a a

Spam initiators

Normal users Social Networks

Fig. 1 Mapping of Crowdsourcing Systems and Social Networks.
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A typical crowd-retweeting spam campaign in Weibo may work as follows:

1. An initiator has a spam task and asks the agent to carry it out.

2. The agent publishes the task and distributes it to spam workers.

3. After completing the tasks, workers report to the agent, who passes the report
back to the initiator.

4. If the initiator is satisfied with the result, he will inform the agent to make
payments to the workers.

3.2 Methodology

To study how crowd-retweeting based spamming works in the Weibo network,
we need (i) a large number of Weibo spammers’ identities that come from real
crowdsourcing systems and (ii) a large dataset of Weibo user accounts including
normal users and spammers. So we collect our dataset in two steps. First, we
choose two public available websites ZBJ and SDH as our crowdsourcing sources,
which are also used in related work [34] although the authors do not explore
the social relationship link structure and retweeting behavior. We developed a
web crawler based on Crawler4j [6] and crawled ZBJ and SDH webpages that
contain Weibo’s spamming tasks. These spammer data from ZBJ and SDH can be
used for exploring spammer characteristics and also work as seeds to find other
spammers. Then, with the help of Sina Weibo API we crawled these spammers’
profiles, follower lists, followee lists, tweets and retweets. The crawling tasks above
were completed by 2012. In order to avoid the bias caused by single dataset,
a new dataset with different time span is needed to cooperatively analyze the
characteristics of crowd-retweeting spamming. We developed another web crawler
based on Scrapy [26] and crawled more crowd-retweeting spam campaign tasks
from ZBJ and SDH and spammer data from Weibo from Jan. 2015 to Dec. 2016.
Therefore, we have two datasets from different time periods.

To extract a spammer’s identity, we need firstly define the spam. The definition
of spam in social network is slightly different from previous ones, which define
tweets containing malicious URLs as a spam. According to Twitter, spammers are
those users who post harmful links, abuse the @reply or @mention function to
post unwanted messages to users, and post repeatedly about trending topics to
grab attention. It can be observed that the crowd-retweeting based spamming in
social network matches the definition from Twitter.

Since spammers in our data take two roles: initiator and worker, we need to
identify initiator and worker accounts to make an in-depth analysis. Here is how
agents like SDH or ZBJ post tasks. The agent collects a list of tasks and publish
them in a webpage. Clicking on a task in the list, a user is directed to a topic
thread and the thread initiator is the spam initiator, who specifies the particular
task with his or her Sina Weibo identity in his or her post. Workers reply to
the post from the thread initiator, posting the snapshots of retweets to get paid.
Our script can analyze the crawled webpage structure and extract the Weibo user
ids(uids) of those initiators. By crawling each thread, we can also obtain Weibo
uids of those workers for each task.

The goal of this paper is to design algorithms and identify unknown spam ini-
tiators and workers based on tweets on Weibo. Note: spammers identified through
7ZBJ and SDH may be only a small fraction of spammers active on Weibo. This
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is why we need automatic approaches to identify suspicious spammers. We shall
crawl data on Weibo in order to understand the behavior of spammers and normal
users so that we can differentiate spammers from normal users. Therefore, spam-
mer uids obtained from ZBJ and SDH and randomly chosen normal user uids
are used as seeds for our crawlers to obtain a large dataset, which includes uids,
profiles, follower lists, followee lists, tweets and retweets.

The architecture of crawler based on Crawler4j is shown in Fig. 2. The crawler
was developed based on Sina Weibo Open SDK [27] in 2012. Weibo’s SDK used
the OAuth 2.0 protocol to delegate authentication and it also had a API rate
limit. For example, for an authorized application, it had a total rate limit of 1,000
calls per hour, with each test user account having a rate limit of 150 calls per
hour. To maximize the API call hits, we applied for 30 applications and 7 users,
obtaining about 30,000 API hits per hour for our crawler. Then we designed a
Breadth-First-Search (BFS) scheme to keep our crawler collecting more nodes.
We chose the users’ followees as our crawling candidates, since some nodes had
a millions of followers, which would soon consume the API hits. For potential
spammers, we collected the information of 14,443 users out of 14,536 while the
rest had already been banned by Weibo official administrator. Finally, we got 3,658
spam initiators and 11,045 spam workers. We also collected a dataset sample that
contained 193,591 users and 10,785,921 tweets from a randomly generated seed
set.

The Scrapy based crawler used a similar crawling logic. We crawled more
crowd-retweeting spam tasks from ZBJ and SDH. After removing those banned
accounts, we got 892 new spam workers and 706 new spam initiators. Further-
more, information of 38,948 Weibo users were collected from another randomly
generated seed set. In total, we crawled 40,546 users along with 8,321,270 tweets
with Scrapy.

Specifically, the dataset collected by 2012 is named as Dataset A and Dataset
B for the one collected from 2015 to 2016. And we randomly picked up three small
normal user samples from both two datasets for comparison with spammers. Each
normal user random sample had around 1,500 Weibo accounts.

Crowdsourcipg Sina Weibo Social Network
system websites
Y
Crowd-retweeting Candidate spam
Etask starting pages}‘ﬁnitiator uids = E=D| User profiles
Candidaty Weibo U ial
andidate spam ser socia
= worker uids = crawler »
Retweeting tasks module
submission pages

User tweets
E Candidate Weibo user uids ] » »

-/

L

Fig. 2 Weibo Crowd-Retweeting Crawler Architecture.
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3.3 Terminology

Fig. 3 introduces the terminology we use in the rest of this paper. If node (user)
B follows node A, we refer to B as A’s follower and A as B’s followee. We can
represent, the relationship in the social graph with a directed edge from B to A,
which also increase A’s indegree and B’s outdegree by 1. We also diffferentiate the
tweets and retweets. Each node C' has a list of tweets called timeline. If a tweet
is posted by the node itself, we call it an original tweet. If other nodes retweet
or comment on this tweet, the original tweet along with its retweets will form a
retweet tree [17]. If a node retweets a message from its followee node, we call it one
hop forward, which is quite common in a crowd-retweeting propagation procedure.
As shown in Fig. 3, the dashed arrow line from F' to C is one hop forward retweeting
path while the line from D to C'is not. A typical crowd-retweeting based spamming
includes a spam initiator node who posts an original tweet and spammer worker
nodes who massively retweet it.

B'’s follower

\ A’s followee

@________/———--" """"""" '?\One hop forward
Following path

_—

................. Retweeting path

Fig. 3 Terminology of Crowdsourcing based Social Network.

4 Analysis of Crowd-retweeting Spamming

In this section, we perform statistical analysis of spammers in a crowd-retweeting
spamming campaign. Our analysis mainly uses profile features, social structure,
and retweeting behavior.

4.1 Profile Characteristics

We start our analysis by obtaining profiles of Weibo accounts. The profiles can
provide features such as the number of followers, followees and tweets. These statis-
tics often reflect the reputation of Weibo accounts in a social network. They are
often used as features by spam detection algorithms [1,3]. To verify whether these
features are still useful, we compare the profiles of spam workers and initiators
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as well as randomly selected normal users in three normal user samples. The sta-
tistical analysis is carried out on both two datasets to study the stability of the
profile characteristics we analyzed. Specifically, Fig. 4 (a) (c) (e) show the statis-
tics on Dataset A while Fig. 4 (b) (d) (f) on Dataset B. Compared with normal
users, spammers have more followees and followers. For example, Fig. 4 (a) is the
empirical cumulative distribution function (ECDF) of users’ followee numbers. In
Fig. 4 (a), 88% of normal users follow no more than 500 users, while only 45% of
spammers follow fewer than 500 users. The curve has a sharp turn around 2,000
followees for spammers because Weibo has a upper bound of the number of a
user’s followees. VIP users can follow more users by paying an annual fee. Similar
observation can be concluded from Fig. 4 (b), which shows the following pattern
on Dataset B.

From Fig. 4 (c) on Dataset A and Fig. 4 (d) on Dataset B, despite the small
difference of analysis results between two datasets, spam workers have more follow-
ers than normal users. This is caused by the spamming mechanism. For a typical
spam task, the spam initiator announces a total reward and each participated
worker can only be paid one time. The payment is in proportion to the number
of a spammer worker’s followers. For instance, if a worker has 50 to 100 followers,
he can earn 0.05 to 0.1 CNY per post while a worker with 100 to 500 followers
can get 0.1 to 0.5 CNY. For those who have twenty millions of followers, they can
earn about 20,000 CNY for each retweet. This is why spammers need so many
followers.

According to Fig. 4 (a) (b) (c) (d), although there is a certain degree of differ-
ence on trajectory of curves between initiators and normal users, it can be observed
that the following pattern of initiators is more similar to the following pattern of
normal users compared to that of workers. This is because spam initiators are not
responsible for spreading spam.

An interesting finding is that the distribution of the number of spammers’
tweets is similar to the distribution of the number of normal users’ tweets as
shown in Fig. 4 (e) on Dataset A and (f) on Dataset B. There is no big difference
between the number of spammers’ tweets and the number of normal users’ tweets;
and even the number of spammers’ tweets are a little bit less than the number of
normal users’ tweets. This is because spam workers prefer retweeting initiators’
tweets which are profitable instead of tweeting many normal posts; and also part
of normal users have many tweets, for example, VIP users update their tweets
frequently to attract more followers. And imitate the tweeting behavior of normal
users can alse help to defeat Weibo’s fraud detection mechanism.

In summary, we find the number of followees and followers can differentiate
spammers from normal users to some extent, but the number of posted tweets is
less useful while it has been utilized in previous spam detections.

4.2 Social Relationship Characteristics

In this section, we study the social structure, relationship characteristics and tweet-
ing behavior of spammers in our dataset. Intuitively, spammers are supposed to
connect closely and have some special relationship characteristics [38]. We perform
various statistical analysis to identify social relationship features of spammers in
Weibo and report our findings below.
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Fig. 4 (a) ECDF of the number of followees of spam workers, spam initiators and three
normal user samples on Dataset A. (b) ECDF of the number of followees of spam workers,
spam initiators and three normal user samples on Dataset B. (¢) ECDF of the number of
followers of spam workers, spam initiators and three normal user samples on Dataset A. (d)
ECDF of the number of followers of spam workers, spam initiators and three normal user
samples on Dataset B. (¢) ECDF of the number of tweets of spam workers, spam initiators
and three normal user samples on Dataset A. (f) ECDF of the number of tweets of spam

workers, spam initiators and three normal user samples on Dataset B.

4.2.1 An Overview of Sample Social Graph

If we view each Weibo account as a node v and each following relationship as
directed edge e, we can then model the social network as a directed graph G =
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Fig. 5 Spammers Social Graph Containing 2,500 Edges.

Table 1 Summary of Dataset’s Metrics

Dataset #Nodes  #Edges #INodes #WCC LCS
Spammers 14,443 461,415 421 1 14,022
Sample 1 14,987 7,337 9,841 456 4,068
Sample 2 14,990 7,274 10,111 508 3,717
Sample 3 14,083 8,480 9,344 388 1,740
Sample 4 14,088 7,215 10,149 155 3,802
Sample 5 14,993 8,865 9,299 401 4,757
Spam Initiators 3,567 20,768 331 3 3,232
Spam Workers 10,876 167,198 949 30 8,759

(V, E). In this paper, we only consider the inner social relationships. That is, we
collect only the edges whose vertices are in our dataset. Table 1 shows the metrics
of our social graphs. The 4th column (#INodes) is the number of isolated nodes.
The 5th column (#WCC) is the number of weakly connected components and
the 6th column (LCS) is the largest component’s size. A sample social graph that
contains 2,500 following edges from the spammer dataset is shown in Fig. 5. We can
see that the major portion of the spammers form a closely connected community.
Some spammers in the outer layer are sparsely connected. That is, a small portion
of spammers do not have much following relationships with other spammers.

4.2.2 Revealing Relationship Characteristics

After calculating various graph metrics of the relationship graph of our samples,
we have the following observations:

Finding 1: Spammers are closely connected compared with normal users. To
quantitatively validate this finding, we use two graph metrics: graph density and
reciprocity. Graph density is the ratio of the number of edges over the number of
possible edges. A higher value implies that the graph is denser. We find that the
spammer graph’s density is 2.21 x 102 while the graph density of the five normal
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Fig. 6 ECDF of the RVP Ratio for (a) Spammers vs Resampled Normal Users vs Spam
Workers vs Spam Initiators on Dataset A. (¢) Spammers vs Resampled Normal Users vs Spam
Workers vs Spam Initiators on Dataset B.

user samples is 3.27 x 10~° (Sample 1), 3.24 x 10~°(Sample 2), 3.78 x 10~ °(Sample
3), 3.21 x 10~ %(Sample 4) and 3.94 x 10~5(Sample 5) respectively. We also find
that the graph density of spam initiators is 1.63 x 10~3 and graph density of spam
workers is 1.41 x 1073. This shows that the spammers have closer relationships
than normal users.

Reciprocity defines the proportion of mutual connections in a directed graph.
It can be calculated as r = %, where L is the number of reciprocal links and L
is the total number of links. Fig 6 is the ECDF of reciprocated vertex pair (RVP)
ratio of four kinds of user groups on Ddataset A as well as Dataset B. Both two
figures show that the RVP ratio of spammers (including both workers and initia-
tors) is slightly lower than normal users’. It means that spammers connect closely
to form a community in the social networks. The reason is a crowd-retweeting
based spamming task requires spammer workers to keep following spam initiators.
Spammer workers often register with different agents and submit a large number
of tasks so that their outdegree increases. The effect leads to the closeness between
spammers.

Finding 2: Within the spammer social community, spam workers are more
likely to follow each other to form a small world while spam initiators tend to
be connected nonreciprocally and their behavior is similar to normal Weibo users.
This finding is derived in the following way. We first divide the spammers into
subgraphs. Then we compute and analyze the RVP ratio of spam workers and
spam initiators. As Fig. 6 (a) shows, for spam workers, we find 70% of the RVP
ratios are greater than 0.2, quite different from normal users. But for the spam
initiators, only 20% of the RVP ratios are greater than 0.2, similar to the RVP
ratio of normal users. The possible reason is that spam workers follow each other
to obtain more job opportunities. By following each other, they can discover tasks
submitted by other workers and get involved in those tasks quickly to make more
money. However, spam initiators have no intention to follow spam workers since
the spam workers will report to the initiators at ZBJ or SDH to get paid. Similar
observations can be found on Dataset B in Fig. 6 (b).
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Fig. 7 (a) ECDF of the number of retweets by users (b) ECDF of the number of followees
whose posts have been retweeted by spam workers and normal users (c) ECDF of the number
of followees whose posts are one-hop retweeted by spam workers and normal users.

4.3 Retweeting Characteristics

Spam workers spread spam messages by retweeting or commenting so that these
messages can be instantly updated in timelines of their followers. Intuitively, spam
workers are more likely to retweet than other users. To verify this claim, we ran-
domly choose one normal user sample and one spammer work sample of size 1000.
Fig. 7 (a) gives the ECDF of the number of retweets by users. It can be observed
that 90% spam workers, compared with 70% of normal users, retweet less than
500 times. This is counterintuitive since intuitively spam workers are more likely
to retweet in order to make money. The statistics on Dataset B indicates the
decrement of the number of retweets. It is due to the shorter collecting time span.
Despite the difference in quantity, the findings on the two datasets are consistent.

Further analysis is performed to find the reason why spam workers retweet less
and have observed unique features of spammers and we get a new observation:

Finding 3: In contrast to normal users, spam workers are more inclined to
retweet the tweets of their followees, especially for one-hop retweeting. There are
two types of retweeting by a user: retweeting posts created by accounts in the
followee list of the user and retweeting posts created by other accounts. Fig. 7 (b)
is the ECDF of the number of followees whose posts have been retweeted by spam
workers and normal users. We find the two curves intersect at about 200. After
the intersection, the ECDF for the spammer workers increases slowly. It implies
that there are more spam workers who follow a large number of accounts and
also retweet posts created by their followees than normal users. We go further to
analyze the one-hop retweeting behavior. Fig. 7 (c) gives the ECDF of the number
of followees whose posts are one-hop retweeted by spam workers and normal users.
It can be observed that only 10% of spammers and normal users retweet posts of
more than 50 followees. However, it is less likely that retweeted posts from spam
workers are retweeted again by the followers of the spam workers.

4.4 Finding Discussions

Three key findings are observed after the analysis of crowd-retweeting spamming.
And how these findings contribute to the spammer detection algorithms will be
briefly discussed in this section. Separately, the three findings are:

Finding 1: Spammers are closely connected compared with normal users.
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Finding 2: Within the spammer social community, spam workers are more
likely to follow each other to form a small world while spam initiators tend to be
connected nonreciprocally and their behavior is similar to normal Weibo users.

Finding 3: In contrast to normal users, spam workers are more inclined to
retweet the tweets of their followees, especially for one-hop retweeting.

According to Finding 3, one-hop retweeting takes a large proportion in spam
workers’ retweeting behavior when they forward tweets from initiators. So we treat
the relationship of one-hop retweeting the most important factor when inferring
initiators, especially with a seed set of spam workers. In the detection of spam
workers, we mainly take use of the following topology on the basis of Finding
1 and Finding 2. From Finding 3 it is known that spam workers usually share
similar retweeting behavior, which is also taken into consideration in the spam
worker detection algorithm.

5 Algorithms of Detecting Spammers

Considering the huge number of Weibo accounts, it is impractical to manually and
deeply analyze every account to check whether it is a spammer account. Our basic
idea of finding spammers is to design algorithms and search for suspicious accounts
from a set of seed spammers, whose identities are known. Recall that there are two
types of spammers: initiator and worker, in a crowd-retweeting spamming cam-
paign. We design two algorithms to infer spam initiators and workers respectively
while the seeds are spam workers.

5.1 Inferring Spam Initiator

Our Spam Initiator Inference Algorithm (SIIA) is a variant of the HITS [16] al-
gorithm while considering the retweeting relationships given in Section 4 in order
to find the spam initiators. In Section 4, we find that a worker is more likely to
become the follower of an initiator than other social network users (Finding 1)
and the worker inclines to forward or comment on an initiator’s tweets than other
followees of the worker (Finding 3). Therefore, an initiator can be viewed as an
authority node with many incoming links while spam workers are hub nodes with
many outgoing links. However, using the following relationships alone could lead
to the tight-knit effect since spammers also massively follow other Weibo accounts,
such as celebrities, making these nodes have a high authority score. This may incur
a large false positive rate for the inference algorithm. So we consider one hop for-
ward retweeting relationships given in Section 4. The reason is spam workers can
only get paid by following initiators and forwarding their original tweets, making
these following links more important than others. Instead of using the social graph
G constructed by only the following relationships [1,17,38], we construct a sub-
graph G’ of G and one hop forward retweeting list as the input of our algorithm.
In Fig. 8, the solid arrow line represents the normal following relationship while
the retweeting relationship is represented by the dashed arrow line. HITs uses the
following edges to calculate the hub and authority score. Our SITA algorithm only
uses the nodes with one hop retweeting relationships. Therefore, we obtain a new
graph with five nodes {A, B, C, D, E'}. Authority and hub scores are calculated by
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Fig. 8 Constructing Subgraph G’ out of Graph G.

Algorithm 1 Spam Initiator Inferring

Input: social graph, G = (V, E); set of known spammers, S; user’s one hop retweet list, L
Output: Initiator Relevance score: IR
G'=0
for each user u in set S
add u as a vertex to G’
for each node v in u;’s one hop retweet list L
ifveGandv ¢ G
add v and e;; to G’
end if
10: end for
11: end for
12: /*calculate authority score a and hub score h for G’ */
13: /*initialize score vector d, and dj, for all nodes n in G'*/
14: da(n) =1,dp(n) =1
15: /*nf denotes the followees of node n, nfr denotes the followers of node n*/
16: while d, or dj not converged do
17: for all nodes n in G’ do

18: dp(n) = > da(nf)
nf€ followees(n)
19: da(n) = > dp(nfr)

nfrefollowers(n)
20: end for
21: Normalize d, and dj,
22: end while
23: return IR = dq

a series of iterations, with each iteration performing both authority update and
hub update.

Algorithm 1 is the sketch of SITA. In our algorithm, we select a set of identified
spam workers as our seed nodes and derive a list of spam initiators ranked by
their authority scores, denoted as Initiator Relevance (IR) scores in our context.
We first construct a new graph G’ according to the seed node’s one hop retweeting
list and following links and then calculate authority scores of all the nodes. A higher
authority score implies the account is followed and retweeted by more users. And
this corresponds to the behavior of a spam initiator. We can rank all suspicious
initiator nodes and select top K accounts with a high authority score as spam
initiators.
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5.2 Inferring Spam Worker

Since spam workers are more closely connected than spam initiators, our basic
idea is to infer spam workers based on a set of identified spam workers. We in-
troduce the Worker Relevance(WR) score to measure an account’s relevance with
spam workers. To assign a WR score for each account, we design a Spam Worker
Inference Algorithm (SWIA), which propagates the WR score from a seed set of
real spammer accounts to their followers. An account with a larger WR score has
a higher probability to be a spam worker and the account will have a higher rank
in our spammer list.

Our algorithm is based on the findings in Section 4: (1) Spam Workers tend to
be socially connected (Finding 1 and Finding 2); (2) Spam Workers usually share
similar retweeting behaviors, such as inclination for one hop retweeting (Finding
3). In graph G, we consider each Weibo account 4 in our dataset as a node v;.
There is a directed edge e;; from node v; to node vj, if the account ¢ follows j. Fur-
thermore, each following edge e;; has a weight W;;, determined by the retweeting
similarity between each pair of accounts. The retweeting similarity quantifies the
likelihood of the retweeting behavior. We use the Euclidean Distance to compute
the similarity between a pair of nodes v; and v; based on the retweeting behavior.
Retweeting vector R; of node v; is defined as follows:

7
2
R, = | . (1)
.
where z is the times v; retweets vy’s posts. xi = 0 if v; does not follow vy or
v; follows vy, but does not retweet vy’s posts. we use the following formula to
calculate retweeting similarity (RS):
1
RS;j = (2)
1+

(a} - a})?

M=

k=1
Therefore, we can derive each following link’s weight as follows:
RSij
> RSy

k€ followers(j)

Wij = (3)

Algorithm 2 shows the SWIA, which has three phases: WR score initialization,
WR score Propagation and WR score Aggregation.

WR score Initialization: We first assign an initial score d; to each node v;.
Denote S = {S5;|S; is a spam worker}, then we assign v; € S; a non-zero score,
di = ﬁ For other accounts, the score is initialized to zero.

WR score Propagation: Our propagating procedure is similar to random-walk
model, but with the following two modifications. First, the WR score is derived
based on the score of a node’s followees. As shown in Fig.9, user Us has one

hop from user Ui, so its WR score derived from Uj is w;}jm, where dy, is the
1
outdgree of U;. For user Uy, it simultaneously follows U; and Us. So its WR score
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Fig. 9 WR score Propagation Procedure. (The direction of propagation is in reverse to the
following relationship.)

WRy, | WRU2
U

a hlgh1 WR score Second, the weight (W;;) measures the similarity between two

nodes ¢ and j in terms of the retweeting behavior. Wj; is designed in such a way

that these spam worker nodes will have a higher score than others after rounds of

iterations.

WR score Aggregation: The effects of propagation mainly depend on the fol-
lowing relationships among users. Although we find that spam workers tend to be
socially connected, there are still some exceptional spam workers like the nodes
sparsely connected with the spammer community in the border area of Fig. 5.
These exceptional spam workers just follow a few workers or even do not follow
any other workers, showing a similar following behavior to normal users. That is, it
is not possible for loosely connected spam workers to get a high WR score by only
the propagation procedure. So the aggregation procedure is designed to address
this issue. In the aggregation procedure, we measure the retweeting similarity be-
tween a non-seed node and every seed node by calculating the cosine similarity.
Then we assign the Average Retweeting Similarity (ARS) score for each non-seed
node:

is . Therefore, a user who follows a large number of spammers get

|S]
R, - R;
ARS; = LUl 4
5] 2 Z  TRARRS T )

where |S] is the size of seed set and R; is node v;’s retweeting vector. If we denote
a user’s WR score in propagation procedure as PWR, we can get a user’s final
WR score(WR) by setting two coefficient 8 and ~:

WR; = BPWR; + yARS; (5)

In Algorithm 2, at each iteration, we set an initial score bias. We set o = 0.85,
which is widely used in random-walk models. In this way, we can see that an
account’s PWR score can be proportionally distributed to its followers according
to the closeness of social relationships and likelihood of their retweeting behavior.
By summarizing the PWR score and ARS scores, the WR score can be obtained.
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Algorithm 2 Spam Workers Inferring

1: Input: social graph, G; set of known spam workers, S; retweeting vecters, R; retweeting
similarity weight matrix, W, initial score bias, «; coefficient, 8 and ~

2: Output: Worker Relevance (WR) score: WR

3: /*initialization score vector (d) for all nodes in G */

4: for each node i in set G

5 if¢in S

6: di = &

7

8

|S]
else

: d; =0
9: end for
10: /* compute Worker Relevance (WR) score */
11: PWR <+ d
12: while PW R not converged do
13:  for each node i in G
14: t= Z PWRj X Wij

JE followees()

15: PWRi:aXt-‘r(l—a)Xdi

16: end for
17: end while
18: for each node ¢ in G

19:

. 1 ISl Ri-R;
20 ARS: = 157 22500 TR 11111
21:

92:  WR; = BPWR, + vARS;
23: end for

24: return WR

6 Evaluation of Spammer Detection Algorithms

In this section, we evaluate our algorithms and compare them with other works.
For SWIA, we compare it with the following algorithms:

Criminal account Inference Algorithm(CIA) [38]: A random-walk based algo-
rithm. Impose semantic similarity of tweets to determine the weight of the folloing
edges.

CollusionRank [12]: An algorithm adopts the ideas of spam-defense strategies
proposed for the web gragh. The key idea is to penalize the users who follow a
large number of spammers.

DetectVC [21]: A link-based algorithm to solve voluntary following problem. It
incorporates both structure information of following behavior and prior knowledge
collected from follower markets.

For SITA, we compare it with the method used in [38] to infer the Criminal
Hub and Leaf(CHL) as well as DetectVC. A major metric is the percentage of
correctly inferred workers and initiators.

6.1 Dataset Selection

Our algorithms rely on known spammers. So we randomly choose a small set of
50 identified spam workers as our seed set (i.e. seed size n = 50). Then, using our
crawlers, we obtain seed nodes’ followee uids. Since it is impossible to collect all
users’ timelines, we randomly select about 50 accounts from each seed’s followee
list. Some of the accounts have expired or have been disabled by Weibo so that
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finally we get 63 spam workers and 237 spam initiators along with 1257 other
users, which are treated as normal users. Therefore, we blend 50 identified spam
workers (which will be used as seeds), their 1257 followees and 63 “unknown”
spam workers and 273 “unknown” spam initiators together to obtain a set of 1607
accounts for evaluating our algorithms. For each user, we collect its timeline, which
contains both original tweets and retweets. Then we extract all the edges of these
nodes (accounts) and obtain a graph of 33,222 edges and 1,607 vertices. We also
obtained three other datasets (n = 100,200, 300) with different seed size through
the similar method.

6.2 Inferring Spam Workers

We first compare SWIA with two intuitive methods: Random Selection and BFS
(Breadth-First Search) using different seed size. In this experiment, starting from
the same dataset generated from the same seed set, we use Random Selection, BF'S
and SWIA to infer spam workers respectively. Each algorithm outputs a sequence
of accounts sorted by the WR score. Our purpose is to compare the performance
of finding spam workers in top K nodes. As shown in Fig. 10(a), based on the
number of seed spam workers, we can see our method outperforms the other two
in different seed sets.

We also compare our algorithm with CIA, CollusionRank and DetectVC in
terms of the percentage of known spam workers in top K of all ordered nodes
by the WR score. The result is shown in Fig. 11 (a). We can see our algorithm
is better than others since retweeting behavior is important in crowd-retweeting
spamming, which is ignored in other three algorithms. Our algorithm SWIA finds
84% spam workers from top 10% users, while CIA finds 53%, CollusionRank finds
57% and 80% for DetectVC. However, an intersection between SWIA, CIA and
CollusionRank occurs after finding 93% of all workers. The reason is that the spam
workers whose rank is in the last 7% not only share similar retweeting behavior
with normal users but also hold sparse following relationship with other workers.
Therefore, our algorithm will have a lower WR. score on these 7% workers than
other algorithms which do not consider the retweeting behavior. Despite the in-
tersection at the tail of the curve, our method has a good performance to identify
potential spammers overall.

In order to take a deep look at the effects of PWR score and ARS score, we
adjust coefficients § and « and the result is shown in Fig.12 (a). Interestingly,
with the increasing of -, the front part of the curve goes higher while the tail part
goes lower, which leads to an intersection of the curves under different 8 and ~.
It means that before the intersection with the increasing of v, the performance of
detecting workers gets better, while after the intersection the bigger the § is, the
better the performance is. So it can not achieve the optimal results to consider
only one factor because the sum of 5 and 7 equals 1. In our experiments, the
coefficients 8 and ~ are set to 0.4 and 0.6 respectively as a compromise.
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6.3 Inferring Spam Initiators

We compare SITA with two intuitive methods (BFS and Random) as well as the
classic HITS. Similarly, we run these four algorithms on the same dataset derived
from the same seed set. As shown in Fig. 10 (b), SITA can always identify more
spam initiators than other two methods. We also compare SITA with DetectVC
and CHL. In CHL a social graph is constructed considering only following links
and uses HITS to rank the nodes by the hub score in a descending order. Fig. 11
(b) presents the percentage of identified spam initiators in the top K ranked nodes.
We use the authority score to obtain the rank list since initiators are more likely
to be followed by other users, especially by spam workers. When K = 10, SITA
using the authority score can find 70% initiators while CHL using the authority
score finds only 15% and 40% for DetectVC. It can be observed that SITA performs
better than CHL and DetectVC since SITA considers the retweeting behavior.
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Table 2 Comparisons of precision, recall and F-measure between different algorithms

Algorithms(worker) Precision  Recall = F-measure
SWIA 0.915 0.683 0.782
CIA 0.284 0.397 0.331
CollusionRank 0.439 0.460 0.450
DetectVC 0.881 0.587 0.705

Algorithms(initiator)

SITA 0.875 0.886 0.881
CHL 0.327 0.688 0.443
DetectVC 0.543 0.667 0.598

6.4 Result Discussions

We adopt evaluation measures of precision, recall and F-measure to show the per-
formance of these algorithms. For SWIA, we take WR score as threshold to divide
positive and negative cases. Firstly the experimental results of SWIA with differ-
ent thresholds are shown in Fig. 12 (b). We can see that our algorithm SWIA gets
its highest F-measure value when the threshold is set to 3.0 x 10~3. The thresh-
olds of other algorithms are figured out by the same experimental method. The
comparisons of precision, recall and F-measure are shown in Table 2. SWIA can
achieve better performance in spam worker detection. However, CIA gets the lowest
F-measure because crowdsourcing spammers usually consist of many normal-like
users, which means their posted tweets are manually edited instead of generated by
scripts. So the semantic similarity used in CIA cannot work on those normal-like
spam workers. CollusionRank and DetectVC’s performance is barely satisfactory
since these two link-based methods have not considered the retweeting behavior
of users, which is a significant feature in crowd-retweeting based spamming. The
result in Table 2 also indicates the effectiveness of retweeting topology since SITA
performs better than CHL and DetectVC. Both CHL and DetectVC impose fol-
lowing relationship in the detection of initiators while it is not so useful when the
majority of initiators’ following pattern is similar to normal users.
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7 Conclusion

In this paper, we investigate spamming in a crowd-retweeting system in social
networks. Based on our reliable data crawled from ZBJ, SDH and Weibo, we find
spammers are closely connected and form a community and spam workers are more
likely to follow each other. Spam workers incline to retweet the original messages
posted by initiators due to the crowd-retweeting spamming task’s structure. Based
on the analysis and observations, we design two algorithms to infer spam workers
and initiators using a set of seed spam accounts. In practice, we can use the two
algorithms iteratively to find more suspicious spamming accounts.
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