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to cooperate application developers and content providers.

Using MEC, we can augment critical infrastructure by having

the cloud computing resources more distributed and accessible

close to the wireless network-edge. For instance, it allows for a

base station infrastructure or ‘cloudlets’ to handle computation

requests from mobile devices that are in the geographic

vicinity [6], [7]. Thus, MEC provides options to offload

computation tasks from IoT devices to address application

issues related to energy management on constrained IoT

devices with limited power sources, while also providing low-

latency processing of visual data using sophisticated computer

vision algorithms. Works such as [8] have shown that cloud

server offloading can save power consumption (up to 25 times)

and increase processing speed (by 3X) than processing on a

constrained mobile device. However, there is a need for better

understanding on the MEC paradigm potential in terms of its

benefits or limitations when edge clouds are used with a core

cloud that may have: (a) undesirably long round-trip times,

(b) intermittent connectivity, or (c) excessive congestion, as in

the case of austere or adverse network edge environments.

To address the processing-throughput versus energy-

efficiency tradeoffs in MEC architectures, there is a need for

flexible policy-based edge routing (i.e., a variant of geographic

routing). Such an edge routing protocol should handle dy-

namic network situations, while also being energy-aware. For

instance, the locations of mobile nodes in a Mobile Ad hoc

Network (MANET) at a disaster incident scene could change

frequently or static nodes could become absent within a fixed

infrastructure due to power issues. This in turn can cause

unpredictable topology changes [9] and create challenges for

sustainable service continuity, as well as for maintaining rout-

ing tables. Previously proposed geographic routing protocols

such as [10], [11] are stateful in nature. By maintaining node

positions in a database and by updating them when events

(e.g., high mobility or failure node) occur, stateful protocols

can cause huge communication overheads and drain energy

on power constrained IoT devices. Other stateless geographic

routing protocols such as [12], [13] have been proposed that

do not require maintaing routing tables, but their performance

is found to degrade due to local minima i.e., they can cause

infinite loops in routing.

In this paper, we aim to study the potential of the MEC

paradigm by using the context of a facial recognition ap-

plication in a disaster incident response scenario. Our goal

is to adopt MEC within the facial recognition application

framework and analyze the tradeoffs in computing policies

that offload visual data processing (i.e., to an edge or a

core cloud) at low-to-high workloads, and their impact on

energy consumption under different visual data consumption

requirements.

Our contributions. As part of paper contributions, we par-

ticularly consider visual data consumption for users with thin

client or thick client configurations; thin client configuration

at a user assumes all of the processed images are stored

and viewed at a remote cloud resource, whereas thick client

configuration assumes processed images are downloaded and

further post-processed at the mobile user device level. When

available, we assume the core cloud has the option to provide

multiple compute instances which can help in parallel process-

ing of visual data workloads, versus having limited edge cloud

resources that process the workloads in a sequential manner.

Further, we consider cases where compression is used in the

image transfers, which could save bandwidth consumption in

austere networks, but increases the energy consumption that

could have a negative impact on the power-constrained IoT

device or edge cloud side with limited power sources.

To provide a flexible option for IoT-based applications to

decide whether to offload the visual data processing to an edge

cloud or a core cloud for the above user requirement cases, we

present a novel ‘decision-making algorithm’. Our algorithm

handles cases where a hard real-time processing need exists or

a varying scale of visual data processing workload needs to be

handled at the network-edge, while meeting user requirements

that are energy conscious or demand fast processing.

To address the needs of flexible policy-based edge routing,

we propose a ‘Sustainable Policy-based Intelligence-Driven

Edge Routing’ (SPIDER) algorithm that uses machine learning

techniques on satellite images to learn the geo-information

about existing physical obstacles. We leverage geographic

coordinates obtained via a Global Positioning System (GPS)

to improve the geographic routing in terms of throughput

performance sustainability in a manner that boosts baseline

performance (i.e., avoids the impact of local minima). In ad-

dition, we present our SPIDER routing engine implementation

whose source code is openly avaiable at [14]. Our implemen-

tation provides an edge network routing solution with flexible

policy specification to handle dynamic network situations,

while addressing tradeoffs in user decisions favoring either

processing-throughput or energy-efficiency.

We evaluate our energy-aware and low-latency MEC frame-

work featuring the facial recognition application and our

offloading decision-making algorithm with experiments in a

realistic edge and core cloud testbed. For the edge cloud, we

use a campus server, and we use the GENI Cloud resource [15]

for the core cloud. We leverage the Android-based PowerTu-

tor utility [16] to profile and estimate energy consumption

(Metric: Joules) of our facial recognition application that is

based on OpenCV [17] within the testbed. Our experiment

results show how MEC can provide flexibility to users who

desire energy conservation over low-latency (Metric: Process-

ing Time) or vice versa in visual IoT-based application data

processing. We compare cases where using thin client or thick

client configurations are more effective at low-to-high visual

data processing workloads, and how offloading policies could

affect the energy efficiency or low latency user requirements.

We evaluate our SPIDER algorithm by recreating disaster

scenes within NS-3 (Network Simulator) [18] simulations that

are specifically based on events during the tornado damage

in Joplin areas, Missouri, USA in 2011. Our simulations

feature disaster scenes and situations involving diverse user

preferences, node mobility and severe node failure conditions.

We leverage the ‘average residual power’ (Metric: Joules)

measurements, which are indicative of the network lifetime

in our UDP-based streaming application simulations. Our

simulation results demonstrate that our SPIDER routing en-

gine outperforms existing solutions [19], [20] and can pro-
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vide flexibility to users who desire energy conservation over

throughput performance sustainability, or vice versa in MEC

environments.

Paper organization. The remainder of paper is organized as

follows: Section II reviews prior related work. In Section III,

we present our facial recognition application and a MEC

framework for studying computation offloading policies to bal-

ance tradeoffs in energy efficiency and low-latency processing

of low-to-high scale workloads from IoT devices. Section IV,

we present our SPIDER algorithm with machine learning to

improve geographic routing baseline performance. We present

performance evaluations with realistic GENI Cloud testbed

experiments, and simulations involving recreated disaster sce-

narios in Section VI. Section VII concludes the paper and

suggests future work.

II. RELATED WORKS

Computation Offloading Decision-Making. Existing litera-

ture on computation offloading can be classified under two

categories of work. First set of works such as [21], [22]

consider the concept of “program partition”, which involves

offloading parts of a given processing task onto edge servers,

and other parts of the task run on user devices. Specifically,

they propose offline heuristic algorithms to support a large-

scale mobile application and thereby reduce the completion

time for all application users. A second set of works, such

as [23], [24], [25], [26] consider a “migration” strategy that

offloads the entire application onto an edge server. Specifically,

the authors in [23] create a device classification for prioritizing

computation that is based on the channel and base station

resource allocation status. In [24], the authors use a Markov

decision process to dynamically offload computation within

services. The authors in [25], [26] use Software-Defined

Networking (SDN) to optimize edge (or fog) server selection

as well as steer traffic. Specifically, they proposed a PRIMAL

framework that uses SDN and integer quadratic programming

to maximize the profit and minimize latency for the purpose of

user application offloading. If offloading is not a viable option,

authors in works such as [27], [28] propose “load shredding”, a

prevalent data-stream management technique. Load shredding

involves automatically either dropping or adapting the quality

of packets on the edge device. Our work differs from existing

works due to the energy-awareness and low-latency user

requirements handling we address that flexibly allows visual

data processing to occur either at the edge cloud or in the core

cloud depending on the tradeoffs involved.

Visual Data Consumption. To display visual data from a

remote system, it is common to use either thin client or

thick client solutions. A thin client [29] can typically run

on local computer hardware (e.g., keyboard, mouse, display)

that is able to remotely connect to a remote desktop that is

either cloud-hosted or on a remote server. The computation

burden in this case will reside on the server side, and screen

scrapes are sent to the client. A thick client, on the other

hand, can be assumed to be a fully functional computer or

device that possess computing resources that are significant for

post-processing visual data based on user drill-down or zoom

in/out. According to [30], a stateless thick client might still

require periodic connection and computation assistance from

the cloud or a remote server. Regardless, user satisfaction in

terms of image rendering quality and interaction depends on

the session latency that depends on the network bandwidth

and computational resources at the client/server sides. The

authors in [31] found from real-world measurements that

even with good bandwidth of 100 Mbps, the latency in thin

clients still falls in range of 33-100 ms across different cities.

Moreover, they recommend the use of “cloudlet” or “Mobile

Edge Computing” architectures as a suitable solution to lower

end-to-end latency. Our work builds upon this recommendation

in our visual data processing workflow that is part of the MEC

architecture based facial recognition application.

Energy-aware Geographic Routing for MANETs. There are

works on geographic routing in MANETs such as Destina-

tion Sequenced Distance Vector (DSDV) [32]. When using

DSDV, each node periodically updates its routing table with

next hop information and the number of hops towards a

destination, without considerations for energy efficiency. In

comparison, works such as [33] propose keeping track of

the network nodes’ battery levels for routing decisions. To

further improve energy-efficiency, more recent works such

as [34], [35] propose clustering based on users’ mobility and

nodes’ energy-consumption and selection of cluster heads to

route packets toward an edge gateway. However, such cluster

heads need to scan neighboring nodes’ signals and store their

information to form clusters, and are not inherently tolerant

to high mobility and severe node failures. Cognitive routing

approaches in works such as [36], [37] apply communication

channels adaptation techniques to optimize energy-efficiency

of the data transmission through use of metrics such as Quality

of Information (QoI) and traffic awareness. All aforemen-

tioned approaches need to maintain some knowledge about

the network i.e., they are stateful in the routing tables manage-

ment. In comparison, our novel SPIDER algorithm is stateless

and builds upon our previous work [38] that benefits from

the physical obstacle knowledge derived from the satellite

imagery by using deep learning-based detectors [39], [40]

available at the edge. Such a knowledge facilitates throughput

sustainability improvements over previous stateful geographic

routing algorithms [19], [20] and stateless geographic algo-

rithms such as [41] by using a notion of recovery for a

local minimum [42]. Moreover, our SPIDER possesses energy-

awareness and throughput performance sustainability attributes

that are crucial for a facial recognition application in disaster

response scenes involving austere MEC and networking envi-

ronments.

III. INCIDENT-SUPPORTING MOBILE EDGE COMPUTING

In this section, we first describe the facial recognition

technology and our application framework implementation

that is important in disaster incident response when used by

incident commanders and first responders. Following this, we

detail our computation offloading decision-making algorithm

that can handle scalable workloads and energy constraints of

IoT devices that use our facial recognition application.
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mobility and failures (e.g., commonly occurring in the event

of natural or man-made disaster incidents).

In order to satisfy network QoS requirements w.r.t user

policies and various network factors (i.e., severe node failures,

node mobility, traffic congestion, and insufficient bandwidth)

that are common in MANETs, our proposed SPIDER algo-

rithm details are presented in the following section.

B. SPIDER Solution Approach

As mentioned previously, we are interested not only in

improving our routing throughput performance sustainability

in regions affected by disaster aftermath, but also in making

our solution be policy-based in order to better serve MEC user

needs. To this aim, our SPIDER solution approach utilizes the

following information:

1) each packet header contains a target region (e.g., desti-

nation IP address and its GPS location) and its corre-

sponding forwarding policy (i.e., energy-efficient versus

low-latency)

2) each node knows locations and remaining energy levels

of all its neighbors, e.g., by periodically beaconing

them1

3) each node is also aware about local obstacles’ radius

and location detected by the edge cloud gateway

We remark that our SPIDER solution approach has no strong

assumptions on a given MANETs’ topology such as unit-disk

graphs or symmetric links. In addition, our SPIDER solution

improves the baseline performance of the geographic routing

and builds upon our previous work on Attractive, Repulsive

and Pressure Greedy Forwarding (ARPGF) [38]. Similarly to

ARPGF, our SPIDER solution alternates Attraction, Repulsion

and Pressure forwarding modes. When a packet is forwarded

in Attraction mode, it attracts to the destination based on its

geographic proximity. On the contrary, when the packet is

forwarded in Repulsion mode, it can be repealed away from

physical obstacles based on its potential function described in

Section IV-B1. Finally, when nodes fail to forward packets in

both Attractive and Repulsive modes, packets are forwarded

in Pressure mode until either Attractive or Repulsive modes

are recovered.

1) SPIDER Objective: Let us consider the following model

where node n forwards packet p towards destination d. In this

model, node n needs to decide which neighbor should receive

p to firstly progress towards d and secondly balance between

neighbor’s residual energy and the total latency of p w.r.t.

specified policies. Note that the higher latency of p can be

due to a longer path as nodes along a shorter path commonly

have more drained batteries. We do such balancing by picking

node n’s neighbor e with the minimum value of the following

objective function:

f(e, d.x, d.y, λ)=λ‖ϕ(e.x, e.y, d.x, d.y)‖+(1−λ)‖E(e)‖, (2)

1In certain cases, beaconing GPS coordinates and neighbors can lead to a
poor network energy-efficiency that reduces the network lifetime and leads
to a degraded wireless coverage. To avoid this situation, one may consider
adjusting the nodes’ beaconing frequencies w.r.t. nodes’ mobility to enhance
network lifetime and cover larger geographical distances on the order of
e.g., ‘theater-scale’ (≈2 city blocks) or ‘regional-scale’ (> 30 city blocks)
distances.

where ϕ(e.x, e.y, d.x, d.y) is the convex potential function of

node e with respect to the destination node d that allows us to

have theoretical guarantees on packets delivery with O(3.291)
approximation of the shortest path [38]; E(e) is a residual

energy at node e; and λ ∈ [0, 1] is a parameter to balance

between the shortest path approximation ϕ (to have lower p

latency) and its residual energy E level (to get higher overall

network energy-efficiency) based on specified MEC policies.

Note however, that minimization of the objective function

in Equation 2 does not guarantee convergence to the global

optimal solution either in terms of packets’ latencies or the

overall network energy-efficiency. This is due to the fact

that our routing solution is a greedy optimization algorithm,

i.e., it greedy forwards packets towards the destination. On

the contrary, the global optimization needs the full network

topology knowledge which is intractable to get in practice

due to MANETs’ dynamics caused by severe node failures,

high node mobility and other disaster-incident scene related

challenges.

In order to compute ϕ(e.x, e.y, d.x, d.y), SPIDER needs

additional geographic information about physical obstacles

such as man-made buildings or natural ponds/lakes and other

obstacles that can potentially cause packet drops due to lack

of wireless coverage near their geographical locations [38].

We discuss how nodes can get such additional obstacles’ geo-

information of their radius and center coordinates in the next

section. Once node e is aware about its local obstacle j radius

Rj and center coordinates Cj .x and Cj .y, it computes ϕ as

following:

ϕ(e.x, e.y, d.x, d.y) = −
1

dist(e.x, e.y, d.x, d.y)
+

+

M∑

j=1

oj(d.x, d.y)

dist(e.x, e.y, Cj .x, Cj .y)δ

(3)

where dist(x1, y1, x2, y2) is a geographical (e.g., Euclidean)

distance; δ is the attenuation order of obstacles’ potential fields

that has been shown empirically to give best performance

when δ ∈ [1, 2] [38]; and oj(d.x, d.y) corresponds to the

obstacle j potential intensity induced by the destination node

d as following:

oj(d.x, d.y) =
Rδ+1

j

δ · (dist(Cj .x, Cj .y, d.x, d.y) +Rj)
2 (4)

2) SPIDER Algorithm: Algorithm 2 outlines how each node

forwards packets using either Attractive, Repulsive, or Pres-

sure Greedy Forwarding modes. We remark that the Attraction

mode aims to deliver packets without obstacles awareness,

whereas the Repulsive mode aims to deliver packets with

such awareness. Thus, we alternate both modes to maximize

chances of proactively avoiding local minima while perform-

ing greedy forwarding of packets [38]. The Pressure mode was

initially proposed by [42] and can be used to guarantee packet

delivery by reactively recovering packets from local minima

during their greedy forwarding.
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Thus, node e starts by checking if it has the destination Pd

neighbor. If not, it then checks if it has any local obstacles

known, i.e., e. ~C and e. ~R are not empty (see main()). If so,

it proceeds in Repulsive Forwarding() mode. If it is not true

or e faces a local minimum (i.e., it cannot find the next hop

node), SPIDER proceeds in the Attractive Forwarding() mode.

To this end, it first temporally omits all known obstacles by

setting e. ~C ← ∅ and e. ~R ← ∅) to avoid packets repulsion

(i.e., compute ϕ(e.x, e.y, d.x, d.y) without second term) (see

Equation 3). Finally, if neither attractive nor repulsive for-

warding modes are able to find next hop node (i.e., both are

in local minima), e enters the Pressure Forwarding() mode.

The key idea behind this mode is to forward packets to the

closest to the destination neighbor among the least visited

neighbors. As a result, at some point we should be able to

recover either Attractive or Repulsive modes by hitting a node

n with f(n, Pd.x, Pd.y, Pλ) < f(e, Pd.x, Pd.y, Pλ), where e is

a node that enters the Pressure mode.

The key difference of the SPIDER algorithm in comparison

with our previous ARPGF algorithm is that SPIDER forwards

packets based on minimization of the policy-based objective

function f(e, d.x, d.y, λ) (see Equation 2). However, such

flexibility has a downside as in the general case the convexity

of f is not guaranteed, and hence, packets may not reach

the destination d. This is due to the fact that e.g., a chosen

best neighbor in terms of its residual energy E can fully

disregard shortest path approximation guarantees of ϕ which

has a convexity property required by the Pressure mode [38].

This in turn results in violation of the gradient descent to

improve ϕ. To prevent this, we introduce an extra step to

choose a feasible set of neighbors that guarantees improving

of ϕ (see Feasible Neighbors() function) to deliver packets.

Algorithm 2 asymptotic computational complexity. In the

worst case scenario, Algorithm 2 proceeds in all 3 modes:

Attractive, Repulsive and Pressure modes. The asymptotic

computational complexity of each mode is O(k), where k is

an average node degree. This is because each node checks the

objective value f of all of its neighbors. Thus, Algorithm 2

has the following asymptotic computational complexity:

O(3 · k) = O(k). (5)

Note however that wireless ad-hoc networks usually have

a scale-free nature, i.e., the average node degree k in such

networks follows a power low, e.g., P (k) ∼ k−γ , and have

strong clustering properties. As a result, k doesn’t usually

depend on the network size.

V. MEC FRAMEWORK ARCHITECTURE

In this section, we describe our MEC framework archi-

tecture that combines both our offloading decision making

scheme and our SPIDER solution approach in disaster scenar-

ios featuring: (a) a facial recognition application to improve

the visual situational awareness, and (b) deep learning to

improve SPIDER performance. Our combined MEC Frame-

work architecture shown in Figure 6 is comprised from three

logical components: the MEC Framework itself; its offloading

engine that interacts with user IoT and the dashboard; and the

Algorithm 2 SPIDER

function Repulsive_Forwarding (e, P )
fe ← f(e, Pd.x, Pd.y, Pλ)
/* Get next hop according to ϕ function */

nextNodes ← Feasible Neighbors(e, P )
nextAddr ← argmin

n∈nextNodes
f(n, Pd.x, Pd.y, Pλ)

if fe < f(n, Pd.x, Pd.y, Pλ) then
return nextAddr

else
return NIL

end
end

function Attraction_Forwarding(e, P )

e temporally sets e. ~C ← ∅ and e. ~R← ∅ to omit P repulsion

fe ← f(e, Pd.x, Pd.y, Pλ)
//Get next hop according to ϕ function with only first term

nextNodes← Feasible Neighbors(e, P )
nextAddr ← argmin

n∈nextNodes
f(n, Pd.x, Pd.y, Pλ)

if fe < f(n, Pd.x, Pd.y, Pλ) then
return nextAddr

else
return NIL

end
end

function Pressure_Forwarding(e, P )
//Always return a best effort next hop for forwarding

visitsmin ← min
n∈Nbrs(e)

Pvisits(n)

Candidates← {nextAddr ∈ Nbrs(e) and Pvisits(n) == visitsmin}
Pvisits(n) ← Pvisits(n) + 1
nextAddr ← argmin

n∈Nbrs(e)
f(n, Pd.x, Pd.y, Pλ)

return nextAddr

end function Feasible_Neighbors(e, P )
//Get set of next hop according toward destination

ϕe ← ϕ(e.x, e.y, Pd.x, Pd.y)
foreach n ∈ Nbrs(e) do

ϕn ← ϕ(n.x, n.y, Pd.x, Pd.y)
if ϕn < ϕe then

nextNodes← nextNodes ∪ n

end

end

return nextNodes

end

function main ()
//Upon receiving a packet P at node e, algorithm decides to which neighbor of e
send P next

if Pd ∈ Nbrs(e) then
nextAddr ← Pd

else
nextAddr ← NIL
if e. ~C /∈ ∅ and e. ~R /∈ ∅ then

nextAddr ← Repulsive_Forwarding(e, P )
end

if nextAddr = NIL then
nextAddr ← Attraction_Forwarding(e, P )

end

if nextAddr = NIL then
nextAddr ← Pressure_Forwarding(e, P )

end

send(P, nextAddr)
end

end

MEC routing engine that uses deep learning services in the

Core Cloud to coordinate our SPIDER routing in MANET

environments.

MEC Framework at the Edge. The first core logical compo-

nent of our architecture is our MEC Framework, that we place

at the Edge Cloud for low-latency interactions with user IoT

devices through the gateway. Our MEC Framework has two

main service components - offloading and routing engines that

synergistically decide ‘where’ and ‘how’ to offload IoT data

processing within the hybrid Core/Edge Cloud, respectively.

Particularly, our offloading engine is needed to augment

IoT with demanded storage and compute resources while

taking into account specified user policies and various com-
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Fig. 8: Average energy consumption (a,e) and processing time (b,f) per image with their trade-offs under a low workload of 300 images (c,g) and under a
high workload of 1000 images (d,h)

based on their specific processing demands. To sum up, all

of these policy combinations do not result in application per-

formance cases that simultaneously degrade in both the energy

consumption and the end-to-end processing time aspects.

The same however does not hold for a high data workload

(i.e., when processing ≈1000 images). Particularly, observing

Figures 8d and 8h, we noticed how parallel processing of

both compressed and non-compressed data at the edge cloud

is not part of the Pareto optimal solution set when a thick

client configuration is used. In this scenario, using parallel

processing of non-compressed data at core cloud is the optimal

solution since it has the lowest energy consumption and third

shortest end-to-end computation time (only consumes 83%

more computation time compared with the shortest solution

but saves 49% energy consumption). The reason for this

result is because of the fact that the edge processing time

dominates higher data export/import latencies to the cloud.

Thus, computation offloading to the edge cloud under a high

data workload for thick clients is always suboptimal to the core

cloud offloading for our facial recognition application context.

C. Edge Routing Evaluation

To evaluate our SPIDER performance, we use realistic

disaster-incident scenarios with severe node failures and high

node mobility in NS-3. We then compare its performance

with the flexible stateless greedy routing GEAR protocol [41].

We also compare our SPIDER with common stateful ad-hoc

routing solutions: the known reactive Ad-Hoc On Demand

Distance Vector (AODV) protocol [19]; and the Hybrid Wire-

less Mesh Network (HWMP) protocol 802.11s standard [20]

that combines reactive (by using AODV) as well as proactive

routing (by using spanning trees).

Simulation Settings. For our evaluation, we have imple-

mented our SPIDER algorithm in NS-3 simulator [18]. We

also use realistic disaster-affected scenes (see Figures 9 (a) and

(b)) of damaged areas due to the tornado that hit the Joplin

High School and Joplin Hospital buildings in Joplin, Missouri

in 2011. We obtained the disaster affected scenes information

from the available satellite imagery maps showing tornado

effects [50]. Using the scene information, we evaluate the

performance of stateless greedy forwarding algorithms under

mobility and severe node failure conditions. We assume that

the information regarding damaged buildings (i.e., their center

coordinates and radius) are provided from the edge cloud

through a Gateway using satellite imagery of the rescue areas

and deep learning obstacle detectors (see Section V) in the

core cloud.

In our disaster-incident experiment scenario, a paramedic

acts as a source sending data to the gateway over a MANETs.

Video streams gathered on-site are sent over a UDP session to

the edge cloud for further data processing in conjunction with

the core cloud. We simulate the 5 Mbps high-definition images

transmission over a UDP connection from a heads-up display

device worn by a paramedic e.g., Google Glass acting as a

visual data source. We remark that such IoT devices do not

have sufficient compute and storage resources to perform facial

recognition functions locally and have to send their captured

streams to the hybrid edge/core cloud. The paramedic stays

for 3 minutes at each patient location and moves at a jogging

speed (≈ 6 mph) between these locations. The simulation is

designed to cause a geographical routing to face an abandoned

wireless coverage zone when the paramedic source is near the

second or third patient locations.

Aside from the source mobility, in the node failure sim-

ulation scenario (see Figure 9a), nodes around an obstacle

can fail for the next 30 seconds due to the possibility of an

intermittently available power supply, or due to a physical

damage near the disaster scene. Their failure probability is

sampled from the interval [5%, 50%], i.e., from low to severe
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Fig. 10: The residual network energy (first row) and application level throughput (second row) with 95% confident interval results under low (a, e) and
high (c, f) node failures and in presence of the low (c, g) and high (d,h) node mobility using different routing policies λ.
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Fig. 11: Application level throughput sustainability (i.e., standard deviation) results under low (a) and high (b) node failures and in presence of the low (c)
and high (d) node mobility using different routing policies λ.

the highest throughput performance sustainability as shown in

Figure 10. This is because – when entering zones with aban-

doned wireless network coverage, common geographic routing

approaches (e.g., GEAR) cannot forward packets using only

geographic coordinates; this problem is known in optimization

literature as a local minimum problem. As a result, GEAR

enters the recovery mode and uses planarization which, in

turn, can significantly stretch paths. However, stretching paths

reduces application level throughput and increases packets’

latency which, in turn, leads to a poor quality of transferred

video streams in a facial recognition or any other disaster

response application.

Even though both AODV and HWMP have advantages

over pure proactive stateful routing solutions, in a challenged

disaster scenario they do not show acceptable throughput level.

This could cause service outages or frequent disconnections.

Recent solutions in stateful geographic routing literature can

help cope with some of these disaster incident challenges [54],

[55]. For example, recent geographic routing solutions have

shown promising results under severe node failures [55].

However, we found no geographic routing algorithms that can

cope with both severe node failures and high node mobility

conditions.

Based on the above results, we conclude that our SPI-

DER algorithm improves routing sustainability, exhibits en-

ergy awareness, and enhances quality of user’s applications –

due to its knowledge of geographic obstacles located within

the rescue area, which in most cases allows local minima

avoidance by using its repulsion forwarding mode.

VII. CONCLUSION AND FUTURE WORK

In this paper, we studied how the mobile edge computing

(MEC) paradigm can provide flexibility to users who desire

energy conservation over low-latency or vice versa in visual

IoT-based application data processing. Our work was based on

the rationale that computing should happen in the proximity

of data sources, and cloud services especially moved closer to

the network edge can present opportunities to meet user re-

quirements in terms of energy consumption and fast processing

times. Using a facial recognition application that we developed

for use on mobile devices, we were able to demonstrate

cases where thin client or thick client configurations are more

effective at low-to-high visual data processing workloads, and

how offloading policies could affect the energy efficiency or

low latency user requirements. Particularly, we found from the

results that the edge cloud offloading policy for thick clients is

always sub-optimal in comparison to the core cloud offloading

under high workloads. However, it was not the case for thin

clients under similar conditions.

Also, we addressed the lack of sustainable and flexible

routing approaches for offloading facial recognition appli-

cation processing in MANETs to trade-off between energy-

awareness and low-latency data transferring to an edge cloud

gateway within a damaged infrastructure area. Specifically,

we presented our Sustainable Policy-based Intelligence Driven

Edge Routing (SPIDER) algorithm that builds upon recent

advances in the geographic routing area. To improve its

baseline geographic routing performance, SPIDER uses addi-
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tional geographic knowledge that we obtain from the publicly

available satellite imagery of the rescue area and from its use

of deep learning detectors in a core cloud. To balance between

energy-awareness and low-latency data transferring in a best-

effort manner, our SPIDER algorithm used a tunable objective

function. Considering a variety cases of actual disaster incident

related scenarios, we have shown how our SPIDER algorithm

is more flexible and is more sustainable than other stateless

geographic routing solutions (i.e., GEAR and GPGF) as well

as stateful reactive mesh routing (i.e., AODV and HWMP).

As part of future work, practical routing protocols with load

balancing can be implemented to allow parallel processing in

cases where there are multiple servers available in a MEC en-

vironment. In addition, interference can be handled in wireless

network when caused by high user activity in MANETs using

channels adaptation techniques that: (a) minimize the chance

of packet drops, and (b) enhance energy-efficiency within IoT

devices.
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