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Abstract— Distributed Denial-of-Service (DDoS) is a big threat
to the security and stability of Internet-based services today.
Among the recent advanced application-layer DDoS attacks, the
Very Short Intermittent DDoS (VSI-DDoS) is the attack, which
can bypass existing detection systems and significantly degrade
the QoS experienced by users of web services. However, in order
for the VSI-DDoS attack to work effectively, bots participating
in the attack should be tightly synchronized, an assumption that
is difficult to be met in reality. In this paper, we conducted a
quantitative analysis to understand how a minimal deviation
from perfect synchronization in botnets affects the performance
and effectiveness of the VSI-DDoS attack. We found that VSI-
DDoS became substantially less effective. That is, it lost 85.7 %
in terms of effectiveness under about 90ms synchronization
inaccuracy, which is a very small inaccuracy under normal
network conditions.

Index Terms—DDoS, time synchronization, evaluation

I. INTRODUCTION

The Internet is one of the pillars of our modern society, of-
fering many conveniences through connectivity and creating a
large and multifaceted ecosystem. The security of the Internet,
however, has been challenged over the years by various threats,
affecting its stability and the various applications relying on
it. Notably, the Distributed Denial-of-Service (DDoS) attack,
a well-known attack for several decades, has re-emerged
recently as one of the most challenging threats [1], [2].

Up until recently, DDoS attacks have been mainly per-
formed by sending a large number of packets to target servers
to deplete their resources, whether they are bandwidth or mem-
ory. An enormous number of packets generated using a set of
infected machines in a botnet saturate the available resources
of the targeted server instantly [3], [4], making it unavailable
to legitimate users and causing a denial of service [5], [6]. As
DDoS attacks have become more sophisticated, utilizing new
attack vectors, exhibiting new characteristics, and increasing
in size and frequency over time [7], defending against them
has become a priority, resulting in multiple defenses from
the academic and industrial communities. For example, link-
saturation DDoS attacks have been addressed by various
defenses, including blacklisting, filtering, early detection, and
utilizing resource mobilization through proactive analysis of
adversarial capabilities for efficient attack containment.

In parallel with the progress made in traditional DDoS
attack defenses, new types of low-rate attacks, which devi-
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Fig. 1: An illustration of the VSI-DDoS attack cycles, where
a large number of packets is sent over a short period of
time (e.g., e; — $1) resulting in high attack intensity. In our
evaluation, the intensity A, is characterized by the degree of
concentration of HTTP requests from bots, where each chunk
is 100 HTTP requests.

ated from the high volume-based attacks, have emerged [8],
[9], [10]. Among the many studies on the low-rate DDoS
attacks, Shan er al. [11] recently introduced the Very Short
Intermittent (VSI) DDoS attack, which is difficult to detect
in existing systems but can significantly degrade the Quality
of Service (QoS) that legitimate users experience. Unlike the
traditional flooding-based DDoS attacks which aim at making
the service itself impossible to reach through exhaustion of
server resources for a long period of time (e.g., a few seconds,
minutes, or even hours), the VSI-DDoS attack temporarily
saturates the server with packets concentrated in a short period
of time (a few milliseconds) and forces the server to respond
to legitimate users’ requests with very long delay.

For example, as shown in Fig. 1, the adversary in the VSI-
DDoS attack proceeds by sending a large number of packets
over a very short period of time; e.g., to — t1, t4 — t3, etc.
(measured in milliseconds) upon which the adversary goes
in an idle state. Even a reasonably small number of packets,
e.g., p = 1000 packets, in a VSI-DDoS cycle (bounded by
a start s; and an end e; in Fig. 1; e.g., 10ms) results in a
large attack intensity. For the above example, for instance,
and assuming a packet size ps; of 12,000 bit (1500 Byte, the
size of typical TCP packet on the Internet), the VSI-DDoS
attack would result in an instantaneous intensity A of about
1.2Gbps (i.e., A; = (p/|ei—si|) x (1000 x ps) bps). This large
intensity overwhelms the server for a short period of time, and
thus increases the latency when responding to legitimate users.



The adversary repeats the attack after the system recovers from
the “shell-shock™ effect of the VSI-DDoS cycle.

To evaluate the impact of the VSI-DDoS attack, Shan et al.
experimented with the RUBBoS benchmark [12] to show how
concentrated HTTP requests over a short period of time can
degrade servers’ performance. In doing so, they assumed that
all packets originate from fully synchronized bots and arrive at
the server almost concurrently (within a 50ms time window).
The key premise of the attack success, and upon which the
evaluation is conducted, is that the bots used for launching
the VSI-DDoS attack are tightly synchronized.

In this paper, we revisit the key premise of the VSI-DDoS
attack in the wild. In particular, we are interested in assessing
the impact of the VSI-DDoS attack when evaluated under
more realistic assumptions of bots’ synchronization. The key
motivation for this assessment is that in distributed systems
in general, and in botnets (as a special case of distributed
systems) in particular, time-synchronization is a non-trivial
task. In other words, when multiple machines gather together
to form a botnet, it can be practically difficult for any traffic,
such as HTTP requests, originating from all bots to arrive at
a given server in a short period time (a few milliseconds).

Even if a high-level synchronization technique, such as the

Network Time Protocol [13], is applied, a time difference of
several tens or even several hundreds of milliseconds may still
occur due to the stochastic nature of the network condition,
affecting latency. As such, we measure the VSI-DDoS attack
in a loosely-synchronized environment of the botnet to under-
stand its real, potential, and possible difficulty in deploying it.
It can be intuitively inferred that the weak synchronization of
the botnet will reduce the damage of the VSI-DDoS. However,
this study is meaningful in that it empirically measured the
impact of the VSI-DDoS attack on the target server under
the various levels of synchronization. Through the analysis,
we also can quantitatively evaluate the potential risk of the
VSI-DDoS to the Internet. Furthermore, considering that the
VSI-DDoS is a type of low-rate DDoS attack, this study shows
why the synchronization between the bots is a prerequisite for
the successful low-rate DDoS attack.
Organization. In section II, we introduce the concept of
the VSI-DDoS attack and its effect presented in the previous
work. In section III, we elaborate the system setup and
experimental scenarios for the evaluation. In section IV, we
present the results of experiments that reflect actual scenarios.
In section V, we discuss the options that an attacker can choose
for VSI-DDoS attacks. In section VI, we introduce related
works about low-rate DDoS attack. In section VII, we provide
a summary from this work.

II. VSI-DDOS ATTACK: OVERVIEW AND ASSUMPTIONS
A. VSI-DDoS: An Overview

Latency as a Target. In web application services in general,
the QoS is considered an important notion that measures
the overall performance of the system through various easily
to interpret measures [14]. Users’ experience when using
Internet services, which is affected by QoS measures, has

a significant impact on their behavior. For example, service
providers’ revenue can be severely affected by the QoS that
users experience when using web services [15]. As such, many
web service providers, including Google and Amazon, are
making a lot of efforts to reduce tail latency to a level that
does not inconvenience users. This means, in other words,
that simply causing a degradation of QoS without causing the
attack to completely disable the service can lead to serious
damage. By making the response time to be delayed, the user
may feel fatigued in using the service, thereby preventing the
target service from being used.

VSI-DDoS Objective and Operation. The VSI-DDoS
attack, as described in section I, is a new type of application-
layer low-volume DDoS attack aiming at the quality of service
of web services. By causing very short bottlenecks (VSBs)
on web application servers, the VSI-DDoS attack degrades
the legitimate users’ QoS [11]. Unlike the traditional DDoS
attacks which exhaust server resources for a long period of
time, the VSI-DDoS attack causes the transient saturation
of resources and the delays to response to legitimate user’s
request. For example, when a number of HTTP requests
suddenly concentrate within a few milliseconds and exceed the
server’s queue limit, the legitimate user’s request is dropped,
resulting in a very long response time (VLRT), as the TCP
retransmission occurs. The occurrence of TCP retransmission
remarkably aggravates the user experience, since the user
cannot use the service until the response of the retransmitted
request arrives after the TCP retransmission timeout of the
dropped packet. Fig. 2 shows how the VSI-DDoS attack can
adversely affect the user’s experience. In general, the most
responses for HTTP requests are quickly returned to the users
within 100ms (as in Fig. 2a). However, under the VSI-DDoS
attack, some of the responses are significantly delayed more
than one second due to the attack (as in Fig. 2b). As such, the
VSI-DDoS attack can be a major threat to web application
services, affecting their QoS.

Difficulty of Detection. Since the transient server resource
exhaustion caused by the VSI-DDoS attack occurs mostly for
a few milliseconds, it is difficult to detect using the current
second-level monitoring systems such as sar, vmstat, and fop.
This is because those monitoring systems have a low frequency
(i.e., the check the utilization of resources at a granularity
of seconds compared to the millisecond operation realm of
VSI-DDoS). As shown in Fig. 3, although the CPU usage of
each server under the VSI-DDoS attack is slightly higher (as
in Fig. 3b) than the case without the attack (as in Fig. 3a),
however, it still does not to be saturated from the second-
level monitoring system’s perspective. In other words, the VSI-
DDoS attack operates in a way that is difficult to detect with
the current DDoS detection mechanisms and may continue to
impact the convenience of users of web application services
without being detected. While there has not been a report of
damages caused by low-rate DDoS, such as VSI-DDoS, many
security agencies are warning about the danger of stealthy and
sub-saturating attack [16].

Results and Assumption. To validate the attack, Shan et al.
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Fig. 2: The distribution of the HTTP response time experienced by the legitimate users. Under the VSI-DDoS attack, the some
of the users may experience the very long response time (over than 1 second) for their requests due to the TCP retransmission
(right), while the users can get the most responses within 100ms in general (left).
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Fig. 3: The CPU usage of each server with/without the VSI-DDoS attack captured by collect] with the sampling rate of 1Hz.
Notice that even under the VSI-DDoS attack, the CPU usage of each server is not saturated, which makes it difficult to detect.

conducted the experiments showing how varying parameters
of the attack affect the response latency to legitimate users’
requests. With multiple bots fully synchronized, they noted
that tail latency is significantly increased when generated
packets arrive at the server within a very short time window
(a few milliseconds). By assuming an almost complete syn-
chronization, they experimentally demonstrated that the 95th
percentile response time of the target server increases by more
than 1 second, which is the timeout of TCP retransmission,
under the VSI-DDoS attack. In other words, they demonstrated
that the VSI-DDoS attack can be a threat to many web
application services, by degrading their QoS guarantees.

B. Synchronization in Botnet

Time synchronization in distributed systems is a challenging
problem, and clock skew is, by default, an intrinsic feature of
those systems. Particularly, given the strong synchronization
assumption under which the VSI-DDoS attack works, it is

unclear how violating this assumption, even slightly, would
affect the performance of the attack. In this section, we
revisit the assumption of the VSI-DDoS attack operation by
highlighting botnets time synchronization in the wild, and
challenges associated with their tight synchronization.

Botnet Time Synchronization.  To understand the time
synchronization of botnets in the wild, we use evidence from
our prior measurement studies in [17], [18]. In this line
of work, we demonstrated through measurements that the
request time of domains registered using domain generation
algorithms (DGAs) preceded their registration, resulting in
non-existent domains (NXDomain) responses.

One of the ways for establishing a command and control
in botnets is through DGAs, which are algorithms used for
domain name registration by the botmaster, and taking the
current time into account. When bots want to communicate
with the command and control, they similarly execute the



1E05-
5E04-

1E04-
5E03-

1m$$$+

5E02-

NXDomain Volume

+ ==
5 4 3 2 1 0 1 2 3 4 5
Domain Name Day
Fig. 4: The Conficker NXDomain DNS lookups over time,

highlight the lack of synchronization between bots and bot-
master, and across bots, in the wild.

DGA and connect to the domain generated by issuing a regular
DNS query. The key insight in using DGAs is that both the
botmaster and bots are using the same clock, and are tightly
synchronized. As a result, the botmaster would register the
domain name using the DGA right at the time (or just before)
any bot could query the domain for command and control.

Fig. 4 shows the number of NXDomain requests (plotted as
a box plot), issued from /24 network addresses for different
domains generated by the DGA for the Conficker botnet
over time. The time, plotted on the x-axis characterizes the
domain name day: zero day indicates the day of domain name
registration (when generated using the time of the day), a
negative day indicates that a query is being sent to the domain
name generated by the DGA before its registration, and a
positive day indicates that the query is sent to the domain
name after its registration. As we can see in this figure and its
associated analysis, 1) a large number of queries are issued for
the domains before their registration, resulting in NXDomain
responses, and indicating a clock skew between the botmaster
and the several bots it controls, and 2) the first query issued
by the multiple bots is not simultaneous, indicating a clock
skew across the different bots. Such a time skew can at the
granularity of days (omitted for the lack of space).
On the Difficulty of Synchronization. The results above
demonstrate the chaotic nature of the botnet in the wild with
respect to time synchronization. However, one may argue
that using an off-the-shelf time synchronization, such as the
Network Time Protocol (NTP) [13] may bring an order to bots,
to meet the assumptions of the VSI-DDoS attack. However,
in reality, such an approach would face various shortcom-
ings. First, while NTP works nicely in local area networks,
achieving up to a millisecond level of accuracy under ideal
conditions, it provides worse performance (tens to hundreds
of milliseconds) on the Internet due to congestion and path
asymmetry. Second, connecting to NTP servers on the Internet,
while common, can be used as an indicator to trace bots back
and detect them, pronouncing the approach unfeasible.

Recently, Ke et al. [19] introduced CICADAS which per-
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Fig. 5: An illustration of botnet synchronization in [19]. Notice
that S; means the stream from each bot ¢ and ¢; means the
arrival time of the first packet of each stream. Ar,4(c(%))
corresponds to the maximum time difference between the first
packets of the majority (%) of attack streams. For example,
the expression, Ar,4(90%) = 50ms, means that the first
packets of 90% of attack streams arrive within 50ms.

forms the highly sophisticated botnet synchronization in 2016.
To amplify the impact of pulsating attack, a kind of low-rate
DDoS attack, they designed a synchronization technique in the
decentralized system. To evaluate the level of synchronization,
they also introduced the concept of the differential time of
arrival, denoted by A7, 4. As shown in Fig. 5, A4 () = t4
means that the first packet of «(%) of the attack streams arrive
at the target within ¢,. From the Internet-wide experiments,
they got the result that Ar,4(75%) and A7, 4(90%) are about
40ms and 60ms, respectively.

Despite outstanding results, CICADAS still demonstrates
that perfect synchronization among the bots is a very difficult
goal to achieve. Per their approach, if there are four machines
attacking the server with 50ms of burst, for example, and
considering the worst-case scenario, the server is attacked from
three (75%) machines at the same time for only 10ms, that is
50ms - 40ms which values correspond to burst length and
A1,4(75%), respectively. Furthermore, the accuracy of their
approach enforces a lower-bound on the burst time: if the
burst (e; — s; in Fig. 1) gets shorter, the time period that the
packets from multiple sources concentrate on the target will be
shortened also, and even may not exist. That is, although the
HTTP requests sent from bots in the VSI-DDoS attack should
be concentrated in a very short period of time, in fact, the
packets arriving at the server may have a large time difference.
Note that for the approach in to work, at least 25 seconds are
required for achieving a synchronization of accuracy less than
40 ms, making the approach inappropriate for the time-scale
of VSI-DDoS in the first place.

Even when existing approaches provide a perfect synchro-
nization accuracy, network conditions are stochastic, where the
interarrival time between packets sent from different hosts to
the same server may vary depending on the network condition
and paths those packets traverse. Such variance in time makes
it very difficult to ensure a full synchronization, alluding to
less effectiveness of VSI-DDoS. For this reason, we pose
the following question: under realistic conditions, with worse
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end web server, back-end DB server, and application server),
legitimate users, and botnet.

synchronization inaccuracy, how effective is the VSI-DDoS
attack? We answer this question in the rest of this paper.

ITII. EXPERIMENTAL SETTING

To measure the impact of a more realistic time synchroniza-
tion in botnets, taking a slight deviation from ideal scenarios
into account, we build a testbed similar to the one in [11].
While it is difficult to match the exact specifications of the
hardware used in their experiments (partly due to the lack of
details), in our work we replicated the behavior of servers,
legitimate users, and bots, which are more crucial to the re-
producibility of their results. Particularly, because the work at
hand is mainly concerned with understanding the effect of the
VSI-DDoS attack depending on the degree of synchronization,
we focus on how the change in synchronization level, rather
than individual values, affects the performance of the VSI-
DDoS attack. As a result, in the rest of this work, and given
that other parameters (e.g., packet size) are the same in all of
our experiments, we use the burst time (the difference between
start and end of a VSI-DDoS attack cycle) to characterize the
attack intensity. We note that given the main goal is to compare
the relative latency for different burst times, the exact matching
of the hardware specifications as in [11] is unnecessary.

A. System Setup

As shown in Fig. 6, our evaluation system consists of the
RUBBoS 3-tier architecture for the server-side setup (consist-
ing of a web server, an application server, and a DB server),
bots, legitimate users. In the following, we elaborate on each
of those system components.

Web Application Server. As shown in Fig. 6, we build a
server system that provides web services using RUBBoS, a
popular n-tier web application benchmark [12]. Following the

typical 3-tier architecture, an Apache web server, a Tomcat
application server, and a MySQL database server were de-
ployed on the Vultr cloud [20]. Each server is created as an
independent instance with the same specification of a 2.4GHz
single core virtual CPU and a 1.8GB of Random Access
Memory (RAM). The servers interconnect using 1Gbps links.
Legitimate users. The behavior of the legitimate user is
imitated using the workload generator of RUBBoS. Three
cloud instances mimic the behavior of a total of 1,050 legiti-
mate users, each for 350 users. According to the configuration
of RUBBoS, the users surf web pages following a Markov
chain model. Behaviors such as searching the bulletin board,
writing a new article, leaving a comment, etc. are continuously
generated following the probability model of Markov process.
Bot for the VSI-DDoS Attack. Apache Bench (AB) [21] is
used to create a bot that performs the VSI-DDoS attack. The
purpose of bots is to intermittently send the given number of
HTTP requests to the server and to trigger transient saturation,
thereby delaying responses by the server to legitimate users.

In the default setting, AB does not use keep-alive, which
means that a new TCP connection is created for each HTTP
request. Therefore, every HTTP request behaves like a differ-
ent user and tries to connect to the server to use the service.

In addition, we made the botnet operate on the single
machine rather than be deployed over the multiple cloud
instances. In this research, since it is not our focus to im-
plement the sophisticated synchronization of botnet itself, we
implemented the bot on a single device so that the degree of
synchronization can be accurately adjusted by simply modi-
fying the configuration. The average of the round trip time
(RTT) between the bot instance and the server is about 0.5 ms
(measured using ping), which means that the network latency
in one-way packet transmission is about 0.25 ms. This latency
is sufficiently small. We also measure the actual concentra-
tion of botnet packets with the latency through preliminary
experiments in section III-C.

B. Intensity of Bot’s Attack

In our experiments, the concentration of HTTP requests
made by bots is set as a variable parameter, incorporating a
variable accuracy in time synchronization between the origi-
nating bots. As shown in Figure 1, the VSI-DDoS attack is
made in such a way that HTTP bursts are sent from bots
to the server intermittently (i.e., within a very short period
of time separating the sending of the first packet from the
bot and the arrival of the last packet to the server). In the
figure, each chunk (blue rectangle) means the given number of
HTTP requests (e.g., 100 HTTP requests in our experiments)
is sent from the bot periodically (resulting in intensity A;, as
described in section I), with an ideal time between every two
consecutive cycles (e.g., 2 seconds in our experiments).

To express the concentration of packets from the bot, in
this paper, the time difference between the first request and
the last request in the same chunk is denoted as intensity for
convenience. For example, if the intensity is 45ms, it means
that all 100 HTTP requests are sent to the server within 45ms.



A high intensity means that the attack is concentrated within
a shorter period of time; i.e., the bots are well synchronized.

C. Generating Intensity Values

As described in section III-A, we used AB for launching
the VSI-DDoS attack. AB supports sending the given number
of HTTP requests in a short time to a URL to check the
performance of the web server hosting the given URL. As
such, we can control this process by feeding the number of
total packets sent from the bot to the server, the concurrent
level of transmission, and time limit, all as options [21].
However, AB does not fully respond to the input variables
due to the issues such as the limited network resource. In
our study, in order to analyze the correlation between the
degree of synchronization and the impact of the VSI-DDoS
attack, the packet transmission from bots is key variable we
need to accurately control. Thus, we conducted a preliminary
experiment to figure out the behavior of AB in detail.

While running the AB and changing the input option value
of the concurrent level, we captured the actual transmission
time of 100 HTTP packets using tcpdump. Splitting the
entire transmission into multiple tasks (e.g., two AB instances
where each sends 50 requests) using shell script is also
used to generate various intensity levels. We conducted the
measurements with six different settings, and each setting used
in the measurement is shown in Table I. The burst length was
calculated by measuring the time of the packets captured by
tcpdump with each setting. In order to minimize the impact
of the external network environment, the web server and the
bot are configured to be instances located in the same locale
in the Vultr (perhaps locally connected).

In the experiment of sending 200 chunks (each chunk of 100
HTTP requests), the burst length (e; — s;) has the distribution
as in the Fig. 7. In the figure, Ag (blue) is the length of the
burst measured at the sender, a bot, and Ag (yellow) is the
burst length measured at the receiver, the web server. Each
box shows the distribution from the upper 25% to the lower
25% of the burst length, while the black line in the box means
the average value of all results (200 chunks). Two horizontal
lines above and below the box represent the maximum and
minimum values, respectively. In the figure, we can see that
the packet distribution in the sender and the receiver is similar
under the strictly controlled environment. The average burst
lengths with each setting measured at the bot were 11.2ms,
45.64ms, 63.37ms, 79.05ms, 88.84ms, and 129.53ms, while
the average values were 11.27ms, 45.51ms, 63.53ms, 79.15ms,
88.93ms, and 130.01ms at the web server. The maximum value
of the standard deviation of all distributions was 4.22 (in the
receiver with the setting Ss), the other values are less than 4,
which means that the packets from the bot arrive at the server
in a similar pattern under the same configuration. In the rest
of the paper, for convenience, the intensity values with each
setting are denoted by i1, 72, i3, 14, 5, and ig, respectively.

To understand the result where the degree of synchroniza-
tion is more realistic, we compared the response time experi-
enced by legitimate users for each case with the intensity value

TABLE I: The various settings used in the preliminary ex-
periment. S;4 corresponds to the index of each setting, o,
corresponds to the input option of concurrency parameter
(option -c in AB), # 4p corresponds to the number of AB
instances, and #,., corresponds to the number of HTTP
requests that each AB instance sends to the server.

Si Oc #AB #req

S 100 1 100
Sy 50 2 50
Ss 25 4 25
Sy 20 5 20
Ss 10 10 10
Se 5 20 5
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Fig. 7: Measurements of actual burst length with different
setting; 200 repeated measurements for each setting. Ag and
Apg correspond to the measured burst lengths from the sender
(bot) and the receiver (web server), respectively. The box
represents the distribution from the upper quartile to the lower
quartile, and the black bar represents the mean value.

as shown above. Based on previous studies on synchronization,
among these values, 71 (about 10ms) can be considered a very
difficult level of synchronization to be achieved by the attacker
(e.g., impossible to achieve by NTP [13] and state-of-the-art
botnet synchronization [19]), i¢2 (about 45ms) and i3 (about
65ms) can be considered difficult levels, i4 (about 80ms) and
i5 (about 90ms) can be considered achievable levels, and ig
(about 130ms) and above can be considered more realistic
levels even with the network dynamics.

IV. MEASUREMENT AND RESULTS
A. Response Latency Measurement

In order to investigate the effect of the VSI-DDoS attack
on the QoS, we performed each simulation for the same time
(50 seconds) in all scenarios with different intensity values.
Ten experiments were repeated (totally 500 seconds) for each
setting to ensure a sufficient amount of data. During each
simulation, we measured the response time at the legitimate
users from the web service and counted the number of packets



TABLE II: Statistics of HTTP requests and responses; e; — s;
corresponds to the intensity of requests, c¢; corresponds to
the total number of HTTP request-response pairs between all
legitimate users and the server, and cp corresponds to the
number of HTTP responses with over 1 second time.

€ — S &1 C2
i1 69,090 9,643
19 71,530 6,080
i3 73,006 2,644
4 72,744 1,655
15 73,574 1,463
i 73,049 1,097

The ratio [%]

i iy i3 iy is is
Intensity

Fig. 8: The percentage of legitimate users response with time
over 1 second out of the total HTTP responses; an indicator
of QoS degradation due to the VSI-DDoS attack. Their decay
with time shows ineffectiveness of the attack.

with response time longer than 1 second, which indicates the
higher latency due to the VSI-DDoS attack. Table II represents
the total number of HTTP request-response pairs between the
web server and all legitimate users.

Because the simulation was conducted for the same time
period, and as shown in the table, the total number of HTTP
request-response pairs (c1) remained similar except for the
cases with the 7; and 79 that have tight intensities. The reason
for the two relatively small values can be found in the delayed
answer that occurs under the VSI-DDoS attack. As in the table,
both ¢; and iy intensities lead to a larger number of delayed
responses (ce). Therefore, in the case of an HTTP request
in which the response is not returned to the legitimate client
during the experiment period of 50 seconds due to the delay
caused by the VSI-DDoS attack, it is not included in the c;
value shown in the table. In other words, low ¢; values with the
17 and 79 intensities are the result of frequent latency occurred
by tightly synchronized attack not reflected in statistics.

Fig. 8 shows the degradation of QoS provided to the
legitimate user as a latency guarantee when the intensity of the
bot attack is changed. In particular, the figure plots c2/c; x 100

for the different intensity values in the table. When the HTTP
request intensity of the bot is 41, about 14.0% of legitimate
users’ responses received from the server exceed 1 second,
which corresponds to an ideal setup of the VSI-DDoS attack.
As the intensity of the attack gradually loosened, the effect of
the VSI-DDoS attack quickly decreased.

This is, the ratios of HTTP requests that have a response
time over 1 second are 8.4% for the intensity of i2,3.6% for
i3, 2.3% for i4, 1.9% for i5 and 1.5% for ig. This shows that
if the intensity of HTTP requests sent from the bot change
slight, to reflect loosely synchronized bots, it is difficult for
the attacker to obtain the desired result. For example, when
the intensity is ¢5, the legitimate user’s VLRT rate (over 1
second) is only about half the rate at ¢3, which means that the
attacker should use about more number of machines to get the
desired effect on the server.

B. Network Statistics

Fig. 9 shows the number of incoming/outgoing packets
per second (pps) captured at the database server by collectl
under VSI-DDoS with the intensities of i1, ¢3, and ig. Among
ten iterations with each setting, we carefully selected one
experiment that has the most similar total number of packets
for fair comparison and compared the number of packets.

As shown in the figure, most of both incoming and outgoing
rates are between from 2,000 to 3,000 pps. As shown in III,
the average rates of the whole experiment were 2,386 pps,
2,425 pps, and 2,295 pps, respectively, in each experiment
using 41, %3, and 7g intensity values, and that average values
are similar one another. The difference between the largest
and the smallest of the average values is about 5%, so this
difference seems not large.

However, it can be seen that there is a big difference in
standard deviation for each intensity. The difference between
the smallest standard deviation, 752.2 (d;, in ig), and the
biggest value, 955.6 (9;,, in i1), is 203.4 which is about 20% of
the biggest one. In addition, we also can find a large difference
in standard deviations in the case of outgoing packets (d,,: of
i1 and ig) which is about 20% as well.

The difference in these standard deviations can be clearly
seen in Fig. 9. In the case of ¢; in both Fig. 9a and Fig. 9b,
the fluctuation is more intense every second. Given that there
are only 100 HTTP requests sent from the bot, it is difficult
to justify that those fluctuations are the influence of HTTP
requests itself generated by the botnet every two seconds.
Rather, this can be interpreted as a result of the queue drop
caused by the saturation under the VSI-DDoS attack.

C. HTTP Response Time Distribution

While the results above demonstrate the key insight of our
experiments, Fig. 10 shows the HTTP response time that the
legitimate users received from the server. In the graph, the
x-axis represents HTTP response time (ms), and the y-axis
represents the number of packets having the corresponding
time. Because the total number of HTTP request-response
pairs is different in each case, for an accurate comparison, the
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Fig. 9: The number of incoming/outgoing packets under the VSI-DDoS attack with intensity values of i1, i3, and ig at the
database server captured by collectl with the sampling rate of 1Hz. Notice that R;,, and R,,,; correspond to the rate of incoming

and outgoing packets, respectively.

TABLE III: Analysis of the incoming/outgoing packets at the
database server under VSI-DDoS with intensities 41, 73, and 7g.
Notice that fi;y,, d;,, and #;, correspond to the average rate
(pps), the standard deviation, and the total number of incoming
packets, respectively. flout, Oout, and # ., correspond to the
notions of outgoing packet in the same order.

{ Hin din Hin Hout Oout HFout

i1 2,386 955.6 121,672 2,293 922.8 116,966
i3 2,425 7935 123,660 2,314 757.3 118,020
ig 2,295 7522 117,046 2,169 7309 110,606

graph was created by normalizing the ratio of observed results
in the experiment to a total of 100,000 HTTP packets. As
shown in the graph, in all scenarios the distribution increases
from 1 second of response time due to TCP retransmission
under the VSI-DDoS attack. Considering that all graphs are
plotted on a log scale, the actual amount of change will vary
highly depending on the intensity of the bot’s attack.

From the same figure, we notice that when the response
time is equal to or greater than 1,000 ms, the number of HTTP
request-response pairs increases more sharply as the intensity
is higher (e.g., 71, and i5). The degradation of QoS with the
various values of intensity can be seen more clearly in Fig. 11.
In the CDF representation of the response time experienced
by legitimate users, the degradation of QoS caused with each
intensity is significantly distinguished.

This means that HTTP requests that are concentrated on
the server within a short period of time saturate the server
more frequently and cause more frequent response delay to
legitimate users. Conversely, as packets from the bot arrive
over a wider interval of time, the actual effect of the VSI-
DDoS attack is weakened.

VSI-DDoS in the Wild.  Based on the results of the
experiments, we conclude that the VSI-DDoS attack is less
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Fig. 10: The distribution of response times with different
VSI-DDoS attack intensity values. Notice that the number
of packets with the delay bigger than 1 second significantly
decreases as bots become less synchronized.

effective even under moderate synchronization imperfections.
Those moderate imperfections do not represent reality by any
means. For example, where the clock skew between different
bots could be at the scale of hours or days, as shown in Fig. 4,
the minor lack of synchronization we examined the VSI-DDoS
attack under could be achieved only using sophisticated state-
of-the-art synchronization approaches.

V. DISCUSSION

Our findings have shown it is difficult to obtain sufficient
performance of the VSI-DDoS attack in an environment where
synchronization between bots is imperfect. To this end, we
envision various approaches to cope with this limitation:
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Fig. 11: The CDF of response times under VSI-DDoS attack.
Notice that the response time of less than 1 second is about
87% with the intensity of ¢; but 98% with ig, which means
that high concentration of packets makes QoS worse.

A. Improve Bots’ Synchronization

Improving the bots’ synchronization is perhaps the most
obvious option. The better synchronization can be achieved by
applying highly advanced techniques, and by placing machines
in geographically similar spaces to minimize time differences.
However, considering that VSI-DDoS attack should concen-
trate HTTP requests in a very short period of time, and
the limitations of the state-of-the-art time synchronization
approaches that go beyond the desired timescale for VSI-
DDoS, this approach has very little potential in addressing the
problem at hand. In the section VI-B, we highlight the modern
approach to achieve the sophisticated level of synchronization.

B. Increase HTTP Requests from Each Bot

The second approach to address the problem is to increase
the HTTP requests generated by each bot, which would result
in higher attack intensity. Since the packets generated on one
machine are likely to arrive at the server almost at the same
time, they can be effective regardless of the synchronization
of the botnet. However, when the number of HTTP requests
per bot increases, repetitive sending of similar packets can
be easily detected by the current Intrusion Detection System
(IDS) as an anomalous activity.

C. Increase The Number of Bots Participating in Botnet

The third option the adversary can choose to launch the VSI-
DDoS attack is increasing the number of bots participating in
the botnet. As more bots participate in and more attack streams
are created, more packets can arrive at the server concurrently
under the same synchronization level. While this approach can
circumvent the anomaly detection, it would lead to two side
effects: 1) increasing the cost of the attack, and 2) making it
more difficult to apply any (loose) time synchronization among
a large number of bots.

VI. RELATED WORK
A. Low Rate DDoS Attack

Related works to the VSI-DDoS attack are the low-rate
DDoS attacks, including both on application and network
layer. Kuzmanovic and Knightly [22], [23] proposed the
Shrew attack, a low-rate TCP attack that exploits the TCP
retransmission time-out for DDoS. The pulsing attack was
proposed by Luo and Chang [24], exploiting the TCP con-
gestion control window and TCP timeout. Gourgouis et al.
proposed Reduction of Quality (RoQ) attack, which operates
in a similar manner to QoS reduction attacks by attacking
Internet resources [25], end-systems [26], and dynamic load
balancers [27]. Zhang et al. [28] pointed low-rate DDoS
attacks on Internet routing mechanism, while Luo et al. [29]
proposed models for estimating the impact of TCP-targeted
low-rate attack. Macid-Fernandez et al. [30], [31] proposed
low-rate DoS Attack against application servers (LoRDAS)
which forecasts the free position in service queue at applica-
tion server and sends traffic to drop legitimate user’s requests.
Jung et al. [32] presented a DDoS mimicking flash crowds.

B. Synchronization

NTP is the most widely used method for time synchroniza-
tion [33], [13]. Since then, although many studies have shown
that the accuracy of NTP steadily improves as the network
develops [34], [35], [36], [37], however, tens or hundreds
of milliseconds error in time synchronization still remains.
PTP (Precision Time Protocol) is another approach for the
systems that require the highly precise time synchronization
such as power system [38], [39]. Although PTP ensures the
nanoseconds-level synchronization, but it does not directly
mean that current botnet can employ this advanced technique
due to the dependency for supporting hardware. Similarly,
Datacenter Time Protocol (DTP) with the sub-microsecond
accuracy also have the hardware dependency, which makes
it only for the specific purpose (synchronization in the data-
center), but not for personal devices that make up most of
botnet [40]. Even if we assume that the above techniques
ensure the tight synchronization (within a few milliseconds)
of system time, it does not ensure the synchronization of the
arrival time from distributed bots due to the continuous change
in network condition [41].

C. Botnet Detection

A lot of studies have been conducted on various technolo-
gies for detecting botnet. Gu et al. [42] proposed BotSniffer,
the system for detecting centralized botnet by identifying Inter-
net Relay Chat (IRC) or Hypertext Transfer Protocol (HTTP)
based command & control (C&C) channel. The BotSniffer
does not need a large number of bots, and they can even
detect a single member botnet. Choi er al. [43] introduced
the botnet detection system called BotGAD, which focuses on
group activities, not the traffic contents nor the signature.

Zhao et al. [44] focused on detecting Peer-to-Peer (P2P)
botnets by identifying network traffic behavior using machine
learning technique. Hang et al. [45] proposed Entelechesia, an



approach for detecting decentralized botnet by analyzing the
social behavior of bots.

VII. CONCLUSION

In this paper, we analyzed the impact of loose bots synchro-
nization on the impact of VSI-DDoS, an advanced application-
layer DDoS attack that is capable of bypassing existing
defenses. Through the preliminary experiment, we fixed the
six degrees of synchronization of the botnet and apply it to
quantitatively evaluate the effect of the actual vsi attack. As
a result, we demonstrate that even a moderate imperfections
in bots time synchronization would degrade the impact of the
VSI-DDoS attack, and pronounce it ineffective. Specifically,
the effect of the VSI-DDoS attack at realistic synchronization
level seems to make adversary’s goal difficult to be achieved.
Mitigation to our main finding is possible, although it can
creates a clear trade-off between the attack, its cost, and
detection. In the future, we will theoretically and empirically
explore analyzing the effort of the adversary to make the VSI-
DDoS attack successful, including the minimum number of
bots needed for such intensities in real world.
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