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J C YBERATTAC KS HAVE BEEN steadily increasing 
and their effects have become visible in everyday life. 
Sensitive information leakage from financial institu-
tions such as Equifax [8], service disruption attacks 
to popular web services such as the recent attack on 
GitHub [54], ransomware attacks against individuals 
and organizations [9], and other attacks hit the news 
often. In the past decades, we have witnessed increas-
ing attacks on critical infrastructures as well [50]. 
Power plants, factories, and water processing facil-
ities have experienced successful attacks that have 
disrupted operations and influenced the life of large 
population groups. The increasing number of attacks 
against infrastructure is especially troublesome, con-
sidering that it not only influences the lives of large 
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populations in the short 
term but also it can lead 
to significant damages 
to economies and affect 
the well-being and pro-
gress of populations in 
the long run; furthermore, 
infrastructural problems, 
such as loss of power or 
transportation system dis-
ruptions, can lead to loss 
of life.

Critical infrastructures, today, are run by indus-
trial control systems (ICSs), a class of industrial com-
puters that are interconnected with a wide range of 
networks, including specialized industrial networks 
and the Internet. ICSs have emerged in parallel with 
typical information technology (IT) computing sys-
tems and networks with the purpose to implement 
and manage industrial processes. Since most of these 
systems were originally isolated and dedicated to spe-
cial purpose critical applications, their development 
methods evolved separately and had different goals 
and priorities. For example, requirements on typi-
cal ICSs include continuous operation and real-time 
response, leading to systems whose software is not 
easily upgraded or patched as in traditional IT systems. 
Importantly, although safety has traditionally been a 
significant requirement for ICS, security has not been 
a major concern until recently, when the increased 
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connectivity of the systems as well as the adoption 
of automated process management in a large-scale 
exposed ICSs to attacks that had never been consid-
ered in the past. Clearly, security has become a major 
priority in ICSs, since it affects safety as well.

In this paper, we review methods to design safe 
and secure ICSs. First, we introduce the typical ICS 
architecture. We describe the relationship between 
safety and security in the context of ICSs and present 
threats against them. Considering that ICSs need to 
be designed with appropriate security functions; and 
then, they need to be protected during their opera-
tion, we review methods and techniques for design 
as well as for monitoring at runtime.

Industrial control systems
ICSs constitute a class of cyber-physical systems 

that implement industrial processes. Although they 
were originally developed and employed in typical 
industrial environments for industrial control, their 
use has extended to the control and management of 
a wide range of processes, from avionics to power 
grids, from traffic management and transport systems 
to water management. Today, ICSs are employed for 
the management and control of most of the critical 
infrastructure of countries. Although ICS are comput-
ing systems, their development, management, and 
operation differs from traditional IT systems, since 
they are characterized by different interfaces, they 
are owned and managed by different engineers, they 
have strong requirements for continuous operation 
and realtime, and they employ specialized network 
protocols. Due to this, they are designated as opera-
tional technology (OT) systems.

ICSs typically implement a control loop, as 
shown in Figure 1, controlling a physical process 
(also called a plant) that is composed of one or mul-
tiple physical devices. In the control loop, sensors 

take measurements of parameters, they deliver them 
to a control center that executes the necessary com-
putations, and outputs commands to actuators.

The control loop, which constitutes the applica-
tion view of an industrial process, is implemented 
through a hierarchy of industrial computing systems 
as shown in Figure 2. A programmable logic control-
ler (PLC) is a computing system that implements two 
logical processes: 1) it controls autonomously the 
connected device(s) at the lower level of the hier-
archy, taking as input sensor data and controlling 
actuators and 2) it executes a component of a distrib-
uted application that controls the whole plant under 
the supervision of the supervisory control and data 
acquisition (SCADA) system, communicating with the 
SCADA system and, possibly, with other PLCs. Thus, 
the industrial process, i.e., the application of the ICSs, 
is designed and implemented as a distributed com-
puting application, being decomposed to communi-
cating computational processes that are mapped to 
the hierarchy of the ICSs shown in Figure 2, i.e., it is 
designed as a system of systems [48], [56].

ICSs are safety-critical, since they are employed 
in application domains ranging from avionics and 
manufacturing to smart grids and water management. 
Their failures, whether accidental or intentional, can 
have catastrophic results, damaging infrastructures, 
property, and even people. Importantly, the significant 
effects of the operational disruption of their applica-
tions have attracted the attention of actors who target 
ICSs, launching attacks on them and causing signif-
icant operational problems to targets. The recent 
attacks on the Ukranian electrical grid [79] and the 
well-known Mirai attack in 2016 [55] are only a few 
known events that follow the Aurora experiment [77], 
where an engine was destroyed only by cyber means 
in a controlled experiment, and Stuxnet [44], the first 
documented cyberattack on ICSs, which caused a 
significant setback to the Iranian nuclear program. 
So, safety and security of ICSs are fundamental prop-
erties of emerging systems. Safety has been a major 
concern and goal of ICSs, but it has focused mostly on 
accidental failures. However, the emergence of mali-
cious attacks requires a unified approach to safety 
and security, since malicious actors launch attacks 
that create conditions for accidents intentionally 
and without any degree of randomness as traditional 
models of faults and failures consider.

Emerging ICSs need to be designed with 
several requirements. Their typical employment 
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in safety-critical and often real-time applications 
leads to requirements for resilience and robustness, 
achieving continuous operation and availability 
of applications and services, performing the criti-
cal operations even under conditions of failures or 
attacks, and recovering from such incidents. In order 
to design safe and secure ICSs, we need to address 
two important aspects: 1) design the system cor-
rectly, i.e., satisfying the set requirements for safety 
and security, including resilience and robustness and  
2) to include in the design run-time monitor(s) that 
will detect attacks and failures, considering that sys-
tems cannot be protected from all possible failures 
and attacks. Correct system design that meets safety 
and security requirements, i.e., a secure-by-design 
system, guarantees a correct starting point of sys-
tem operation, while monitoring enables run-time 
defense, avoidance of hazardous operation and, 
potentially, recovery from failure and attack incidents.

Security and safety in industrial  
control systems

Safety and security are terms that have different 
meaning to engineers and scientists of different dis-
ciplines and backgrounds; often, they are even used 
interchangeably. Until recently, safety and security 
were considered independently as different disci-
plines and with different engineering methods. As 
a result, it is often unclear what constitutes a safe 
and/or secure system and what is the relationship 
between safety and security.

A general definition of safety is provided by 
Leveson [45] as “freedom from accidents or losses.” 
Independently of the exact definition one may use 
for safety, there is one common characteristic in 
definitions of safety: it is application process related 
and specific. On the other hand, security is typi-
cally considered as a computing issue; in general, 
computer and network security is the set of mecha-
nisms and policies that protect computing systems 
and networks from data leakage, misuse, alteration, 
and loss, as well as from operation disruption, ser-
vice misuse, denial of service (DoS), and theft of 
resources, whether hardware or software. Clearly, 
there are several common aspects in safety and secu-
rity, although the main focus of safety is the physical 
process, while the focus of security is the computing 
systems and networks.

In order to address safety and security in ICSs 
unambiguously, we view ICSs as layered systems, 

shown in Figure 3, where safety and security require-
ments are set at different layers. We consider that 
safety requirements refer to the physical process 
implemented through the application of an ICS, 
while security requirements are set on the hardware 
and middleware/OS of the system. This approach 
is consistent with the common definitions of safety 
and security and indicates the dependence of appli-
cation process safety on system security; an insecure 
system cannot be safe. Furthermore, this approach 
enables a systematic design of ICSs that meet safety 
requirements for their applications exploiting appro-
priate security mechanisms of the underlying com-
puting system, software or hardware.
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Although we are far from an integrated approach 
to safety and security of ICSs and processes, there are 
several efforts to provide frameworks, strategies, and 
practices that enable their design. The International 
Electrotechnical Commission (IEC) 61508 standard 
[32] is a significant effort that addresses safety man-
agement in systems that include complex hardware 
and software components. Considering the limita-
tions to prove correctness of hardware and software 
operations, the standard introduces a system devel-
opment approach based on risk, addressing the 
complete lifecycle of systems, and providing techni-
cal guidelines. The standard considers the model of 
a system composed of a device, called equipment 
under control (EUC), and a control system that con-
trols the EUC. The EUC and the control system pose 
risks and the standard applies to the safety require-
ments and management of the computing com-
ponent. The basic concept of the standard is that, 
when designing the system, one need to identify 
the risks that are posed by both the control system 
and the EUC, determine the tolerance of each risk, 
and introduce safety functions that reduce all risks 
to tolerable levels. Importantly, the standard defines 
a four-grade scale of safety integrity levels (SILs) for 
systems, where a SIL specifies the range of probabil-
ity values for a failure to perform the required safety 
functions; SILs are defined for two modes of system 
operation, continuous and on demand. Clearly, the 
standard specifies a framework for developing safe 
systems, but it does not provide or propose any spe-
cific methodologies. Its approach to system design 
and requirement specification is analogous to the 
approach for reliable computing system design. 
However, in reliable system design, the quantitative 
data related to failures are well understood and cal-
culated, while in safe systems there are no analo-
gous methods for quantitative arguments. It is well 
understood that a reliable system is not necessarily 
a safe system, and the difference originates from the 
semantic difference between a safety risk and a fail-
ure probability.

Risk-based approaches are provided by alterna-
tive efforts as well, such as the NIST guide to ICSs 
security [71] and the DHS recommended practice 
guide on improving ICS cybersecurity with defense-
in-depth strategies [20]. Importantly, these efforts 
provide concrete techniques for the design of secure 
ICSs. Both the NIST and DHS guides follow an anal-
ogous approach to the IEC 61,508 approach in terms 

of identifying risks and taking measures to reduce 
them, but their focus is on the computational sys-
tems themselves than the application process that 
is implemented. The guides describe threats and 
present methods and techniques for secure compu-
tational systems, even at the level of physical secu-
rity, as well as for secure networks, presenting model 
architectures and designs.

All risk-based approaches to the design of safe and 
secure ICSs identify the criticality of effective risk iden-
tification and assessment, which constitute the first 
steps of the design process. However, there is lack of 
methodologies and tools that enables the integrated 
analysis of risks for safety and security. Clearly, this 
lack originates from the dependence of safety risks on 
the specific (physical) process, which is controlled, 
and their correspondence to security risks for the com-
puting infrastructure, which are typically described in 
terms of confidentiality, integrity, authentication, non-
repudiation, etc. Furthermore, there is an inherent dif-
ficulty in quantifying risk for failures and attacks with 
the same methods, because one cannot quantify the 
probability of exploitation and attack when a vulnera-
bility is discovered. It is clear, however, that there is a 
significant need to map or associate application (pro-
cess) safety requirements with (computing) security 
requirements.

The need for methods to associate and map 
safety requirements to security ones becomes appar-
ent when considering that violations of security at 
one system layer may result to violations of safety 
at the application layer. For example, in a PLC that 
controls a fluid tank and protects it from overflows, a 
malicious hardware or middleware attack that incre-
ments the value of the register that stores the maxi-
mum allowed fluid height may lead to an overflow 
and, thus, to a safety violation. Safety violations do 
not necessarily originate from security violations; an 
incorrect software implementation for example, i.e., 
a bug, may lead to an unsafe system state. However, 
security violations, in general, can lead to safety vio-
lations; and thus, security threats constitute safety 
threats as well.

Security threats and attacks against ICS include 
the ones against traditional IT systems, but there 
exist additional ones, because of the application 
domain requirements. The typical operation of ICS 
requires systems to meet real-time requirements and 
provide continuous service; violations of real-time 
constraints lead to application misbehavior and 
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unsafe states, for example, even when computations 
are correct. Security attacks on ICSs can be classi-
fied in two main categories, as shown in Figure 2. 
Computational attacks are analogous to typical IT 
system computational attacks, targeting computa-
tional devices, i.e., SCADA and PLCs. They include 
viruses, worms, Trojans, brute force access attacks, 
and similar, injecting code, stealing credentials, 
leaking data and/or hogging resources for operation 
disruption or DoS. Successful computational attacks 
result to wrong computations and application mis-
behavior, data leakage, violation of real-time con-
straints, etc. Data attacks the target communicated 
data. Traditional network attacks, such as man-in-
the-middle and distributed denial-of-service attacks, 
can be launched against ICSs as well; successful 
attacks have similar results as computational ones. 
Importantly though, data attacks to ICSs include 
a new class of attacks, named false data injection 
(FDI) ones, which have not been considered in 
traditional IT system security. FDI attacks provide 
wrong data to the sensors of ICSs, leading them to 
wrong decisions since computations are performed 
on the wrong information. FDI attacks do not target 
the computing or network components of ICS but, 
rather, input false information to the overall system 
through its interface with the controlled physical 
device(s). As an example, consider an industrial sys-
tem that controls a release valve of a gas tank and 
opens it when the measured pressure of the tank 
reaches a threshold; an injected (false) low value 
of the measured pressure in the tank may keep the 
release valve closed, although it should be opened, 
and lead to an explosion of the tank. Such attacks 
are feasible not only on simple systems like the gas 
tank, but on significantly more complex systems and 
processes, such as the calculation of a smart grid 
state, where attacks may lead to catastrophic results 
and operation disruption of large populations [80].

Vulnerability identification as well as risk anal-
ysis and assessment are fundamental steps in the 
design process of safe and secure ICS, and they have 
attracted significant attention in both academia and 
industry for appropriate tools for both the IT and OT 
systems. Existing tools analyze systems and networks 
against known risks based on: 1) the description 
of ICS systems at different levels of abstraction and  
2) their corresponding testing and simulation results 
for certain risks. The CSET tool by DHS [17], for 
example, uses a high-level description of the system 

and provides lists of prioritized recommendations 
for improving security in the IT and OT systems 
based on a database of standards and guidelines 
provided by organizations such as INST, TSA, and 
DoD. It is appropriate for organization-wide assess-
ments effectively evaluating standards and guideline 
compliance. There exist several security risk assess-
ment methods that have evolved lately, especially for 
ICS. Many of these methods for SCADA are reviewed 
in [13] and include qualitative assessments, attack 
model-based methods as well as mathematical mod-
els for risk probability calculations, using own tools 
or open frameworks, such as CORAS [47]. More 
recently, methods have emerged that extract ICS 
design models through collection of the operational 
data and then analyze the model against threats or 
vulnerabilities [18]. However, the aforementioned 
tools do not detect some ICS-specific vulnerabilities, 
such as FDI attacks, and do not provide design-spe-
cific solutions against specific risks or against vul-
nerabilities; this is mainly because the methods are 
based on abstract or inadequate ICS models, which 
do not capture the implementation details that are 
the source of a specific risk or vulnerability. Clearly, 
there is a need for risk and vulnerability assessment 
methods that are automated and based on the exact 
implementation of a design.

Most of the risk analyses consider system and 
network vulnerabilities that are known from expe-
rience and the literature, but little effort has been 
put on the vulnerability analysis for FDI attacks. 
Clearly, new tools are required which will enable 
automated analysis for FDI attacks as well. A prom-
ising approach in this direction is the development 
of appropriate mathematical models for the physical 
processes that are implemented on an ICS and their 
analysis for the existence of FDI attacks. Such anal-
yses have become feasible with recent tools, such 
as dReal, an SMT solver for real functions [26]. This 
approach has been used for the automatic vulner-
ability analysis of power grids to attacks that target 
the AC state estimation process [27]. In this case, 
the vulnerability analysis problem is represented as 
a logical decision problem, described through the 
state equations and the admissible sensor measure-
ment values; the existence of input value combina-
tions that are admissible but untrue, calculated by 
the solver, discloses potential successful FDI attacks. 
Although this approach is static, i.e., does not take 
into account the history of the system’s operation, 
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it is clearly a promising method toward automated 
tools for vulnerability analyses of complex processes 
that can be described with real functions.

Designing safe and secure industrial 
control systems

An ICS is a hybrid system consisting of physical 
resources (also sometimes called plant), which are 
observed through sensors and are controlled by 
actuators through software applications. Designing 
such hybrid systems that are safe and secure is chal-
lenging mainly because of: 1) the hierarchy of heter-
ogeneous subsystems, i.e., with different interfaces/
platforms and by different vendors and 2) the hybrid 
components of ICS, i.e., the continuous physical 
processes and the discrete control applications. To 
address this challenge, the overall ICS design is log-
ically divided into ICS computational system design 
and ICS network design. The former deals with the 
security and safety of control decisions that are 
implemented by computational systems and their 
application software, while the latter deals with the 
security and safety of the communicated data that 
deliver observations/measurements from controlled 
resources, as well as decisions made by the control 
devices. In the following sections, we discuss the two 
design levels, respectively.

Industrial control system security
In conventional industrial practice, the design 

of the computational systems and their applica-
tions, which perform calculations and control 
decisions, is considered secure and safe when it 
is shown that the system design—and the corre-
sponding design-process workflow—complies with 
specific ICS standards, such as ones by the IEC 
and International Organization for Standardization 
(ISO). This is typically achieved through construct-
ing statistical and other analysis-based risk assess-
ment metrics and subsequently simulating and 
testing the system designs. However, recent attacks, 
such as Stuxnet [44], Aurora [77], and Mirai [55], 
have exposed the limitations of such practices. In 
fact, such standards provide only subjective meas-
ures, which are rarely objective, about the security 
and safety of the ICS system design. Recently, there 
have been efforts to develop methods that provide 
complimentary objective measures to design highly 
secure and safe ICS systems [1], [41]. These meth-
ods provide mechanized mathematical proofs that 

a specific ICS design is secure and safe by construc-
tion. Independently of the approach, security and 
safety of ICS require defenses that combine hard-
ware and software capabilities to protect the systems 
against sophisticated attacks, e.g., stealthy attacks 
and advanced persistent threats (APTs). In the fol-
lowing, we present the current trends in industry 
and recent research results to handle security and 
safety of ICS systems at design level.

Current trends
The goal of current industrial practices is to show 

that an ICS system design meets the required security 
and safety standard as defined by various standardi-
zation bodies, e.g., ISO [35], ICS-CERT [30], and IEC 
[31]. These standards provide the general guidelines 
to identify the risk of various hazards, attacks, and 
threats [36] and also provide guidelines for the pro-
tection of the systems against such attacks/threats or 
to reduce the impact of the risk. To show that a given 
ICS design adheres to the required guidelines, system 
designers usually construct several metrics based 
on the testing and simulation of a given design [15]. 
More recently, a statistically rigorous method for test-
ing ICS systems has been proposed [62]. The method 
employs high-throughput testing combinatorial meth-
ods, which enables multifacet testing and analysis of 
cyber threats by creating a probabilistic model of 
the system’s response. Furthermore, the method also 
helps to determine optimum defense configurations 
for system resilience. However, such methods fail 
to assure that a given design is free of some classes 
of attacks, vulnerabilities, and threats, such as data 
integrity attacks, and cannot identify sophisticated 
threats to ICS systems, e.g., APTs, as demonstrated by 
recent attacks.

Since the development of an ICS design, which 
employs a distributed supply chain process that 
involves various organizational divisions and ven-
dors, there is a high risk that the process may intro-
duce some vulnerabilities in the designed system. 
There are two aspects in the security of this process. 
The first one is to secure the supply chain itself, pro-
tecting it from misuse. The second one is to develop 
techniques that enable the integration of compo-
nents in a secure system, although the components 
originate from different groups (with different tools, 
design techniques, and testing processes) and may 
have vulnerabilities; i.e., we need techniques that 
integrate untrusted components. To address the 
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first issue, industries employ standards that provide 
guidelines for various phases of the design [34]. 
Recently, there have been several efforts to improve 
the reliability of the ICS design process based on 
cryptographic techniques; for example, Healthchain 
[4] is developed based on a blockchain technology 
and enables cost-effective and trusted trade among 
various vendors. For the second issue, several tech-
niques have been developed for hardware and soft-
ware components. A promising technique exploits 
an integrated trusted protection model [75], which 
provides a trusted computing platform that protects 
data sharing among components through trusted 
data protection and network management mecha-
nisms. Such a trusted platform enables protection of 
components at different layers of an ICS network tak-
ing into account the specific security and differenti-
ated services requirements of each layer. Software 
components of ICS employ different techniques, 
to establish system integrity and process isolation 
and to protect the design process; such techniques 
include secure system booting [5] and process 
level attestation techniques [51]. These methods 
also help to manage distributed control of the pro-
cesses, e.g., memory management and interprocess 
communication [46], [81]. Overall, the increasing 
automation of these processes requires more robust 
software security techniques. Software techniques 
have several advantages over hardware techniques, 
e.g., cost, continuous evolution, and dynamic 
changes. Furthermore, the combination of software 
techniques with trusted computing modules enables 
the development of trusted computing platforms 
for applications and services [59]. Although these 
approaches achieve high reliability of ICS system 
design, they fail to assure that the designed ICS sys-
tem adheres to all required standards and that it 
is free of built-in vulnerabilities. Therefore, a lot of 
effort is being spent recently to develop methods 
that assure that an ICS design is secure and safe by 
construction; these methods employ formal verifica-
tion techniques as we describe in the following.

Secure and safe industrial control system design
Recent developments in the area of formal ver-

ification have enabled the development of secure 
and safe ICS design by construction [21], [38]. 
Such approaches have been widely used in other 
domains, such as implementation of web applica-
tions and cryptographic algorithms [14], [23], [76], 

and recently they have been adopted for designing 
ICS [41], [63]. Techniques have been developed 
to model cyber (discrete) and physical (continu-
ous) resources of ICS, which are heterogeneous in 
characteristics and semantics [41]. Based on the 
adequate ICS models/specification, ARMET [19], 
[41] derives secure and reliable implementation 
through stepwise but sound refinements using a 
theorem prover, Coq, by employing deductive pro-
gram synthesis techniques. Each refinement assures 
(based on a mathematical proof) that no additional 
behavior or vulnerability has been introduced in the 
designed ICS. Such an approach assures that ICS 
design is secure and safe by construction.

In another effort [3], the ROSCoq framework 
has been developed using the theorem prover Coq 
to model cyber and physical resources of robots. 
The models are formalized in an extended logic of 
events combined with CoRN theory of constructive 
real analysis. Based on the model, the framework 
enables the proof of security and safety properties of 
the model. Furthermore, a Coq library “VeriDrone” 
[12], [49] has been developed to reason about 
security of ICS models at different and independent 
levels. The library enables the derivation of an ICS 
implementation in C from high-level ICS models. 
Such approaches derive highly assured implementa-
tions from the developed ICS design, but their appli-
cation heavily relies on adequate modeling of cyber 
and physical resources of ICS design, which usually 
requires significant effort and time.

Industrial network security
In typical ICSs, systems are interconnected over 

industrial networks, which implement specialized 
protocols, e.g., EtherNet/IP, Modbus/TCP, Sinec 
H1, Profibus, CANopen, and Fieldbus [33]. These 
protocols meet different functional requirements, 
have different interfaces, and lead to different sys-
tem requirements in terms of memory, energy, and 
processing [25]. In contrast to other networks, the 
primary function of industrial networks is to control 
physical processes and resources, implementing a 
hierarchy of networks, as shown in Figure 2, which 
implement different protocols and standards at the 
various levels of the hierarchy. A conventional ICS 
network has a supervisory network at the top of 
the hierarchy that may be also connected to the 
Internet. These networks are further connected to 
controller networks, which have connections to field 
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equipment subnetworks [25]. Failures of industrial 
networks have higher cost, because of the resulting 
process disruptions, and thus, industrial networks 
require more reliability relatively to other networks. 
Furthermore, industrial networks differ from other 
typical IT networks in that they have small packets 
that support synchronous and asynchronous com-
munication among interconnected devices, which 
often reside in environments with hostile conditions, 
such as high dust, heat, and vibration. Importantly, 
industrial networks adhere to strict real-time com-
munication requirements, requiring low overhead 
at each component. For this purpose, industrial net-
works typically employ short protocol stacks that 
involve a few layers, e.g., three layers, as shown in 
Figure 4 from [25], with the application, data link, 
and physical layers. This approach leads to low com-
munication delays and enables the adoption of vari-
ants of standard network protocols, e.g., customised 
TCP, to achieve real-time communication among ICS 
components. Often, ICS networks include the func-
tionality of network layer in the application layer. 
These characteristics and constraints of ICS network 
devices lead to several security challenges for the 
networks, because they make them more vulnerable 
to malicious activities than typical IT networks.

During the early period of industrial automation, 
ICS networks were protected following the “secu-
rity through obscurity” approach, because physi-
cal resources were separate from cyber resources. 
The main threats at that time were system integrity 
attacks, e.g., undesired interference by an unhappy 
worker [22]. With the recent developments in 
the automation of industrial control process, new 

vulnerabilities and threats to ICS networks have 
emerged because control systems have become 
accessible through networks. Such increased connec-
tivity immediately brought attacks through the spread 
of malicious software as well as failures because of 
unreliable networks due to third party services [67].

Recently, new threats have emerged to ICS 
networks, such as APTs, where adversaries attack 
selected target systems, as evidenced by Stuxnet [44]. 
Clearly, the sophistication of Stuxnet attack is an evi-
dence that the attackers had detailed knowledge of 
the control system. Due to such attacks, industry has 
started adapting more sophisticated security strat-
egies such as the “defense in depth” approach pro-
posed by NIST [70], where security mechanisms are 
implemented at every layer of control networks, pro-
tecting them against external threats.

One of the desired goals of ICS networks is to 
ensure that the data are communicated only among 
authorized components (e.g., users, processes, or 
nodes) and that the exchanged data are “legal,” i.e., 
correct in the given component context. In gener-
al-purpose networks, this is achieved through differ-
ent techniques, e.g., by implementing access control 
using firewalls at application and network layers 
or in the network infrastructure [10]. Firewalls can 
be easily configured and adapted for ICS networks 
because these networks have well-defined commu-
nication interfaces. However, the implementation 
level of firewalls depends on the hierarchical level 
of an ICS (sub) network; an ad hoc sensor network, 
for example, may need protection at the data link 
level, while the centralized supervisory network may 
need protection at network level [68].

Access control is not sufficient to ensure that ICS 
network services are continuously available. Hence, 
it is important to protect ICS network services against 
malicious activity to ensure their continuous avail-
ability without hindering their performance [57]. 
Such protection of the network can be achieved 
by hardening the security of hardware components 
and keeping the software components up-to-date. 
However, such hardening cannot prevent insider 
attacks, where an authorized person acts mali-
ciously. Such threats can be handled at the organi-
zational level by recording component actions and 
auditing them to detect such threat.

Secure communication in general purpose net-
works is typically achieved by cryptographic primi-
tives for encryption and authentication, such as RSA 

Application Layer

Data Link Layer

Physical Layer

Figure 4. IEC 61158 
network stack for  
industrial networks.
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[65] and AES [2]. However, these solutions cannot 
be directly employed in ICS environments, because 
they require significant resources, processing, and 
memory. Elliptic cryptography-based solutions have 
been developed recently to enable secure commu-
nication in environments with low computational 
resources and provide high security, comparable to 
alternative public key cryptographic methods [52]. 
Also, considering the specific requirements of indus-
trial networks, NIST has developed SHA-3, a set of 
hash functions for the generation of keys, pseudor-
andom bits, and digital signatures for resource-vari-
ant networks [53].

ICSs rely heavily on sensor networks to control 
and manage physical resources/processes. Sensor 
networks are characterized by their limited node 
computational resources and the ad hoc connec-
tivity of a large number of nodes. As sensor net-
works have very strict performance requirements, 
their security implementation, typically through 
cryptographic mechanisms at the link layer, is also 
demanding in terms of performance and resources. 
To ensure secure communication in these 
resource-limited networks, there are approaches 
where the employed encryption mechanisms have 
different levels of complexity to communicate 
different data, choosing the appropriate level of 
encryption based on the value of the communi-
cated information [78].

In cryptographic mechanisms, the key manage-
ment plays a vital role to ensure security of the com-
munication among ICS components. Weaknesses in 
key management may lead to compromised com-
munication independently of the strength of the 
underlying encryption scheme. Global keys cannot 
be used in networked systems because an isolated 
compromise of network security may lead to net-
work-wide compromised keys. Therefore, secure ICS 
networks require effective mechanisms to generate 
and distribute keys. One such mechanism allows 
to use temporary global keys and a global perma-
nent key to construct a main key; after distributing 
the main key, it destroys the temporary global key 
to avoid key leakage [61]. Alternatively, one can 
employ random key distribution, which requires a 
sufficient set of keys, so that all end points of a net-
work can communicate securely [11].

In ICSs, the supervisory network is mainly 
responsible for controlling the overall industrial 
process. Lately, emerging process control models 

connect the supervisory network to the Internet as 
well; this makes the entire ICS network highly vul-
nerable to network attacks, including DoS and dis-
tributed DoS (DDoS) attacks. These attacks disrupt 
network systems/services by overloading system 
resources (e.g., memory, processing, and energy), 
so that they fail to perform their intended function-
ality and to respond to other nodes/users in a timely 
fashion. There are two main variations of these 
attacks. The first type aims to exploit hardware or 
software vulnerabilities by sending packets to crash 
the target system. This type of attack is carefully 
organized and constructs packets appropriately, 
e.g., to exploit an identified vulnerability, before 
sending them to the network [29]. As ICS network 
components are often not patched, such vulnerabil-
ities can be easily exploited; this originates from the 
fact that ICS network components are typically not 
configured for automatic software update, in order 
to avoid operational disruptions during the update 
process. In the second type of the attacks, DDoS 
attacks, a large number of systems create excessive 
amounts of network traffic—in addition to legiti-
mate traffic—targeting the victim system. This traffic 
heavily overloads the resources of the target system, 
making it significantly less responsive and leading it 
to fail to serve its legitimate users. The recent Mirai 
incident [55] demonstrates that industrial systems 
are vulnerable to such attacks that are launched 
through malware injection.

Defending against DDoS attacks is a very difficult 
task, because these attacks exploit shared network 
components that are accessible by all connected 
systems. Usually, intrusion detection and filtering 
mechanisms are used to trace such attacks [60]. 
Intrusion detection mechanisms employ signature 
and anomaly based detection techniques [74], 
while filtering ones employ packet marking and 
logging techniques for detection and attack tracing, 
respectively [66], [69]. Considering the heteroge-
neous characteristics of continuous operation of 
ICS subnetworks that keep evolving, it is important 
to manage the security of such networks automati-
cally and autonomously, in contrast to conventional 
IT network management approach that is based on 
configuration setting. To address the security and 
safety, such networks are continuously monitored 
through different mechanisms, which raise alarms 
when some unexpected occurs, as described in the 
following section.
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Monitoring industrial control systems 
for security and safety

Independently of compliance with standards, an 
ICS that has been designed to be safe and secure is 
not guaranteed to operate as expected in a real envi-
ronment; ICS, like other systems, are designed and 
tested in a safe and controlled environment, while 
their field operation is in larger and uncontrolled 
environments. Thus, it is necessary to monitor sys-
tem operation at runtime to ensure that the process 
execution is secure and safe as well. This monitor-
ing is typically implemented with security monitors, 
which compare system execution with a reference 
model to detect any security or safety breach. There 
are two facets of monitoring in ICS environments: 
1) monitor the identity and privacy of the ICS sys-
tem components and users, assuring that only legal 
components/users have access to ICS system and  
2) monitor the reliability of the operations of the ICS, 
assuring that ICS components/users are operating as 
desired. Based on these facets, in the following, we 
present methods to monitor ICSs.

Unauthorized access
One of the critical threats to ICS is compromised 

by illegitimate system components or users. It is nec-
essary to ensure that all components and users who 
exchange information in the system are legitimate 
ones, taking into account even legal requirements in 
some application domains, such as smart grid and 
medical systems. Access control mechanisms can 
be implemented in different ways to allow only legal 
components/user to access system components. 
The decision for a specific implementation depends 
on the profile of the component that needs to be 
protected against unauthorized access. For exam-
ple, the identity of human users can be established 
through an access control mechanism that employs 
text-based methods, e.g., pin codes and account/
password login credentials, or biometric methods, 
e.g., iris scans, fingerprints, and face patterns. The 
privacy of a user can be established by ensuring that 
the user is the only one that has been granted priv-
ilege to access a specific component. Furthermore, 
the identity of devices and applications can be 
established in many ways, e.g., based on their 
unique MAC address, IP address, port numbers, 
etc. The privacy of devices and applications can 
be established by control mechanisms that employ, 
for example, digital certificates and encryption 

techniques. Considering the diverse characteristics 
of ICS components and users, a popular strategy is 
to employ control mechanisms that describe access 
policies at different levels of abstraction. Recently, 
a role-based access control mechanism has been 
proposed, which allows modeling high-level policy 
descriptions and low-level access details, including 
system structure and architectural details [37]. The 
approach ensures consistency among policies by 
specifying them as logical formulas and verifying 
their correctness. Besides describing correct and 
consistent policies, it is also important to enforce 
such policies at runtime. There have been several 
efforts to automatically enforce access control 
policies at runtime in general purpose computing 
domains, e.g., the Jeeves language enables run-time 
enforcement of information flow policies by con-
struction [76]. Recently, a more promising solution 
has been developed to enforce access control and 
other security policies through the ARMET run-time 
monitor [41]. The ARMET approach allows design-
ers to express requirements for legitimate use, e.g., 
access control and policies, as conditions in an ICS 
at any desired level of abstraction; i.e., they can be 
expressed as preconditions, postconditions, or invar-
iants in a program. For example, a module that is 
used by unclassified users can be restricted from 
accessing specific variables that are available only 
to classified ones. Such requirements can be spec-
ified in ARMET and refined into conditions that are 
enforced by a run-time monitor, which detect all 
violations of the defined conditions. Importantly, 
the ability to program policies as conditions enables 
ICS evolution by dynamically adapting the security 
monitors to check new conditions, as they emerge 
in standards and directives.

Enforcing access control policies through appro-
priate mechanisms ensures that only legitimate 
users and components have the intended access 
permissions to all resources of the ICS. However, 
such access controls and policies cannot prevent 
components from performing malicious activity by 
exchanging undesired information over the network, 
which may compromise other network resources by 
alternate means, e.g., insider attacks, such as the 
case of Snowden [73], and APTs, such as Stuxnet. 
So, in order to protect ICS networks and components 
against malicious activity, security monitors have 
been developed which monitor the systems at runt-
ime to detect any such malicious activity.
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Intrusion detection/prevention
Resource-variant ICS environment has well-de-

fined communication; and thus, sophisticated attacks 
can be detected through monitoring the network 
traffic among system components. Intrusion detec-
tion systems (IDSs) are an example of such monitors, 
which aim to detect attacks by understanding system 
behavior through analysis of network traffic. There 
are different variants of IDS which depend on: 1) how 
such systems characterize the behavior (e.g., pro-
file-based or model-based) and 2) how they compare 
behaviors (e.g., comparison to bad behavior or viola-
tion of good behavior). These variants of monitors can 
be classified into four classes, as shown in Figure 5.

Profile-based methods build a profile of system 
components by observing system parameters. Based 
on the profile, Class 1 monitors attempt to detect mali-
cious activities by matching the system behavior with 
known bad behavior. These monitors employ statis-
tical methods to build profile of bad behaviors and 
attacks [28], [72]. These monitors are robust relatively 
to model-based monitors (Class 2), because machine 
learning methods are capable to detect more generic 
attacks, but they are practically limited by high rates 
of false alarms and do not provide adequate informa-
tion for diagnosis. Class 3 monitors build profile(s) of 
good behavior of system components and detect vio-
lation to them [42], [43]. These monitors (Class 3) are 
more robust than Class 1 monitors because they do not 
require any previous information of attacks and, thus, 
can detect new attacks. Although these monitors are 
capable to detect any deviation from good behavior and 
report the violation as an attack, they raise false alarms 
because deviation can just be accidental or could be 
part of a normal but rare behavior. Additionally, these 
monitors provide very limited information for diagnosis 
because they only know that something different from 
“good behavior” has happened.

Classes 2 and 4 systems offer model-based mon-
itoring. They are very popular in highly secure and 
critical environments where security failures have a 
high cost. Based on the reference behavioral model 
of the observed system, these monitors provide 
very rich information for diagnosis when malicious 
activity has been detected. However, Class 2 moni-
tors are limited in that they can detect only known 
attacks by comparing models of bad behaviors, e.g., 
signature-based IDS [58], [64]. Class 4 monitors can 
provide even higher diagnostic information because 
they know exactly what part of the model has been 

violated. Since the monitors passively evaluate 
network traffic and raise alarms when a threat is 
detected, they suffer from false negatives, failing to 
block attacks actively. Intrusion protection systems 
(IPSs) have been developed to block attacks when 
they detect them [24]. However, IPS suffers from high 
false positives, since they may block legal behav-
ior that is not predicted by the models, leading to 
unnecessary ICS operation disruptions. Despite the 
strengths of these passive and active monitors, there 
is an execution overhead to compare high granular-
ity models, which may hinder runtime performance 
of ICS networks. Furthermore, the aforementioned 
monitors suffer from false alarms, which make them 
ineffective for ICS environments. Recently, there has 
been effort to develop monitors based on behavioral 
models, which are efficient and rigorous, i.e., they 
meet real-time requirements and are free of false 
alarms, as we present below.

Behavior-based monitoring
Behavior-based monitoring applies logical speci-

fication to describe the behavior of the target system. 
Based on such behavioral specification, ARMET [41] 
provides a unified method to design, implement, and 
monitor ICS systems. ARMET is a framework that has 
three basic components, which allow: 1) to build 
ICS that are secure and safe by design; 2) to moni-
tor the operations of ICS in real-time for safety and 
security; and 3) to recover system execution into a 
safe state, in the case of attack or failure. ARMET has 
been developed for the high assurance security and 
safety of ICS and cyber-physical systems, in general. 
The approach can be applied to other embedded 
systems as well, due to their complexity equivalence.

Figure 5. IDS classification.
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To develop an ICS application, ARMET initially 
requires an executable specification of the applica-
tion, which is proven to be consistent with defined 
security and safety application properties. The pro-
cess to develop such a specification is based on Fiat 
[19], which applies deductive synthesis to develop 
such specification through stepwise but sound 
refinements; the proofs are carried in the theorem 
prover Coq. Furthermore, the specification includes 
the first class models of cyber and physical resources 
of an ICS coupled with their functional and non-
functional properties. Furthermore, the specifica-
tion includes description of normal behavior, also 
denoted “good behavior” as well as compromised 
application behavior, also denoted as “bad behav-
ior” including known attacks. Through program 
synthesis, the application implementation can be 
generated automatically from the given specifica-
tion, which is provably safe and secure, meeting the 
requirements of the specification. At the end of this 
process, ARMET has specification and implementa-
tion of the required ICS system.

ARMET monitors the behavior of the application, 
comparing the application execution behavior to the 
specified good application behavior. Specifically, 
ARMET runs the executable specification and the 
implementation of the application in parallel and 
observes their consistency. As shown in Figure 6, 
the ARMET middleware has various components 
whose core is run-time security monitor (RSM). 
The other auxiliary components include diagnosis 
and recovery modules, trust model, backup, and 
selection module. The RSM takes the application 
specification and implementation as inputs and 

executes them in parallel. The monitor generates 
“predictions” by specification execution and pro-
duces “observations” by executing the implemen-
tation. Since normal and compromised behaviors 
are described in the specification, the monitor can 
detect all violations of normal (“good”) behavior 
and compromised (“bad”) behavior, whether orig-
inating from attack or failure. The RSM has been 
proven to be sound and complete [39], [40], assert-
ing that the monitor is free of false alarms, positive, 
or negative. This is a highly desired property in prac-
tical ICS, where false alarms may lead to significant 
loss of resources and productivity.

For recovery, when an alarm is raised by the RSM, 
the diagnosis module of ARMET attempts to identify 
the failure or attack based on the context as deter-
mined by the trust module. Based on the diagnosed 
cause, the recovery module attempts to recover the 
application into a safe state by finding alternative 
resources (e.g., computational libraries and data) to 
the compromised ones. In the case of unavailability 
of alternate resources, the application is recovered 
into its last safe state from backup.

Experiments have shown that the RSM efficiently 
detects violations and failures by meeting real-time 
performance requirements of ICS applications [41]. 
Furthermore, the ARMET approach requires that the 
application specification is executed in a safe envi-
ronment and cannot be compromised, so that pre-
dictions are correct. This assumption can be realized 
with existing methods, such as trusted platforms like 
Intel SGX [16] and ARM TrustZone [6].

Another similar approach has developed a 
method to detect attacks on ICS for water treatment 
plants by inferring invariants of physical processes 
through observation of the ICS at runtime and check-
ing their consistency with the invariant that were set 
during various stages of ICS development [1]. An alter-
native effort has developed a reasoning framework to 
detect attacks in ICS environments [63]. This frame-
work allows to model the physical process of an ICS 
by considering their physical interactions and time 
and state discretization. The models are state tran-
sitions systems developed in the language ASLan++ 
and are analyzed by the corresponding tool CL-AtSe. 
The framework has been successful in detecting real-
time attacks in a testbed of ICS for water treatment 
plant. However, these approaches are limited for 
practical use due to the verification techniques which 
are not scalable and suffer from state explosion.Figure 6. The ARMET architecture.
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THE DESIGN OF SAFE and secure ICSs is a challeng-
ing task. The strong requirements on ICSs for safety, 
continuous operation, and real-time constraints 
make their design more demanding than that of the 
traditional IT systems. Importantly, ICSs are vulner-
able not only to the traditional threats of IT systems 
but to a larger set of threats, such as FDI attacks. Suc-
cessful attacks on ICSs do not necessarily need to 
violate correctness of computations; they can lead 
systems to wrong decisions through FDI attacks, to 
safety violation by overloading the system and lead-
ing it to violate real-time constraints, etc. Despite 
the significant progress of the past few decades in 
the development of methods and techniques for 
safe and secure ICSs, it is clear that we are in the 
beginning of an effort that faces many design chal-
lenges. The technical area of safe and secure ICSs 
provides a challenge and an opportunity for new 
approaches, methods, and techniques for several 
years to come.
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